(19) United States

12 Reissued Patent
Chen et al.

(10) Patent Number:
45) Date of Reissued Patent:

USOORES0053E

US RES0,053 E
Jul. 23, 2024

(54) METHODS AND APPARATUS TO MONITOR
PERMISSION-CONTROLLED HIDDEN
SENSITIVE APPLICATION BEHAVIOR AT
RUN-TIME

(71) Applicant: Samsung Electronics Co., Ltd.,

Suwon-s1 (KR)

(72) Inventors: Xun Chen, Mountain View, CA (US);
Seonghun Moon, Suwon-s1 (KR);
HyungDeuk Kim, Suwon-s1 (KR); Jisu

Kim, Suwon-si (KR)

(73) Assignee: Samsung Electronics Co., Ltd.,

Suwon-s1 (KR)
(21) 17/865,293

(22)

Appl. No.:

Filed: Jul. 14, 2022

Related U.S. Patent Documents

Reissue of:

(64) Patent No.:
Issued:
Appl. No.:
Filed:

U.S. Applications:
(60) Provisional application No. 62/537,949, filed on Jul.

10,713,354
Jul. 14, 2020
15/870,619
Jan. 12, 2018

27, 2017.
(51) Int. CL

GO6F 21/55 (2013.01)

GOGF 21/44 (2013.01)

GO6F 21/57 (2013.01)
(52) U.S. CL

CPC oo GO6F 21/55 (2013.01); GO6F 21/44

(2013.01); GOGF 21/577 (2013.01); GO6F
2221/2141 (2013.01)

744

{

PERMISSION |
MONITOR

(38) Field of Classification Search
CPC .. GO6F 21/44; GO6F 21/35; GO6F 2221/2141;
GO6F 21/577;, HO4L 2463/102; HO4L
63/08; HO4L 63/123
See application file for complete search history.

(56) References Cited
U.S. PATENT DOCUMENTS
3,281,410 B1* 10/2012 Sobel .............coee GO6F 21/51
726/1
8,763,060 B2 6/2014 Carrara et al.
(Continued)
FOREIGN PATENT DOCUMENTS
JP 4624181 B2  11/2010
KR 10-1456489 B1  10/2014
(Continued)

OTHER PUBLICATTONS

Extended European Search Report 1n connection with European
Patent Application No. 22192899.7 dated Dec. 6, 2022, 6 pages.

(Continued)
Primary Examiner — Minh Dieu Nguyen
(37) ABSTRACT

An apparatus 1includes a display, a processor coupled to the
display and a memory coupled to the processor, wherein the
memory includes instructions executable by the processor to
identily an access attempt to a monitored resource by an
application, the identification occurring aiter an access per-
mission check 1s performed. The memory further includes
instructions executable by the processor to determine
whether the access attempt 1involves suspicious activity by
evaluating a potential risk associated with the application
accessing the monitored resource, and 1n response to deter-
mining that the access attempt 1nvolves suspicious activity
to provide a graphical user intertace (GUI) to the display, the
GUI providing a notification of the access attempt.

23 Claims, 8 Drawing Sheets

' ACCESS NOTIFICATION
; GENERATOR

ACCESS HISTORY

rmEmTEETATELE

MANAGER
753 |
A ?535
CONFIGURATION 'i
MANAGER I t—p MONITOR(S) |
1 I
................................................ P J

FLTE ETSTAIRAEITIAET A TERT A FETTIEIFSEETEITIF M TLT SN MR AT T U TN R TTWE AL T N IL T FAN R PR PRI I PN FAUAE TICT RS 1T R ATTRY T TR LI TN F TR T LI TSI P TR TUEE TEEE AL T

766

— e —

SYSTEM
INFORMATION




US RE50,053 E
Page 2

(56)

References Cited

U.S. PATENT DOCUMENTS

8,763,080 B2 *

8,709,676 Bl
9,069,706 B2
9,202,049 Bl
2004/0010701 Al
2004/0158734 Al*

2006/0090192 Al*

2009/0094676 Al

2010/0064289 Al
2010/0131512 A

2011/0047594 Al*

2012/0255021 AlL*

6/2014

7/2014
6/2015
12/2015
1/2004
8/2004

4/2006

4/2009
3/2010
5/2010
2/2011

10/2012

Carrara ................... GO6F 21/44
726/2
Kashyap
Sriram et al.
Book et al.
Umebayashi et al.
Larsen ................ GO6F 21/6218
726/28
Corby ...ccoviiieeiiiin, GO6F 21/51
726/1
Burugula et al.
Oe et al.
Ben-Natan .......... GOO6F 21/6227
707/741
Mahaftey .............. GOG6F 21/564
726/1
Sallam .................. GO6F 21/564
726/25

2014/0013429 Al 1/2014 Lu

2015/0281238 Al* 10/2015 Ramachandran ...... GO6F 21/51
726/4

2016/0180089 Al 6/2016 Dalcher

2017/0118611 Al1* 4/2017 Schieman ........... HO4W 68/005

FOREIGN PATENT DOCUMENTS

KR 10-2016-0071993 A 6/2015
KR 10-2016-0071993 A 6/2016
KR 10-1666176 B1  10/2016

OTHER PUBLICATTIONS

ISA/KR, International Search Report and Written Opinion of the

International Search Authority for International Application No.

PCT/KR2018/008571, dated Oct. 25, 2018, 9 pages.

Extended European Search Report regarding Application No. 18839111.
4, dated Mar. 25, 2020, 6 pages.

* cited by examiner



U.S. Patent Jul. 23, 2024 Sheet 1 of 8 US RE50,053 E

110

130 15 — S
/ ) COMMUNICATION

" e ONIT
SPEAKER i‘m_ﬂmmi KX FPROCESSING .

CIRCUITRY

120 115

8

TAPROCESSING
CIRCUITRY

MICROPHONE ‘
170 *
E | 14{) 'Eéi-ﬁ

GPU _[TINPUTIOUTPUT
N | oEvICES

MAIN PROCESSOR

ADDITIONAL RESOURCES | T 160

f! é s: E ﬁ bk i resears kL — bbb -
i 4 [ 2
EM ! ; samrirk .. ettt .

[ TR RETAE I TRE IOl THR TR TR O] TR N ) [Ty Ty

184 ™. MEMORY 161

. PHONEBOOK || | |  OPERATING SYSTEM i ]

PR TRE TR I TR T g T UE T B TR W g Ta

186

CAMERA(S) | S R
188 - et

SYSTEM ; APPLICATIONS

\ {
160 160




US RES0,033 E

Sheet 2 of 8

Jul. 23, 2024

U.S. Patent

Rl L L e L L L L L L L L L i L L L L e T e L L e i L L L L L it L L L L L Ll e T e L e L ki L L L L e L L L e e e L L e G L e L L L e e T L L Ll e L L e L el e L e L e e i L L L e L L e e e e L L L L L e e T T L e e e L e b L L L L L e e L L Y

A0HWNOS3Y _
(OIHOLINOW _

AL L L R A L L AL e TR D i P R e AT A A e e P B e PP P P P o L P L LS LAY P L Y

—_ - _— —_—— e e

L T T T L T T T L L e L L L o T T AT R E P P L PR | I S o S T N Ty L L L L o L L T ¥ O T B I S TSy Sy PR TP vl LR e ¥ A e L L L L T T e | | | ] N SO S T g )

HOLINQOW
NOIS NG A

+
I+I‘
+7d

L + = d + &k Frd + bt b+ rd +h++ A+t At nd +hFtd At A AR A A d Bt d Rt d b d kR d kA Fwd FhdEd Rtk + kA FhR At B rd 4 kWt
‘Tﬁ‘.br+}++1++J+T++1+1++1++J.—.r.—..—.I-—.T.—..—.1+.-.++T++l-—.-.—..-‘.—.—.J.—.T.—..—.1-—.1.—.*1.—..—.].—.T-—..—.J.-.T.—..-.‘.T.—.J.—.r-—..—.-.—.T+-—.-‘}++T++T+1++1++‘+T++J+T+

4 =
b

&0l .

R B R L T R L R L L L N L L T L T R T L e L L L L N L T I L L L R T T L L L B L L L T L L L L T T L e L I L L LR I LR T I N L N T

L A L P A A P A P A B A e I B P L Pl L LA L A R P R P LR o A, P P A o A o L A AT TR R T P A R A B A P o s o A o R S A o R R R A R R P A A R A R R A S A A

I
]
I
1
|
I
]

e —— —_—r— -

- — - LELE ] —-—r - - pr— LT P ——— —— - —-r—— P — = e — - - -— - r——— o —— -——_ —— — o mr— o — —— - e — - —— p——

OV RNIDIANOD G NOILVO IddV

00 sy GOC

+tr+rdtntt itk
+ A A A
2 s TE mw s gram 8

ES
+
-
+
+
ES
+
-
-
+
-
-
+

=
+
+
=
+
r
+
t
[

-
F
+
L]
k
-
-
-
-
-
-
Ll
-

TR R A NP N RS ERE SR

= F + F 1 + &



U.S. Patent Jul. 23, 2024 eet 3 of 8 US RE50,053 E

L_IE B |
+.I. - =
+*

-

1+

L}
*
1

-
[l
* *
L
-
[l

+ * + + + +
L

A+ dF A+ A
+ 1

300

P moa
LI ]

]

i
) AR
_I-'-_ ~— —_
- i —_— s, .
—_ —
-
—" —
= T,
-'_'__._..\,n-\.r\-' e ——
_-_'_.i- _\--\-\_ —
g T
- T
-— —
— —_,
._'_'_. ——r a .- . ‘_\_H
———— T,
et A
— T
e T —_
T M
e e
_'_'____d_ T———
—_— a ] e
— — ' ' T -
e - - ™ Lan
i =—
- L] -\_\_\__\_
- H
T - Ty,
—_—— * e T
—_ —
- —
ey e,
—_— - [

— - - _‘_‘--\.'__
e TN — —_
— Il TN A -
= ——

-\_il.\__\_\_ _'_-._.i_-
- H -—
e o
b -\—|_h i_—I—\. Lo
—_— —
e, x _'__.‘I,..u.-'-"""_'_
-
T e —_
TP -_— _'_H__'.,...-\.a-
- -
— —
il 7Y — o raa
_-'-\- -—
—— "
e S —rr
=, —_— __'___ﬂ_
T ..-\.-\F\-‘h_._
"—\--._\__L J__,_-.-
— —_
- L apr =~
-
——— - ____,_.—'-
—
— . .-_\l_uu.-""_'-'-
—_— — - —_
——— ——
o, L
—_ e
L TR —
B VN
rF—_——— - —_————— —_——_——_——_————_—_—————— —_—_——— - —_—— —_—————_—————_——.——————_———_—_—_—_——— A A —_—_—_—_—_, — e e e — e —_— — —h—_——— —_ v
|
1
|
1
i
1
i
|
|
1
I |
1 ) : |
l I
1 |
| |
1 ; |
I |
1 |
1 |
1 |
1 |
1 I
1 |
! I
1 |
I I
1 |
1 ]
. .
—_r e
- - T -
ar Mo,
Ll Mrae
— - T —_
- e Mt r—_
—_ ——
-
_..n-'-"_-_- T,
—_ e
a——'_FH H-\_‘—-\_
ﬂ_'.,.-.---" I NI —_
— e
~ —
e T e
—_ -
i__‘_. — I—\__h
_'_'_ﬂ._.ul"" e = ek, "h_‘_h‘_\_
_— T —
- -
e "~ T
o
.—'—-'-'_F H-"-\-'\—\.
- i "
—d—""“"d_ ‘\w"—\—.
—_— —_——
- -
_HI_.,..--" It T
- - - T
- L I_\-.w\"'"hu,.h_
_o—"'-'--_'_ _\_\“\-'\—\_
I,._l.a-l-"F h"‘—\_
Ve A
_\_\'-\_ —
T, - ponr =
“I'\—\_ _— " ___,—"!r
— —_
T any, + e -
M - "
- n - -
il P e, a h_Fa.-"
)
- —— _..—'—-'-'_‘-
ey ey —_ - ."'\-1""" ——
—-— ——
_\-\'I“"M-._\_ - ——
— —_— _;—"—-'_P.'
— ;=
Y m— —
—— —_
., e
T AT
—_— —_
_— —
B, e ,\_uu-‘-‘.
-
|_'\—\._\_\_ —_ _'_--'__'_'___.-t—""
LTS8
s LIt - et
e - - ——
—— L
T, L T
- .\_\_'\- d__'_-
T ——

Vg a2

4

Lad
£al
{ad
Lal
e
o

e

e

TAKE

DENY ACCESS RESPONSIVE

TO RESOURCE

PERMIT ACCESS
TO RESOURCE

— —— — — ———— — — —— —— ———— ——— ——— ——— —

ACTION

,_,_.,_....,.__,.__,__,__,_,_.._.,_.,._,_,._._,_.,_....,.__,._,...__..__,_,_.,__,_,_.,_.,...._,_,._,_,__,.__,_,_.,_.,_.,..,..,_.,..,.




US RES0,033 E

Sheet 4 of 8

Jul. 23, 2024

U.S. Patent

SO LINOIN

NOISSING g |

287

[ SFRFINF U R R ] Iy S S

— - —r —— — T M TE —T TR~ T Tm —T T ——— T = ———pF M — T e =T —rr o — —

SUOLVOINDINNGD

hvd b i o e e e e e e e e ———— e A kW

u_ B D At e P o L i At B P e o B B 0 e o P il ol e I o e D It e L ol Pl iy o P o il e e o o el e o L o e et e, e ol e 0 Lt o e e

A0L03TTO0
NOLLVINSO-AN
TYNLXE1INOD

RN

LV

r——

........................................................ J
I

1

HOS5AD0O A

I

|

. |

I

|

|

I

I

I

I

NOLLYWSHOANT |
I

. |

|

|

|

I

I

I

I

I

I

’ |

|

L — e e ]
e ,ﬁ

HO L0130
SAIUY

PP

L LY

I¥OoliddyY

210

- = |

raE @1 BB LRl

Ll
FF ¥ 4%+ 4+ FF NP
[}

i

4 + + + 4+ + + F &4
Ll

LI

———

NOILLYINGOAN
WIS AS

o e e e e e e e e e e, e, e e e e e e B e e

i
|
I
|
|
|
|
bvm e e e

VA




US RES0,033 E

Sheet 5 of 8

Jul. 23, 2024

U.S. Patent

HOLVHNDIENOD
N LG
21238
HO LY DINNWNOD 1S3 LIHAN
/ / NOILLYINHOHNI
125 4 NTLSAS
. _ HOLYALLOY HOLINOW 0
HI LA 31V OIS S A 1 565
o
HOLYN VAT HOLYOILNIHLNY (S)MOLINON
MS Y SSIADDV HITIVO
GGG A 4




U.S. Patent

Py

iy

Laute Lbw i)

ol

T TRE T S

1 e b b
y

SN

GNORE
CALL

o0~

Jul. 23, 2024

Sheet 6 of 8

US RES0,033 E

e e i e ey e e, e, e, o [ e e e, e e, e e, o, e o e e o e, e e, e e, e o o e e, o e, e e e, . [, . o e e e e e, e e, e e, e [ e [, e e, e e, e e, e [, e [ e e e e, e e, e o . [ e e e e e, e e e e, [, e e e e e e e, e e e [, e [ e e e e e e e e e, e [ e (e e, e e e e, e e, oy e o

RECEIVE REPORT OF ACCESS
ATTEMPT FROM MONITOR

-—— - - o — - - -

!

ALLER
. AUTHENTICATED?

-\-I\_‘ .r"ﬁ

ur, o

-~

e Sy e o Ty e i Ly gt e o ] TR )

L T L R LG L T PR PR R e T R o N e e Bt d L B e LA T T R T T T R el L L R e L A =R --'\--}
L
4
i
L
T
; E }
. i
. 1
. ¥
i H H H H = H H d k)
1 N
) T
1 i
1 £
1 ¥
E 1
I R R R ———..... I R I ——————————————————...—
-~ -
o Heag
#_.-" .
e e
- o
M‘,_.-' T
-.-'\-"-FF-H. LL"-‘-\.“
r"“- ‘h"‘u,,
.-'-“"ﬂ“ff e~ =
e H"“w..
N_,.—:"‘ ",
ey,
—~ .
o T,
-.-__i_. I“-M""H-_
T -
- e
.-'"'f . ﬂ"'m_h
?."___,_,-'- "\-\.H_\.“.l
-
- -\""'\-\.\,_\H
H'\'\.I -
"""\-\.,\_H ] _Fd_-"“’
ey s
IH-""-\‘- o
. : a l_ﬁ,.«-"'
H"'i-\.._ f.-"""
T, =
e, -~
s -
"HM_\- .1".'-
ay l_-'__.a-’
H"‘-\_ T
‘""'h-. .-ff"’_
"""-u“_ il
i _ﬂ,.-—“
'ha_\-\-_i .v-..-_...r'
e T
L -~
*—.‘,ﬁh e
e
~!
P__Jr""‘ HI"IH
'.r.--"" “"'H_“ .
o T,
s
e -,
o - !
- "l”"-l“ H-‘ﬂ"'-\.
,.—""f.bd- -H‘""Il
—
.____.,u'\-"""| -H-‘““Ih"-\-\.‘_
- "~
.-"_-"-.l umh“-\-\.
_f'”"-f i F H“'H—-ﬁ
-t e
= -
o a § ; T
- e
- -
..-'\-""-F.r ""“""L\_\_
L o~
“h
e L
I.\_\_\-‘. rd
a + ! ...---"f
“v\.-‘_\_ + T
1"‘“‘“.,_“ + J_,-'"
- i ¥ * .-""‘.‘f
e
maﬂ ..-""J
e, -
e -
.., -
. ~
an l_‘_.--"
T rﬁ.n
ﬂ‘“‘m,,_ -
hﬁ"‘-\.._ _..___u_.
‘-h\.\_‘“_‘ _"ﬂ_...-"
. e
T, .d"'f
e a
o e
1 )
1 4
1 T
1 +
1 )
| L3
' . .
1
1
1 d
i
1
i
1
1
h
1
1 b4
L o o o e e e e e e v e e demmh ek e e e ————— e e ——— e e N el e e el b e e e e e e e ey e e ey ey e e ey e ek o ke plek pe b T
P ol AR L P L AP I K L Y U R DL B Lok R AP Sl K ol 1 o2 L N AL AP ot A P ol S R P L P Sl S N o ML L L TR A 1 P L L U Y AL I AN L AR LR P L T L U N R Lr AP LT Y A U L o N LSR8 ol o AR L L AL o A A RP L AL Al S N L -
1 i
! i
1 z
1 L
: i
1 kS
Y - i
1 - L
1 + i
i + i
1 + 1
i i
1 1
1 z
5 1
1 ¥
1 F
1. o " I _ - e I it e i
F ke o ey 11 [T g e ke’ gt e gl TN e e L 1
1 kY
1 i
| I
2 i
1 ’ - . 3 ¥
1 ; t
1 : d 2
1 1
1 ¥
2 4
1 I
1 : i
1 T
i - . )
1 I
1 3
i Fy
o A
A R I R A A e U 1 Ll e 1 o b A AR W R e Pl e B T o B S Pl oL e Fie A A Pl Y P VILARIRAE 1 e P bt Mok 8t R U L e Pl e i 11 A U ke TP P A b P oot B £ A L A e P L P b b e e -

A B A e e M o e B AR e R

Fog g g e B DR gy By B B TS 0 N e, g oy ged T e gl gl gt




US RES0,033 E

Sheet 7 of 8

Jul. 23, 2024

U.S. Patent

|
|
|
I
|
|
|
|
|
|
1
i
|
|
|
I
|
|
|
|
|
|
|
|
|
I
1
|
|
H
|
|
|
|
o

- {SIHOLINOW

R R T e Bt e e e e e e i e e e Rl e e i Bt e S e e e

!
:
|
|
|
|
|
|
|
|
|
|
|
|

T R L L T o L L A A L ' LT TPy TR TS

e e, e, e e, o, o B, B, o o, o o, o

2 ADVNYIN
NOULYHNDIANQOO

-

% WA

oo s s o 4+ om -y - & aom - -
4 4 - I"-I"-IFI L] F‘+~‘FI L] I"‘-l-"-lr-r- I-‘-I-"-Ir-r- F -l-l‘-l 4 I-+|‘-I 4 & F -l-"-l 1“-_ N

F
4 F
. mom

.1
F

Y
L]

S dDVYNYIN
ALSOLSTH S50V

B R T R R T B TR i R R R Tl R TR o O LI R R e iR R R R i e T R e R i I R E i TR o DR TR T o

1
L
g
-

L L A LI R T L I T LI R i T L T m TNy TR TR T s L RS MM P M R Fo M L R R P RS A B IR RN D E WL RN o M P Se S B R e B RS R P W 0 Fe B PSS B OF R IS R e b P Sn S B S M e B P L R Se S W M PR e B O R

e TN ] - R
'1 L] l+'|-|J-"I I+I+'r J"I l+|+'|- J"I I+lr-r*'r1l'r+l+l1'r-|l-“l I+l+'|+'r-|1 L] I"I‘F -Irr

¥

+ + -
==
-

P & 4 AN 4 d

.l-.-.-lII1.1lIILf.-I+.‘ M e

1.1...&1!1...1!1'.

"y LR

WL oL oaq
4+ 4 AP F+AddFFF

" p 4 ®m E WM - iEE E4di = E 4L EE E- LEEES LE EEELE B
[l O N N O . IO L O I T T O O e O N B . I T O |

m u n Fds rrrdres T

P44 5 1 =4 48 F**q 4 F>

I-“I

. = m
" & Al aim B L -L 8 B4 LiE B 4 L§ 8 A L] 8 B L EEESE G LE

41 = w3 res s srrs s nbreseswk

L
4 m AL A8 B AJLEESELL

sk A d Ay kA A AN P B AR
J v m m T -
b F ¥+ 4 48 FF+AAF FFAd 40 FFAd 4 0FFFAddFFAAdFF+FA 0 F+4dFF+FAddFF+Ad AR

PR
F F + 4

=4 F F4d 44 F =44
Frvrsrrrrs T

T T Eom
4 L 48 EE L 1 BB &4

A A FF A FFAA

N p o=

HOLVHINIDD
AVOIAILON 55400V

L T N LI TN [ T A T A T T T R e e S N S T Y |

LR T R I T A TR e R T T R et LI TR LR I TR —A A e = N e T R U e T e e T P e e e o ——

"m 8y rre swTrri T kransnb

L

1'15-111I'I""1I'I'1‘|1'|'r""1‘|

- -
F k4 'I"'I‘I' -inil'il-"r -

rr =

4

Il B |
.

B P U A B e T R T P e e B S e B i e S P B T R A P T

HOLINCGIN
NOIS SN GG

e B L L A P T N B P P S R S B S R R e B S

R LI L T e N L A LT

VL




EEXREENER
oy hh e dd
rd d b4 1w dd

*

US RES0,033 E

[EYTRTERTINE

HOLVHNDIONOO

P P |

ln.u.-a.u.n.wa.u ur

@O
” 3 LIHAA
3
¥ p,
- (HOLINOW NOISSINYAd ddV 1SISH 3d)
2 NOILLYINGOANI WI1SAS
m. ava - - Ay 3
E vy OV 3
 MOLINOW NOISSINY3d HOLINOW SO1INOWN
228

U.S. Patent



US RES0,053 E

1

METHODS AND APPARATUS TO MONITOR
PERMISSION-CONTROLLED HIDDEN
SENSITIVE APPLICATION BEHAVIOR AT
RUN-TIME

Matter enclosed in heavy brackets | ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue; a claim printed with strikethrough
indicates that the claim was canceled, disclaimed, or held
invalid by a prior post-patent action or proceeding.

CROSS-REFERENCE TO RELATED
APPLICATION AND CLAIM OF PRIORITY

This application is a reissue of U.S. Pat. No. 10,713,354
issued Jul. 14, 2020 on U.S. patent application Ser. No.
15/870,619, filed on Jan. 12, 2018, which claims priority
under 35 U.S.C. § 119(e) to U.S. Provisional Patent Appli-
cation No. 62/537,949 filed on Jul. 27, 2017. The above-
identified provisional patent application 1s hereby incorpo-
rated by reference 1n 1ts entirety.

TECHNICAL FIELD

This disclosure relates generally to security on electronic
devices and management of the permissions granted to
applications running on electronic devices to access device
resources, including without limitation, the devices’ cam-
eras and microphones. More specifically, this disclosure
relates to systems and methods for monitoring suspicious
application access.

BACKGROUND

Electronic devices running applications manage permis-
sions for applications to access the electronic devices’
resources, such as the devices’ cameras or microphones. The
management ol such permissions may be defined according
to a permission set at the time of the application’s 1nstalla-
tion on the electronic device or at a subsequent runtime. The
mitially set permission may create opportunities for the
application to access resources under circumstances unfore-
seen or undesired by the user at the time the permission was
mitially set by a user. For example, a user of a mobile
terminal may, at the time of istalling a social media
application, grant the application permission to access the
mobile terminal’s microphone, on the assumption that the
application would only access the microphone when the
social media application was open and actively being used
by the user. However, 1n some cases, the application may
abuse this permission and access the microphone under
unwanted circumstances, such as while the application 1s
only running as a background process, which can result 1n
undesirable breaches of a user’s privacy, for example,
recording the user’s conversations without her permission.

SUMMARY

This disclosure provides systems and methods for moni-
toring suspicious application access.

In a first embodiment, there i1s an apparatus which
includes a display, a processor coupled to the display and a
memory coupled to the processor, wherein the memory
includes 1nstructions executable by the processor to 1dentily
an access attempt to a monitored resource by an application,
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the 1dentification occurring after an access permission check
1s performed. The memory further includes instructions
executable by the processor to determine whether the access
attempt 1nvolves suspicious activity by evaluating a poten-
t1al risk associated with the application accessing the moni-
tored resource, and in response to determining that the

access attempt involves suspicious activity to provide a
graphical user interface (GUI) to the display, the GUI
providing a notification of the access attempt.

In a second embodiment, there 1s a method for resource
access monitoring, wherein the method includes the step of
performing an identification, by a processor connected to a
memory and a display, an access attempt to a monitored
resource by an application, wherein the step of identifying
occurs after an access permission check has been performed.
The method further includes the step of determining,
whether the access attempt 1involves suspicious activity by
evaluating a potential risk associated with the application
accessing the monitored resource. Additionally, the method
includes the step of, in response to determining that the
access attempt involves suspicious activity, providing a
graphical user interface (GUI) to the display, the GUI
providing a notification of the access attempt.

In a third embodiment, there 1s a non-transitory computer-
readable medium including program code which, when
executed by a processor, causes a system to identily an
access attempt to a monitored resource by an application, the
identification occurring after an access permission check has
been performed. The program code, when executed by a
processor, additionally causes the system to determine
whether the access attempt 1involves suspicious activity by
evaluating a potential risk associated with the application
accessing the monitored resource, and 1n response to deter-
mining that the access attempt involves suspicious activity,
provides a graphical user interface (GUI) to a display, the
GUI providing a notification of the access attempt.

Other technical features may be readily apparent to one
skilled in the art from the following figures, descriptions,
and claims.

Before undertaking the DETAILED DESCRIPTION
below, 1t may be advantageous to set forth definitions of
certain words and phrases used throughout this patent docu-
ment. The term “couple” and its derivatives refer to any
direct or indirect communication between two or more
clements, whether or not those elements are in physical
contact with one another. The terms “transmit,” “receive,”
and “communicate,” as well as derivatives thereof, encom-
pass both direct and indirect communication. The terms
“include” and “‘comprise,” as well as denivatives thereof,
mean 1nclusion without limitation. The term *“or” 1s inclu-
sive, meaning and/or. The phrase “associated with,” as well
as derivatives thereof, means to include, be included within,
interconnect with, contain, be contained within, connect to
or with, couple to or with, be communicable with, cooperate
with, interleave, juxtapose, be proximate to, be bound to or
with, have, have a property of, have a relationship to or with,
or the like. The term “controller” means any device, system
or part thereof that controls at least one operation. Such a
controller may be implemented 1n hardware or a combina-
tion of hardware and software and/or firmware. The func-
tionality associated with any particular controller may be
centralized or distributed, whether locally or remotely. The
phrase “at least one of,” when used with a list of items,
means different combinations of one or more of the listed
items may be used, and only one item in the list may be
needed. For example, “at least one of: A, B, and C” includes
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any of the following combinations: A, B, C, A and B, A and
C, B and C, and A and B and C.

Moreover, various functions described below can be
implemented or supported by one or more computer pro-
grams, each of which 1s formed from computer readable
program code and embodied 1n a computer readable
medium. The terms “application” and “program” refer to
one or more computer programs, soltware components, sets
of 1nstructions, procedures, functions, objects, classes,
instances, related data, or a portion thereof adapted for
implementation 1 a suitable computer readable program
code. The phrase “computer readable program code”
includes any type of computer code, including source code,
object code, and executable code. The phrase “computer
readable medium™ includes any type of medium capable of
being accessed by a computer, such as read only memory

(ROM), random access memory (RAM), a hard disk drive,
a compact disc (CD), a digital video disc (DVD), or any
other type of memory. A “non-transitory” computer readable
medium excludes wired, wireless, optical, or other commu-
nication links that transport transitory electrical or other
signals. A non-transitory computer readable medium
includes media where data can be permanently stored and
media where data can be stored and later overwritten, such
as a rewritable optical disc or an erasable memory device.

Definitions for other certain words and phrases are pro-
vided throughout this patent document. Those of ordinary
skill 1n the art should understand that 1n many 1f not most
instances, such definitions apply to prior as well as future
uses of such defined words and phrases.

BRIEF DESCRIPTION OF THE DRAWINGS

For a more complete understanding of this disclosure and
its advantages, reference 1s now made to the following
description, taken in conjunction with the accompanying
drawings, 1n which:

FIG. 1 1illustrates an example of an electronic device
according to this disclosure;

FIG. 2 1llustrates an example of a block diagram of the
components of a system for monitoring suspicious applica-
tion access according to this disclosure;

FIG. 3 illustrates an example of a flowchart showing
operations of a method for monitoring suspicious applica-
tion access according to this disclosure;

FIG. 4 illustrates an example of a block diagram of a
monitor included as part of a system for monitoring suspi-
cious application access according to this disclosure;

FIG. 3 illustrates an example of a block diagram of a
permission monitor included as part of a system for moni-
toring suspicious application access according to this dis-
closure;

FIG. 6 illustrates an example of a flowchart showing
operations performed as part of a method for monitoring
suspicious application access according to this disclosure.

FIG. 7 illustrates an example of a block diagram of a
configurator included as part of a system for monitoring
suspicious application access according to this disclosure;
and

FIG. 8 1llustrates an example of a block diagram showing
management ol application permission monitoring settings
using system property mnformation according to this disclo-
sure.

DETAILED DESCRIPTION

FIGS. 1 through 8, discussed below, and the various
embodiments used to describe the principles of this disclo-
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sure 1n this patent document are by way of 1illustration only
and should not be construed 1n any way to limit the scope of
the disclosure. Those skilled 1n the art will understand that
the principles of this disclosure may be implemented 1n any
suitably arranged wireless communication system.

FIG. 1 1llustrates an example of a device for implementing
monitoring of suspicious application access according to this
disclosure. The embodiment of device 100 illustrated 1n
FIG. 1 1s for illustration only, and other configurations are
possible. However, suitable devices come 1n a wide variety
of configurations, and FIG. 1 does not limit the scope of this
disclosure to any particular implementation of a device.

As shown 1n FIG. 1, the device 100 includes a commu-
nication unit 110 that can include, for example, a radio
frequency (RF) transceiver, a Bluetooth® transceiver, or a
Wi-F1® transceiver, etc., transmit (1X) processing circuitry
115, a microphone 120, and receive (RX) processing cir-
cuitry 125. The device 100 also includes a speaker 130, a
main processor 140, an input/output (I/0) mterface (IF) 145,
input/output device(s) 150, and a memory 160. The memory
160 includes an operating system (OS) program 161 and one
or more applications 162.

Applications 162 can include games, social media appli-
cations, applications for geotagging photographs and other
items ol digital content, virtual reality (VR) applications,
augmented reality (AR) applications, operating systems,
device secunity (e.g., anti-theft and device tracking) appli-
cations or any other applications which access resources of
device 100, the resources of device 100 including, without
limitation, speaker 130, microphone 120, input/output
devices 150, and additional resources 180. Further, applica-
tions 162 can 1nclude applications containing program code
that when executed by a processor, such as main processor
140, cause the processor to perform steps of methods for
monitoring suspicious application access according to cer-
tain embodiments of the present disclosure.

The communication unit 110 can recerve an incoming RF
signal, for example, a near field communication signal such
as a BLUETOOTH or WI-FI signal. The communication
umt 110 can down-convert the immcoming RF signal to
generate an intermediate frequency (IF) or baseband signal.
The IF or baseband signal 1s sent to the RX processing
circuitry 125, which generates a processed baseband signal
by filtering, decoding, or digitizing the baseband or IF
signal. The RX processing circuitry 1235 transmits the pro-
cessed baseband signal to the speaker 130 (such as for voice
data) or to the main processor 140 for further processing
(such as for web browsing data, online gameplay data,
notification data, or other message data).

The TX processing circuitry 115 receives analog or digital
voice data from the microphone 120 or other outgoing
baseband data (such as web data, e-mail, or interactive video
game data) from the main processor 140. The TX processing
circuitry 115 encodes, multiplexes, or digitizes the outgoing
baseband data to generate a processed baseband or IF signal.
The communication unit 110 receives the outgoing pro-
cessed baseband or IF signal from the TX processing cir-
cuitry 115 and up-converts the baseband or IF signal to an
RF signal for transmission.

The main processor 140 can include one or more proces-
sors or other processing devices and execute the OS program
161 stored in the memory 160 1n order to control the overall
operation of the device 100. For example, the main proces-
sor 140 could control the reception of forward channel
signals and the transmission of reverse channel signals by
the communication unit 110, the RX processing circuitry
125, and the TX processing circuitry 115 1n accordance with
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well-known principles. In some embodiments, the main
processor 140 includes at least one microprocessor or micro-
controller.

The main processor 140 1s also capable of executing other
processes and programs resident in the memory 160. The
main processor 140 can move data into or out of the memory
160 as required by an executing process. In some embodi-
ments, the main processor 140 1s configured to execute the
applications 162 based on the OS program 161 or in
response to mputs from a user or applications 162. Appli-
cations 162 can include applications specifically developed
for the platform of device 100, or legacy applications
developed for earlier platforms. Additionally, main proces-
sor 140 can be manufactured to include program logic for
implementing methods for momitoring suspicious applica-
tion access according to certain embodiments of the present
disclosure. The main processor 140 1s also coupled to the I/O
interface 145, which provides the device 100 with the ability
to connect to other devices such as laptop computers and
handheld computers. The I/O nterface 145 1s the commu-
nication path between these accessories and the main pro-
cessor 140.

The main processor 140 1s also coupled to the mnput/
output device(s) 150. The operator of the device 100 can use
the input/output device(s) 150 to enter data mto the device
100. Input/output device(s) 150 can include keyboards,
touch screens, mouse(s), track balls or other devices capable
ol acting as a user interface to allow a user to 1nteract with
clectronic device 100. In some embodiments, input/output
device(s) 150 can include a touch panel, a virtual reality

headset, a (digital) pen sensor, a key, or an ultrasonic input
device.

Input/output device(s) 150 can include one or more
screens, which can be a liqud crystal display, light-emitting
diode (LED) display, an optical LED (OLED), an active
matrix OLED (AMOLED), or other screens capable of
rendering graphics.

The memory 160 1s coupled to the main processor 140.
According to certain embodiments, part of the memory 160
includes a random access memory (RAM), and another part
of the memory 160 includes a Flash memory or other
read-only memory (ROM). Although FIG. 1 illustrates one
example of a device 100. Various changes can be made to
FIG. 1.

For example, according to certain embodiments, device
100 can further include a separate graphics processing unit
(GPU) 170.

According to certain embodiments, electronic device 100
can include a variety of additional resources 180 which can,
iI permitted, be accessed by applications 162. According to
certain embodiments, additional resources 180 include an
accelerometer or inertial motion unit 182, which can detect
movements of the electronic device along one or more
degrees of freedom. Additional resources 180 include, 1n
some embodiments, a user’s phone book 184, one or more
cameras 186 of electronic device 100, and a global posi-
tioning system 188.

Although FIG. 1 illustrates one example of a device 100
for 1mplementing monitoring of suspicious application
access, various changes can be made to FIG. 1. For example,
the device 100 could include any number of components in
any suitable arrangement. In general, devices including
computing and communication systems come 1 a wide
variety of configurations, and FI1G. 1 does not limit the scope
of this disclosure to any particular configuration. While FIG.
1 illustrates one operational environment 1n which various
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features disclosed 1n this patent document can be used, these
features could be used 1n any other suitable system.

FIG. 2 1illustrates an example of a block diagram of the
components of a system for monitoring suspicious applica-
tion access according to this disclosure.

According to some embodiments, the components of a
system for monitoring suspicious application access include
a monitor 201, a permission monitor 203 and a configurator
205. Each of monitor 201, permission monitor 203 and
configurator 205 can be implemented on a device (such as
device 100 of FIG. 1) via hardware or soitware. According
to some embodiments, monitor 201 and permission monitor
203 can be implemented one or more layers 207 in the
protocol stack of the device below the application layer. In
the illustrative example of FIG. 2, monitor 201 and permis-
sion monitor 203 operate at lower layers 207, while con-
figurator 205 operates on the application layer, above lower
layers 207.

In some embodiments, one or more applications 209 are
running on an electronic device. Applications 209 include,
without limitation, social media applications, games, photo
and video editing applications, voice over internet protocol
(VOW) call applications, and map or navigational applica-
tions. Each of applications 209 can be permitted access to
one or more resource 211 of the device. Resource 211 can
include, without limitation, the device’s camera, fingerprint
sensor, global positioning system sensor, phone book con-
taining a device user’s contacts, and the device’s micro-
phone.

According to some embodiments, when an application
209 1s first mstalled on the electronic device, the operating
system of the device will prompt the user to grant or deny
application 209 permission to one or more resources 211.
For example, a user ol a mobile device, such as a smart-
phone, can install a social media application and grant 1t
permission to access the camera the smartphone’s camera.
According to certain embodiments, each time the social
media application attempts to access the camera, the oper-
ating system determines whether the social media applica-
tion was, at the time of installation, granted permission to
access the camera, and i1f so, permits the social media
application to access the camera. According to other
embodiments, the operating system determines whether the
social media application requested permission to access the
camera at a runtime after installation. According to certain
embodiments, an ongoing monitoring functionality 1s pro-
vided, and the security risks associated with an application
utilizing the user’s permission for the application to access
the camera in contexts beyond the intended scope of user’s
permission (for example, when the application 1s open, but
the camera functionality has not been selected, or when the
application 1s running as a background process) are reduced.

However, depending on the operating system of the
clectronic device, the social media application can retain 1ts
permission to access the smartphone’s camera almost indefi-
nitely, without requiring any further confirmation by the user
as to the scope of the application’s permission to access the
camera. To revoke the social media application’s permission
to access the smartphone’s camera, a user may, depending
on the operating system of the electronic device, have to
unminstall the application, or manually revoke the social
media application’s permission to access the camera. How-
ever, many users are not aware ol the scope and/or duration
of such applications’ permission to access the camera. As
such, social media applications and other applications can
abuse the user’s initial grant of permission to cameras and
other device resources by, for example, accessing the
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resource without a user prompt, or as a background process.
This can lead to, for example, the application recording the
user’s conversations without the user’s knowledge or
accessing the user’s location information without the user’s
knowledge.

To decrease the risk of application 209 abusing the
permissions to resource 211 set by the operating system of
the device at the time of 1nstallation or at a post-installation
runtime, monitor 201 resides on the one or more critical
access paths between application 209 and resource 211,
thereby making resource 211 a monitored resource. Accord-
ing to certain embodiments, monitor 201 1s configured to
identify that application 209 1s attempting to access resource
211, and that the operating system has confirmed that
application 209 was, at the time of its installation or at a
post-installation runtime, given permission to access
resource 211, and granted the operating system’s permission
to access resource 211. In response to identifying, subse-
quent to an 1nitial access permission check performed by the
operating system, an access attempt by application 209,
monitor 201 calls permission monitor 203, to report the
access attempt. Permission monitor 203 determines whether
the access attempt by application 209 mmvolves suspicious
activity by evaluating the potential risk associated with the
attempt by application 209 to access monitored resource
211. According to certain embodiments of the present dis-
closure, and as will be described 1n greater detail herein,
permission monitor 203 evaluates the potential risk associ-
ated with the access attempt based on, for example, pre-
defined rules and contextual information regarding the
access attempt. According to some embodiments, multiple
monitors 201 can be implemented on a single device, with
cach monitor 201 corresponding to an access permission for
a resource on the device.

According to some embodiments, permission monitor 203
1s configured to interface with configurator 205. Configura-
tor 205 which can be implemented by software, hardware or
a combination thereof, 1s configured to receive notice from
permission monitor 203 that application 209’s access
attempt to resource 211 involves suspicious activity, to
provide a graphical user mterface (GUI) to a display (such
as a display among mput/output devices 150 shown 1n FIG.
1) providing a notification of the access attempt. According
to some embodiments, the GUI provided by configurator
205 also 1s configured to receive mputs selecting one or
more courses of action (e.g., allowing access to the resource,
denying access to the resource, reporting the access attempt,
etc.)

Although FIG. 2 illustrates one example of a block
diagram of a system for monitoring suspicious application
access, various changes can be made to FIG. 2. For example,
monitor 201 and/or permission monitor 203 may operate on
other levels of the device’s protocol stack. Alternatively,
monitor 201 and permission monitor 203 can be combined
in a single component of the system.

FIG. 3 1illustrates, 1in flowchart form, operations of an
exemplary method 300 for monitoring suspicious applica-
tion access on an electronic device according to this disclo-
sure.

In the example of FIG. 3, at operation 301, a device, (such
as device 100 shown in FIG. 1) performs an 1nitial deter-
mination of whether an application running on the device
has been granted permission to access a resource on the
device, such as a phone book, location information, camera,
etc. According to some embodiments, operation 301 1is
performed by the operating system of the device at runtime
for the application, and the determination 1s based on
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permissions set by the user at the time the application was
installed, or 1n response to a post-installation request by the
application. According to certain embodiments, the deter-
mination performed in operation 301 1s based on permis-
sions updated by the user through a “settings™ menu at some
time after the application was installed. If, at operation 301,
it 1s determined that the application does not have a pre-set
permission to access the monitored resource, the method
proceeds to operation 399, and the application 1s denied
access to the momitored resource.

According to certain embodiments, 11 it 1s determined at
operation 301 that the application has previously been
granted permission to access the monitored resource, the
method proceeds to operation 311. At operation 311, the
application attempting to access the monitored resource 1s
identified. According to some embodiments, operation 311
1s performed by a monitor operating on the device (such as
monitor 201 shown 1n FIG. 2). According to certain embodi-
ments, the monitor 1s implemented as a code snippet on each
of the critical access paths to the monitored resource.
Further, according to some embodiments, the 1dentification
of the application at operation 311 further comprises col-
lecting information, such as a unique user ID (UID) or
process 1D (PID) for the application, permission information
related to the application, a time stamp associated with the
access attempt, or information regarding the monitored
resource’s and/or application’s access history.

According to certain embodiments, following operation
311, the method proceeds to operation 322, where a deter-
mination 1s performed to determine whether the access
attempt 1nvolves suspicious activity by evaluating a poten-
tial risk associated with the application. In some embodi-
ments, operation 322 1s performed by a permission monitor
(for example, permission monitor 203 1n FIG. 2) using
information generated or collected by the monitor as part of
operation 311. The evaluation of the potential risk can be
based on, without limitation, a unique user ID (UID) or
process 1D (PID) for the application, permission information
related to the application, a time stamp associated with the
access attempt, information regarding the monitored
resource’s and/or application’s access history or other con-
textual information regarding the access attempt.

If, at operation 322, 1t 1s determined that there 1s no
potential risk associated with the access request, according
to certain embodiments, the method proceeds to operation
333, wherein the access request 1s granted and the applica-
tion 1s permitted to access the monitored resource.

If, at operation 322, it 1s determined that there 1s a
potential risk associated with the access attempt, the method
proceeds to operation 344, wherein responsive action 1s
taken. According to certain embodiments, at operation 344,
the permission monitor calls a configurator (such as con-
figurator 205 shown 1n FIG. 2), notitying the configurator of
the risk associated with the access attempt. According to
some embodiments, as part of operation 344, the configu-
rator provides a GUI to the display, wherein the GUI
provides a nofification of the access attempt. According to
certain embodiments, as part of operation 344, the configu-
rator provides a GUI to the display, and the GUI 1s config-
ured to receive an mput corresponding to a response to the
access attempt, such as permitting or denying the application
access to the monitored resource. Alternatively, at operation
344, mstead of presenting a GUI notifying a user of the
access attempt, the configurator may respond to the detected
access attempt through the application of one or more
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predetermined rules. For example, the configurator may
automatically block the application’s access to the moni-
tored resource.

Although FIG. 3 illustrates operations of one exemplary
method for monitoring suspicious application access on an
clectronic device according to this disclosure, various
changes may be made to FIG. 3. For example, operation 301
may be removed Ifrom the method 1n cases where the
operating system on the device does not provide any mecha-
nism for a user to revoke or adjust an application’s permis-
sions to access a resource apart from uninstalling and
reinstalling the application. In such cases, where there 1s
little to no user control over applications’ permissions to
access resources, 1t may be reasonable to assume a potential
risk attached to all access attempts.

FIG. 4 1llustrates, 1n block diagram form, an example of
a monitor 401 included as part of a system for monitoring
suspicious application access according to certain embodi-
ments of this disclosure. According to certain embodiments,
monitor 401 1includes access detector 411, contextual infor-
mation collector 422, local information processor 433, and
communicator 444. Certain embodiments of monitor 401 are
possible, including embodiments adding or subtracting cer-
tain of the components shown 1n FIG. 4.

Additionally, according to some embodiments, monitor
401 1s configured along the critical access path(s) between
an application 455 and a momitored resource 466. According
to certain embodiments, monitor 401 1s one of a plurality of
monitors running on a device along critical access paths
between applications and monitored resources. Further,
according to some embodiments, monitor 401 resides on the
critical access path(s) between application 455 and a plu-
rality of momtored resources 466. The present disclosure
contemplates a wide range of mappings between
application(s), monitor(s) and monitored resource(s).

According to certain embodiments, momitor 401 1s pro-
vided with access to system information 477, which, in the
non-limiting example of FIG. 4, includes system properties
information. According to certain embodiments, monitor
401 has access to read permission information for an appli-
cation stored as part of system information 477. In certain
embodiments, system information 477 1s stored as a persis-
tent bit map recording the user’s choices regarding an
application’s 455 permissions to access monitored
resource(s) 466. As will be discussed in greater detail
clsewhere 1n this disclosure, monitor 401 and a permission
monitor (for example permission monitor 501 shown 1n FIG.
5) may have permission to read system information 477,
while a configurator (for example, configurator 701 shown
in FIG. 7) 1s configured to write to system information 477.
Monitor 401 can be configured to communicate with a
permission monitor 488.

According to certain embodiments, access detector 411 1s
implemented as software which monitors application activ-
ity or application behavior on the critical access path(s)
between application 455 and momnitored resource 466.
According to certain embodiments, access detector 411 1s
implemented as one or more code snippets on each of the
critical access path(s) to the monitored resource 466.
According to still certain embodiments, access detector 411
1s 1mplemented as hardware.

According to certain embodiments, access detector 411
performs an mitial query to determine whether monitoring,
application 455’s access to monitored resource 466 has been
enabled or disabled. For example, a user may be able to
selectively enable and disable such monitoring through by
adjusting settings through a GUI provided by a configurator,
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such as configurator 701 shown 1n FIG. 7. As noted above,
access detector 411 detects access attempts by application
455 to monitored resource 466. In some embodiments, the
detection of access attempts 1s implemented by detecting the
operation of processes of application 4535 associated with
monitored resource 466. According to some embodiments,
when access detector 411 detects the operation of a process
associated with monitored resource 466, access detector 411
routes the detected process to contextual information col-
lector 422.

According to some embodiments, contextual information
collector 422 collects information indicating the context of
the access attempt. Such information includes, without limi-
tation, the i1dentity of the application 455 (for example, the
application’s UID or PID) attempting to access to monitored
resource 466, permission information related to the access,
which according to some embodiments can be read from
system 1nformation 477, and a time stamp for the access
attempt.

In some embodiments, the contextual information col-
lected by contextual information collector 422 is passed to
local information processor 433. In the example of FIG. 4,
local information processor 433 processes the information
collected by contextual information collector 422 to deter-
mine whether the access attempt 1mnvolves suspicious activ-
ity. In some embodiments, this processing comprises the
application of rules or permutations of sets of rules to the
contextual information. For example, local information pro-
cessor 433 can apply a rule flagging an access attempt as
suspicious 1i there 1s contextual information showing a
particular UID associated with the application. Similarly,
local information processor 433 can apply a rule flagging an
access attempt as suspicious 1n cases where there 1s contex-
tual information showing that application 455 has not been
opened by a user, and the access attempt 1s being performed
as a background process.

If the processing by local information processor 433
determines that the access attempt 1s not suspicious, monitor
401 can permit application 453 to access monitored resource
466. According to certain embodiments, this permission 1s
performed by returning the process associated with the
access attempt which was detected by access detector 411 to
the critical access path for the process. In this way, monitor
401 acts as a checkpoint along the crnitical access path
between application 455 and momnitored resource 466.

11, however, the processing by local information processor
433 determines that the access attempt 1s suspicious, local
information processor 433 will, according to certain
embodiments, notily communicator 444 and provide the
collected contextual information regarding the access
attempt and the determination by local information proces-
sor that the access attempt was suspicious. In response to
receiving a notification from local information processor
433, communicator 444 will call permission monitor 488 to
report the access attempt.

Although FIG. 4 1llustrates operations of one example of
a monitor included as part of a system for monitoring
suspicious application access on an electronic device
according to this disclosure, various changes may be made
to FIG. 4. For example, monitor 401 may be configured to
be “always on,” thereby eliminating the operation of deter-
mining by access detector 411 whether monitor 401 1s
cnabled.

FIG. § 1illustrates, in block diagram form, an example of
a permission monitor 501 included as part of a system for
monitoring suspicious application access according to cer-
tain embodiments of the present disclosure.
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According to certain embodiments, permission monitor
501 1s implemented as software, specifically as a system
service launched by the device at boot time. Additionally,
permission monitor 1s continuously running and able to
accept calls and communications from monitor(s) 311.
According to certain embodiments, permission monitor 501
1s implemented as hardware, including as part of a system on
a chip (SoC) system.

According to the non-limiting example of FIG. 5, the
components of permission monitor 301 include caller
authenticator 522, permission monitor activator 533,
whitelist 544, access risk evaluator 555, rate limiter 566 and
communicator 577. Additionally, permission monitor 501 1is
communicatively connected to configurator 588 and has
read access to system information 599.

According to certain embodiments, caller authenticator
522 1s configured to perform an analysis as to verily the
identity of the caller to permission monitor 301. Depending
on the device and operating system, a malicious application
may attempt to “spoof” systems for monitoring suspicious
application access according to this disclosure by presenting
a call to a permission monitor regarding access request,
which appears to originate from an actor other than the
malicious application. According to certain embodiments,
caller authenticator 522 authenticates the call to permission
monitor 501 received from monitor 511 and confirms that
the call to permission monitor 501 was received from an
actor authorized to call permission monitor 301. This
authentication can be based on a UID associated with the
application. Depending on the operating system used by the
device, 1t may be difhicult or impossible to “spoof” a UID,
or UIDs having certain characteristics have indicia of trust-
worthiness. For example, in devices using the Android
operating system, the UID of a caller may be checked via a
binder, such as “getCallingUid.” Where the UID has a value
of less than 10,000, this indicates that the caller 1s an
application pre-loaded onto the device, such as a monitor or
an application associated with a monitor, and thus inherently
more trustworthy than an application having a UID of
10,000 or greater.

In cases where caller authenticator 3522 1s unable to
authenticate the caller, the call 1s 1gnored, and the applica-
tion will not be able to access the monitored resource.
However, when caller authenticator 522 1s able to authen-
ticate the caller to permission monitor 501, according to
some embodiments, permission monitor activator 333 per-
forms a determination as to whether permission monitoring
of the application’s access attempts to the given resource has
been activated. To perform this determination, permission
monitor activator 333 can read the system information 599
for the application to determine whether monitoring has
been activated. In the non-limiting example of FIG. 5,
system mnformation 599 includes system properties informa-
tion.

According to certain embodiments, where permission
monitor activator 533 confirms that permission monitoring,
for the given application has been activated, whitelist 544
performs a further analysis of the access attempt based on
the information provided to process momtor 501 as part of
an authenticated call from monitor 511. According to certain
embodiments, whitelist 544 operates to allow the application
to access the monitored resource if certain criteria are
satisfied. Such criteria include whether the application seek-
ing access to the monitored resource 1s a pre-loaded appli-
cation or whether the application belongs to a predefined list
of trusted applications. According to certain embodiments,
the predefined list of trusted applications 1s set according to
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a policy of the device manufacturer. Alternatively, according
to some embodiments, after an access attempt pass review
by whitelist 544, the access attempt 1s further reviewed by
access risk evaluator 355.

According to some embodiments, access risk evaluator
555 operates as a process of permission monitor 501 to
determine, based on the context and/or states of the appli-
cation attempting access to a monitored resource, the poten-
tial risk of the access being requested. For example, access
risk evaluator 555 can check whether the application has any
threads running 1n the foreground of the device, whether the
screen of the device 1s ofl or whether the screen or device
itsell 1s locked. In cases where access risk evaluator 555
determines the extent to which the context of the access
request presents a potential risk. For example, access risk
evaluator 555 can determine that an application’s request to
access the device’s camera while the device itself 1s 1n a
locked state presents a significant potential risk.

According to certain embodiments, rate limiter 366 oper-
ates to deny an application access to a monitored resource 1f
the access attempt satisiies certain criteria. For example, rate
limiter 566 can operate to deny or 1gnore an application’s
access attempt 11 the same type of access has been reported
within a certain period of time. For example, rate limiter 566
can permit a social media application to occasionally access
a device’s location information, but to deny repeated
accesses to this information, lest the application unwantedly
operate as a tracker of a user’s location.

According to certain embodiments, communicator 577
operates to send the outputs from access risk evaluator 555
and rate limiter 566 to configurator 388. Depending on the
operating system utilized by the device, communicator 577
can communicate with configurator 588 by sending configu-
rator 588 an intent containing immformation about the appli-
cation attempting access, information about the permissions
for the application and/or the monitored resource, and con-
textual information regarding the access intent. Further,
according to certain embodiments, the intent sent by com-
municator 377 to configurator 588 1s an explicit intent,
restricting the configurator as the receiver of the intent.

Although FIG. 3 1llustrates components of one example of
a permission monitor icluded as part of a system {for
monitoring suspicious application access on an electronic
device according to this disclosure, various changes may be
made to FIG. 5. For example, whitelist 344 may be omuitted
or icorporated within access risk evaluator 5355.

FIG. 6 1llustrates, 1n flowchart form, operations performed
by a permission monitor in a method 600 for monitoring
suspicious application access according to this disclosure.

In the non-limiting example of FI1G. 6, method 600 begins
with operation 605, wherein a permission monitor, such as
permission monitor 501 shown 1n FIG. 5, recerves, from a
monitor (such as monitor 401 shown in FIG. 4) a call
reporting an application attempting to access one or more
monitored resources.

According to certain embodiments, method 600 then
proceeds to operation 610, in which a determination of
whether the received call 1s authentic, or from an application
“spoolfing,” or pretending to be, an application authorized to
call the permission monitor, such as a monitor. The deter-
mination performed at operation 610 can be based on
criteria, which depending on the operating system of the
device, may be dithicult to “spool,” such as an application’s
umique 1D (“UID”). Certain embodiments are possible,
wherein authentication 1s performed based on a diflerent
indicia, such as a process ID (“PID”) associated with the
call.
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If, at operation 610, the caller to the permission monitor
cannot be authenticated, the process moves to operation 695,
and the permission monitor ignores the call.

If, however, the caller to the permission monitor 1s
authenticated, according to certain embodiments, method
600 advances to operation 615, wherein the permission
monitor reads system property mformation from a configu-
ration file to confirm the current permissions for the appli-
cation attempting access to the monitored resource. Accord-
ing to certain embodiments, system information are stored
locally with the permission monitor, and method 600 pro-
ceeds to operation 620.

According to certain embodiments, at operation 620, a
determination 1s performed as to whether access attempt
involves an application or a resource for which permission
1s monitored. According to certain embodiments, monitoring
1s persistent and universal, and operation 620 may be
avoided.

If, at operation 620, a determination 1s made that the
application 1s not an application whose permission to access
a resource 1s monitored, or that the resource 1s not a resource
for which permission to access 1s monitored, or that the
combination of application and resource presented by the
access attempt 1s not one for which permission 1s monitored,
method 600 may proceed to operation 695, wherein the call
to the permission monitor 1s 1gnored. According to some
embodiments and depending on configuration, this results 1n
the application being denied access to the resource.

If, at operation 620, a determination 1s made that the
combination of application and/or resource presented by the
access attempt 1s one for which permission 1s monitored,
method 600 advances to operation 625, wherein a determi-
nation 1s performed as to whether the application attempting,
to access the monitored resource 1s a whitelisted application.

If, at operation 625, 1t 1s determined that the application
1s not a whitelisted application, method 600 advances to
operation 695, wherein the call to the permission monitor 1s
ignored. According to some embodiments and depending on
configuration, this results 1n the application being denied
access to the resource. If, at operation 623 1t 1s determined
that the application 1s a whitelisted application, method 600
proceeds to operation 630.

According to certain embodiments, at operation 630, the
permission monitor, or a component thereot (such as access
risk evaluator 555 shown in FIG. 8), evaluates the risk to the
device user’s privacy or security associated with the access
attempt based on, without limitation, contextual information
regarding the access attempt. Contextual information
includes, without limitation, the current status of the device
(e.g., “1s the screen on?”, “Is the device locked?”, or “Is
Wi-Fi1 connectivity turned on?”) and one or more user
privacy preferences. Further examples of contextual infor-
mation include device integrity status (for example, whether
preloaded oflicial software, including the OS, has been
modified), battery level, device location, type of wireless
connectivity (e.g., cellular network, Bluetooth, Wi-Fi, or
NFC), currently running applications and services, user
interactions, current time, a usage history for the device,
information from bult-in sensors of the device ({or example,
accelerometers and gyroscopes) and user privacy prefer-
ences stored 1n a settings file. According to certain embodi-
ments, user privacy preferences can be set 1n response to a
notification from one or more components of a system for
monitoring suspicious application access (such as configu-
rator 205 shown 1n FIG. 2). According to some embodi-
ments, the relevant user privacy preferences can be set at the
time the application 1s installed on the device, or 1n response
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to a request from the application at a post-installation
runtime. At operation 630, the permission monitor and/or a
component thereof, outputs 1ts determination of the potential
risk associated with the access attempt. According to some
embodiments, the output can be represented as a number, a
string and/or a bitmap.

According to certain embodiments, subsequent to opera-
tion 630, method 600 proceeds to operation 635. At opera-
tion 635, a permission monitor or one or more components
thereol performs rate limiting on the application. According,
to some embodiments, at operation 635, a permission moni-
tor determines the time interval since the application last
attempted to access the monitored resource, and 1f the time
interval 1s less than a threshold value, causes the permission
monitor to 1gnore the application’s access attempt or other-
wise denies the application’s access attempt. By 1gnoring
reports within a specified time period, the performance of a
device may be optimized, in that processing and battery
resources are not wasted generating redundant access reports
for multiple instances of the same suspicious access attempt.

According to certain embodiments, subsequent to opera-
tion 635, method 600 proceeds to operation 640, wherein the
permission monitor or one or more components thereof
(such as commumnicator 377 shown 1n FIG. 5) generates an
intent reporting the access attempt. The generated intent can,
depending on embodiments, include additional information
associated with the access attempt, including without limi-
tation, information regarding the application performing the
access attempt, information regarding the permissions for
the application and/or the monitored resource, and contex-
tual information regarding the access attempt. By ignoring a

Finally, according to certain embodiments, method 600
proceeds to operation 6435, wherein the permission monitor
or one or more components thereol (such as communicator
577 shown 1n FIG. 5) calls a configurator (such as configu-
rator 701 shown 1 FIG. 7) and sends the generated intent to
the configurator. According to some embodiments and
depending on the operating system used by the device, the
generated tent 1s an explicit intent to be received only by
a configurator.

Although FIG. 6 1llustrates operations of one example of
method for monitoring suspicious application access on an
clectronic device according to this disclosure, various
changes may be made to FIG. 6. For example, the sequence
of operations shown in FIG. 6 may be reordered and steps
added or omitted. As previously noted, operation 6135 may,
depending on embodiments, be omitted. Additionally, for
example, operations 625, 630 and 635 may be performed 1n
a different order than shown 1n FIG. 6. Numerous variations
are possible.

FIG. 7 illustrates, in block diagram format, an example of
a configurator 701 included as part of a system for moni-
toring suspicious application access according to this dis-
closure.

In the non-limiting example of FIG. 7, the components of
configurator 701 include access notification generator 711,
access history manager 722 and configuration manager 733.
Further, as shown in FIG. 7, configurator 701 can be
connected to a permission monitor 744, a monitor 755,
system 1nformation 766 and a user 777.

According to certain embodiments, configurator 701 1s
configured to receive calls, from permission monitor 744
reporting attempts by applications to access monitored
resources, which permission monitor 744 has determined to
involve suspicious activity and/or present a potential risk
associated with the application accessing the monitored
resource. According to some embodiments, upon receipt of
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a call reporting a suspicious access attempt, access notifi-
cation generator 711 presents a visible notification to a user
777 notitying them that a suspicious access attempt has been
performed. According to certain embodiments, presenting a
visible nofification to user 777 comprises providing a
graphical user interface (GUI) to the user. In addition to
reporting the fact of the suspicious access attempt, the GUI
also can be configured to receive, from user 777 an 1nput
selecting a response to the suspicious access attempt.
Selected responses can include providing the application
with a one-time permission to access the resource, perform-
ing a one-time denial of access, or updating a permission
setting associated with the application and/or resource.

According to certain embodiments, access notification
generator 711 provides an audible notification of the suspi-
clous access attempt, such as a “beep.” Other forms of
notifications, such as haptic notifications, (e.g., a vibration),
or a transmission to a connected device (such as a computer
or smart watch).

According to certain embodiments, access notification
generator 711 interfaces with access history manager 722.
According to certain embodiments, access history manager
722 stores and maintains a history of an application’s access
attempts to a particular resource as reported to configurator
701 by permission monitor 744. According to some embodi-
ments, a GUI provided by access notification generator 711
includes information showing access history information
maintained by access history manager 722. For example,
access history manager 722 can maintain information show-
ing that a particular application has repeatedly attempted to
access a device’s microphone while the device 1s 1n a locked
state. Such contextual information can be useful to a user
trying to understand the significance and risk associated with
an access attempt.

Further, according to some embodiments, configurator
701 1includes configuration manager 733. Configuration
manager 733 can, depending on embodiments, interface
with monitor 755 and/or write to system 1nformation 766 to
allow a user to turn a suspicious application access monitor
on or ofl for the whole device, for a particular permission,
for a particular resource, or for an application. According to
some embodiments, configuration manager 733 receives
inputs turning a monitor on or off from a GUI provided by
access noftification generator 711.

Although FIG. 7 illustrates of one example of a configu-
rator included 1n a system for monitoring suspicious appli-
cation access on an electronic device according to this
disclosure, various changes may be made to FIG. 7. For
example, configuration manager 733 may be configured to
turn monitors on according to predefined rules or user-
indicated logic, rather than in response to specific mstruc-
tions turning a particular monitor on or ofl. For example, a
user may indicate a general preference for a high level of
security, and configuration manager may, based on pre-
defined rules or application logic, configure and activate a
set of particular monitors.

FIG. 8 illustrates, 1n block diagram format, management
ol application permission monitoring settings using system
information according to this disclosure. In the non-limiting
example of FIG. 8, the components a system for monitoring
suspicious application access include a plurality of monitors
801 and 811 (such as monitor 201 shown i FIG. 2), a
permission monitor 822 (such as permission monitor 501
shown 1n FIG. 5) and a configurator 833 (such as configu-
rator 701 shown 1 FIG. 7). In the example of FIG. 8, each
of monitor 801, monitor 811 and permission momitor 822 has
permission to read system information 844. By the same
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token, configurator 833 has permission to write to system
information 844. According to certain embodiments, system
information 844 includes system properties information.

According to certain embodiments, configuration infor-
mation (including, without limitation, permission settings,
rules, and monitor activation settings for the system for
monitoring suspicious application access) 1s stored within
system mnformation 844 as a bitmap designated “Persist.app.
permission.monitor.” According to certain embodiments,
system 1nformation 844 1s configured such that, for each
application, a flag 1s set, the flag indicating whether the
application’s attempt to access a particular resource 1s to be
reported.

Although the present disclosure has been described with
exemplary embodiments, various changes and modifications
may be suggest to one skilled 1n the art. It 1s intended that
the present disclosure encompass such changes and modi-
fications as fall within the scope of the appended claims.

None of the description 1n this application should be read
as implying that any particular element, step, or function 1s
an essential element that must be included 1n the claim
scope. The scope of patented subject matter 1s defined only
by the claims. Moreover, none of the claims 1s intended to
invoke 35 U.S.C. § 112(1) unless the exact words “means
for” are followed by a participle.

What 1s claimed 1s:

1. An apparatus for resource access monitoring compris-
ng:

a display;

a processor coupled to the display; and

a memory coupled to the processor, the memory com-

prising instructions executable by the processor to:

identily an access attempt to a monitored resource by
an application, the i1dentification occurring after an
access permission check 1s performed,

implement a monitor on a critical access path to the
monitored resource, the monitor configured to 1den-
tify the access attempt to the monitored resource by
the application,

implement a permission monitor, the permission moni-
tor configured to receive, via the momtor, a call
reporting the access attempt to the monitored
resource by the application,

authenticate the call to the permission monitor by a
caller authenticator,

responsive to the caller authenticator authenticating the
call to the permission monitor, determine whether
the access attempt involves suspicious activity by
evaluating a potential risk associated with the appli-
cation accessing the monitored resource, and

in response to determining that the access attempt
involves suspicious activity, provide a graphical user
interface (GUI) to the display, the GUI providing a
notification of the access attempt.

2. The apparatus of claim 1, further comprising:

the memory comprising instructions executable by the

processor to:

collect context information associated with the access
attempt, and

determine whether the access attempt mvolves suspi-
cious activity based in part on the collected context
information.

3. The apparatus of claim 1, wherein the permission
monitor 1s configured to implement at least one of a
whitelist, an access risk evaluator, a rate limiter or a com-
municator.
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4. The apparatus of claim 1, further comprising instruc-
tions executable by the processor to:

implement a configurator, the configurator configured to
receive, from the permission monitor, a notification of
the access attempt by the application,

wherein the configurator i1s configured, in response to
receiving the noftification, to perform at least one of
permitting the application to access to the monitored
resource, blocking the application from accessing the
monitored resource or generating the GUI providing a
notification of the access attempt.

5. The apparatus of claim 1, further comprising instruc-

tions executable by the processor to:

implement a second monitor on a critical access path to a
second monitored resource,

identily, after a second access permission check 1s per-
formed, a second access attempt to a second monitored
resource by a second application,

transmit, from the second monitor to the permission
monitor, a second call reporting a second access
attempt, the second access attempt performed by the
second application attempting to access the second
monitored resource, and

determine whether the second access attempt involves
suspicious activity by evaluating a potential risk asso-
ciated with the second application accessing the moni-
tored resource.

6. The apparatus of claim 2, wherein the context infor-
mation comprises at least one of a unique user 1D (UID) of
the application, the application’s process 1D (PID), permis-
sion information related to the application, a time stamp, or
an access history of the application.

7. A method for monitoring resource access, the method
comprising;

granting, to an application, an access permission for a
monitored rvesource of an apparatus during installation
of the application at the apparatus ov during a subse-
quent runtime of the application;

[performing an identification, by a processor connected to
a memory and a display, of] identifving, by a monitor
between the application and the monitored resource, an
access attempt to [a] #2e monitored resource by [an] te
application, the identification [being performed] occur-
ving after the access permission for the monitored
resource of the apparatus is granted to the application
and after an access permission check is performed;

[implementing a monitor on a critical access path to the
monitored resource, the monitor configured to identify
the access attempt to the monitored resource by the
application;

implementing a permission monitor, the permission moni-
tor configured to receive, via the monitor,] receiving a
call reporting the access attempt to the monitored
resource by the application;

[authenticating] monitoring the call [to the permission
monitor by a caller authenticator] reporting the access
attempt to the monitored vesource by the application;

responsive to [the caller authenticator authenticating]
monitoring the call [to the permission monitor] report-
ing the access attempt to the monitored resource by the
application, determining[whether], based on the access
permission granted to the application, that the access
attempt [involves] is related to suspicious activity by
evaluating [a potential risk associated with] tke access
attempt by the application accessing the monitored
resource; and
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in response to determining that the access attempt
[involves] is related to suspicious activity, providing a
graphical user interface (GUI) to [the] a display, the
GUI providing a notification of the access attempt.

8. The method of claim 7, further comprising:

collecting context mnformation associated with the access

attempt; and

determining whether the access attempt [involves] is

related to suspicious activity based in part on the
collected context information.

9. The method of claim 7, further comprising:

implementing|, by the permission monitor,] at least one of

a whitelist, an access risk evaluator, a rate limiter, or a
communicator.

10. The method of claim 7, further comprising;:

implementing a configurator, the configurator configured

to receive[, from the permission monitor,] a notification
of the access attempt by the application,

wherein the configurator 1s configured, in response to

receiving the noftification, to perform at least one of
permitting the application to access to the monitored
resource, blocking the application from accessing the
monitored resource, or generating the GUI providing a
notification of the access attempt.

11. The method of claim 7, further comprising:

implementing a second monitor Jon a critical access path

to] between a second application and a second moni-
tored resource;
identifying, after a second access permission check 1s
performed, a second access attempt to a second moni-
tored resource by [a] the second application;

transmitting, from the second monitorfto the permission
monitor], [a second call reporting a] information asso-
ciated with the identification of the second access
attempt, the second access attempt performed by the
second application attempting to access the second
monitored resource; and

determining whether the second access attempt [involves]

is related to suspicious activity by evaluating [a poten-
tial risk associated with] the access attempt by the
second application accessing the monitored resource.

12. The method of claim 8, wherein the context informa-
tion comprises at least one of a unique user ID (UID) of the
application, the application’s process ID (PID), permission
information related to the application, a time stamp, or an
access history of the application.

13. A non-transitory computer-readable medium compris-
ing program code, that when executed by a processor, causes
a system to:

grant, to an application, an access permission for a

monitorved vesource of an apparatus duving installation
of the application at the apparatus ov during a subse-
quent runtime of the application;

identity, by a monitor between the application and the

monitored resource, an access attempt to [a] #2e moni-
tored resource by [an] #%e application, the identification
occurring dfter the access permission for the monitored
resource of the apparatus is granted to the application
and after an access permission check is performed,

[implement a monitor on a critical access path to the

monitored resource, the monitor configured to identify
the access attempt to the monitored resource by the
application,

implement a permission momtor, the permission monitor

configured to] receive|, via the monitor,] a call report-
ing the access attempt to the monitored resource by the
application,
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[authenticate] monitor the call [to the permission monitor
by a caller authenticator] reporting the access attempt
to the monitored resource by the application,

responsive to [the caller authenticator authenticating]
monitoring the call [to the permission monitor] report-
ing the access attempt to the monitored resource by the
application, determine[whether], based on the access
permission granted to the application, that the access
attempt [involves] is related to suspicious activity by
evaluating [a potential risk associated with] tie access
attempt by the application accessing the monitored
resource, and

in response to determining that the access attempt
[involves] is related to suspicious activity, provide a
graphical user interface (GUI) to a display, the GUI
providing a notification of the access attempt.

14. The non-transitory computer-readable medium of
claim 13, further comprising code, that when executed by
the processor, causes the system to:

collect context information associated with the access
attempt; and

determine whether the access attempt [involves] is related
to suspicious activity based in part on the collected
context iformation.

15. The non-transitory computer-readable medium of
claim 13, [wherein the permission monitor is configured]
further comprising code, that when executed by the proces-
sor, causes the system to i1mplement at least one of a
whitelist, an access risk evaluator, a rate limiter, or a
communicator.

16. The non-transitory computer-readable medium of
claim 13, further comprising code, that when executed by
the processor, causes the system to:

implement a configurator, the configurator configured to
receive|, from the permission monitor,] a notification of
the access attempt by the application,

wherein the configurator i1s configured, in response to
receiving the notification, to perform at least one of
permitting the application to access to the monitored
resource, blocking the application from accessing the
monitored resource, or generating the GUI providing a
notification of the access attempt.

17. The non-transitory computer-readable medium of

claim 13, further comprising code, that when executed by
the processor, causes the system to:
implement a second monitor [on a critical access path to]
between a second application and a second monitored
resource,
identify, after a second access permission check 1s per-
formed, a second access attempt to a second monitored
resource by [a] #2e second application,
transmit, from the second monitorfto the permission
monitor], [a second call reporting a] information asso-
ciated with the identification of the second access
attempt, the second access attempt performed by the
second application attempting to access the second
monitored resource, and
determine whether the second access attempt [involves] is
related to suspicious activity by evaluating [a potential
risk associated with] the access attempt by the second
application accessing the monitored resource.
18. An apparatus for vesource access monitoring, the
apparatus comprising:
a display;
a processor coupled to the display; and
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a memory coupled to the processor, the memory compris-

ing instructions executable by the processor to:
grant, to an application, an access pevmission for a
monitored resource of an apparatus during installa-
5 tion of the application at the apparatus or during a

subsequent runtime of the application;

identify, by a monitor between the application and the
monitored resource, an access attempt to the moni-

toved resource by the application, the identification
occurring after the access permission for the moni-
torved resource of the apparatus is granted to the
application and after an access permission check is
performed;

receive a call rveporting the access attempt to the
monitored resource by the application;

monitor the call veporting the access attempt to the
monitorved resource by the application,

responsive to monitoring the call veporting the access
attempt to the monitored resource by the application,
determine, based on the access permission granted

to the application, that the access attempt is related
to suspicious activity by evaluating the access

attempt by the application accessing the monitored
resource; and

in response to determining that the access attempt is
related to suspicious activity, provide a graphical
user interface (GUI) to the display, the GUI provid-
ing a notification of the access attempt.

19. The apparatus of claim 18, wherein the memory
further comprises instructions executable by the processor
[o:

collect context information associated with the access

attempt, and

determine whether the access attempt is velated to suspi-

cious activity based in part on the collected context
information.

20. The apparatus of claim 19, wherein the context
information comprises at least one of a unique user I

(UID) of the application, the application’s process 1D (PID),
permission information related to the application, a time
stamp, ov an access history of the application.

21. The apparatus of claim 18, wherein the memory
further comprises instructions executable by the processor
to implement at least one of a whitelist, an access risk
evaluator. a rate limiter, or a communicator.

22. The apparatus of claim 18, wherein the memory
45 further comprises instructions executable by the processor
o

implement a configurator, the configurator configured to

receive a notification of the access attempt by the
application,

wherein the configurator is configured, in response to

receiving the notification, to perform at least one of
permitting the application to access to the monitored
resource, blocking the application from accessing the
monitored resource, or generating the GUI providing a
notification of the access attempt.

23. The apparatus of claim 18, further comprising
instructions executable by the processor to:

implement a second monitor between a second applica-

tion and a second monitored resource,

identify, after a second access permission check is pevr-

formed, a second access attempt to the second moni-
toved vesource by the second application,

transmit, from the second monitor, second information

associated with the identification the second access
attempt, the second access attempt performed by the
second application attempting to access the second
monitored resource, and
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determine whether the second access attempt is velated to
suspicious activity by evaluating the second access
attempt by the second application accessing the moni-
tored resource.

22
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