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METADATA UPDATING

Matter enclosed in heavy brackets | ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue; a claim printed with strikethrough
indicates that the claim was canceled, disclaimed, or held
invalid by a prior post-patent action or proceeding.

This application claims the benefit of U.S. provisional
application Ser. No. 62/106,997, filed on Jan. 23, 2015,
which 1s incorporated herein by reference.

TECHNICAL FIELD

The subject matter of the present application may be
related to data storage systems or networked computing
systems.

BACKGROUND

A common architecture for enterprise computing systems
includes a client computer and a storage system, where the
client system performed most of the computational intensive
tasks using applications programs and the information
needed for the computation was retrieved from a storage
system. Often the storage system was not directly attached
to the computer. The connection between the two system
components depended on the data storage concept and was
often described as a SAN where data was stored as fixed
s1zed blocks and as a NAS where data was stored as files.

A plurality of server computers may access a common
data storage sub-system where the multiple server comput-
ers may provide load balancing, redundancy or other archi-
tectural features. In such a system, a plurality of computers
may have local metadata that relates to the shared storage
resource or other shared attribute or capability. Changes to
the metadata may be initiated, for example, by a user
requesting a change to logical unit number (LUN) proper-
ties. The request, 1n whatever form iitiated, needs to be
translated 1nto a change in the metadata describing the
change, at all of the computers, controllers, or the like that
are aflected by the change. This may need to be done while
maintaining the integrity of the metadata.

SUMMARY

A storage system with distributed metadata 1s described
including: a non-volatile storage device having a commu-
nications interface with a management sub-system. The
management sub-system may have a plurality of controllers
in communication with the storage device, with each other,
and with a plurality of external users.

The management sub-system may maintain metadata
relating to the data stored in the in the storage device
describing an allocation of storage device resources to user
requirements and each of the controllers of the management
sub-system may maintain an copy of the metadata corre-
sponding to at least current active user access requirements.
When the metadata changes, due to internal or external
activity, the changed metadata 1s sent by the originating
controller to erther to each of the controllers and the storage
device; or 1s sent to the storage device and each relevant
controller 1s instructed to read metadata from the storage
device to perform an update. The selection between the
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2

update processes 1s based on a policy which may take
account of the number of substantially simultaneous updates
to be performed, logical locality or other factors relevant to
storage system performance.

A method of managing distributed metadata 1n a storage
system having a plurality of controllers 1n communications
with a common storage medium connected to each other and
to users by a network or point-to-pomnt links, includes
maintaining metadata at each of the controllers sutlicient to
access data stored in the common storage medium 1n accor-
dance with a predetermined allocation; updating the meta-
data at each of the controllers having an overlapping storage
allocation and updating the metadata on the common storage
medium.

For small updates, the updating 1s performed by sending
the update to each of the controllers having an overlapping
storage allocation on the common storage medium and to the
metadata on the common storage medium. The updates are
stored as the metadata at each location.

For large updates, the updating 1s performed by sending
the update to the common location and directing each of the
controllers to retrieve one of: an update file; or, the updated
metadata from the common storage medium.

Whether an update 1s large or small 1s based on a
predetermined policy which may include the size of the
update to be performed, the logical locality of the update, the
frequency of the update, the latency associated with the
update and with any service level agreement (SLA) with the
user, or the like.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram of a data storage system having,
multiple controllers accessing the storage media;

FIG. 2 1s a flow chart illustrating the metadata update
process dependence on the size of the update; and

FIG. 3 1s a flow chart of the response of a non-master
controller to an update command received from a master
controller.

DESCRIPTION

Exemplary embodiments may be better understood with
reference to the drawings, but these embodiments are not
intended to be of a limiting nature. Like numbered elements
in the same or different drawings perform equivalent func-
tions. Elements may be either numbered or designated by
acronyms, or both, and the choice between the representa-
tion 1s made merely for clarity, so that an element designated
by a numeral, and the same clement designated by an
acronym or alphanumeric indicator should not be distin-
guished on that basis.

It will be appreciated that the methods described and the
apparatus shown 1n the figures may be configured or embod-
ied 1n machine-executable instructions, e¢.g. software, or 1n
hardware, or 1n a combination of both. The machine-execut-
able 1nstructions can be used to cause a general-purpose
computer, a special-purpose processor, such as a DSP, array
processor, or the like, that acts on the instructions to perform
functions and actions described herein.

Alternatively, the operations might be performed by spe-
cific hardware components that may have hardwired logic or
firmware 1nstructions Jfor performing the operations
described, or by any combination of programmed computer
components and custom hardware components, which may
include analog circuits. Such components may include
Application Specific Integrated Circuits (ASIC), Field Pro-
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grammable Gate Arrays (FPGA), or the like which may exist
or are being developed and have the capability of config-
urable logic.

The methods may be provided, at least in part, as a
computer program product that may include a non-volatile
(non-transient) machine-readable medium having stored
thereon instructions which may be used to program a
computer (or other electronic devices) to perform the meth-
ods. For the purposes of this specification, the terms
“machine-readable non-transient medium™ shall be taken to
include any medium that 1s capable of storing or encoding a
sequence of 1structions or data for execution by a comput-
ing machine or special-purpose hardware and that may cause
the machine or special purpose hardware to be operable to
perform any one of the methodologies or functions of the
present invention. The term “machine-readable medium”
shall accordingly be taken include, but not be limited to,
solid-state memories, optical and magnetic disks, magnetic
memories, and optical memories, as well as any equivalent
device that may be developed for such purpose.

For example, but not by way of limitation, a machine
readable medium may include read-only memory (ROM);
random access memory (RAM) of all types (e.g., S-RAM,
D-RAM. P-RAM); programmable read only memory
(PROM); celectronically alterable read only memory
(EPROM); magnetic random access memory; magnetic disk
storage media; Flash memory, which may be NAND or
NOR configured; memory resistors; or electrical, optical,
acoustical data storage medium, or the like. A volatile
memory device such as DRAM may be used to store the
computer program product provided that the wvolatile
memory device 1s part of a system having a power supply,
and the power supply or a battery provides power to the
circuit for the time period during which the computer
program product 1s stored on the volatile memory device.

For purposes of claim interpretation, the memory for
storing a computer program product 1s “non-transient,”
where such a definition 1s given the broadest interpretation
in terms of applicable memory types and techniques con-
sistent with governing case law. Functions that are per-
formed by a computer operable to process and execute the
code may be equivalently performed by an electronic circuat.

Furthermore, 1t 1s common 1n the art to speak of software,
in one form or another (e.g., program, procedure, process,
application, module, algorithm or logic), as taking an action
or causing a result. Such expressions are merely a conve-
nient way of saying that execution of the instructions of the
soltware by a computer or equivalent device causes the
processor ol the computer or the equivalent device to
perform an action or a produce a result, as 1s well known by
persons skilled in the art.

When describing a particular example, the example may
include a particular feature, structure, or characteristic, but
every example may not necessarily include the particular
feature, structure or characteristic. This should not be taken
as a suggestion or 1mplication that the features, structure or
characteristics of two or more examples should not or could
not be combined, except when such a combination 1s explic-
itly excluded. When a particular feature, structure, or char-
acteristic 1s described 1n connection with an example, a
person skilled 1in the art may give eflect to such feature,
structure or characteristic 1n connection with other
examples, whether or not explicitly described.

In addition to allocation of storage areas, which may be
virtualized, such attributes as snapshots, deduplication, com-
pression, encryption, replication and backup may be
changed as the usage of the system 1 1s operated to meet user
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4

requirements. Herein, the metadata may include any ancil-
lary data that 1s used to operate the system 1 that 1s not user
data and includes data describing objects.

In an aspect, a computing system 1 having a plurality of
controllers 10 sharing a storage media 15 1s shown 1n FIG.
1. The storage media 15 may be comprised of a solid state
storage array, a plurality of disks, which may be either
mechanical or solid state disks (SSD), or other non-volatile
data storage media. The storage system 15 may be either
local, dispersed, or a combination of storage media types
and locations. Communications between the controllers 10
and the storage media 15 may be point-to-point links 20, a
switched fabric, an Ethernet or any communications proto-
col having suflicient functionality, bandwidth and latency
properties to satisty the system design.

Each of the controllers may have metadata embodying,
for example, the relationship of a user request to the place
and means for satistying the user request. In an example, a
read request may specity a LUN and a logical block address
(LBA), or a file name and an extent. The metadata to
interpret this request 1s present at each of the controllers
10-1, . . ., 10-n that 1s a part of the shared resource, and the
metadata needs to be consistent across all of the controllers
10, or at least those controllers that have been assigned at
any particular time to service requests for a particular user.
That 1s, the response to the user should be the same result
without regard to the controller that received the request.

In a high performance system, requesting such metadata
from another controller, from common stored metadata, or
the like, imposes increased communication burdens on the
links between the components and delays associated with
retrieval of the metadata, 1f 1t 1s not locally stored. Conse-
quently each controller 10 may have a metadata image that
1s 1dentical to the metadata image on the remaining control-
lers 10, and changes to the metadata 1images are made in a
manner that preserves the consistency. Where such consis-
tency 1s lost during a change, the controller that no longer
has consistent metadata would be 1nhibited from servicing a
request to at least the user area (e.g., LUN) which 1s not
consistent with a master metadata 1mage.

In an example, one of the controllers 10-1 of the system
1, shown 1n FIG. 1, may be designated as a master controller
10 for the purposes of metadata maintenance, although it
would be understood by a person of skill in the art that the
system 1 may be arranged so that any controller 10 receiving
a request that involves a change 1n the common metadata
may be configured to initiate these actions, providing that
such actions are communicated to the remainder of the
controllers in some manner that preserves consistency. An
example of this 1s a designation of one of the controllers as
a temporary master controller when the update may be
initiated by that controller, and passing the designation to
another controller upon completion of the action.

Consider metadata M1, a same copy of which 1s stored on
cach of the relevant controllers 10 and 1n the storage media
15. The metadata M1 may be actively used by the controllers
10 and any controller associated with the storage media so
as to relate a user request to perform a function to the
execution of the function by the system 1. Such functions
may 1nclude time-mitiated events, such as backups, snap-
shots, or the like, or other events mnitiated within the system
1 itself. A user iterface (not shown) may configure an
allocated LUN to perform typical enterprise data manage-
ment and protection actions, such as snapshots, space rec-
lamation, and replication. When performing snapshots,
memory space may need to be allocated for the snapshot,
and when the programmed maximum number of snapshots
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1s reached, older snapshots may be deleted so that the
memory space may be reused. Data may be periodically
archived based on user-specified criteria such as frequency
ol access or age, and the metadata may need to be modified
to reflect these actions. Moreover, some LUNSs, for example,
may be configured to allocate a predetermined maximum
space for the storage of snapshot data. When such a limait 1s
reached, the snapshot data may be deleted in accordance
with a policy, resulting 1 a change in associated LUN
metadata. Data replication may be performed to identily and
transfer data and this action creates and modifies metadata.

Not all of the controllers in a storage system may be
configured to be capable of processing all of the requests
from all of the users at any particular time. A suflicient
quantity of controllers may be allocated so as to satisiy
requirements for reliability and service quality, and these
requirements may be configurable parameters.

Where a storage system 1s a shared resource, each user
may have a different temporal profile of activity, response-
time expectations, data-protection level, and the like. These
may be represented in a service-level-agreement (SLA)
between the user and the supplier, whether such a supplier
1s internal to the enterprise, a data services provider, or a
cloud storage environment. Controllers of the plurality of
controllers may be programmatically or dynamically real-
located to optimally satisly the composite performance
requirements of the storage system 1. This may include
assigning additional controllers 10 to service specific work-
loads, and the metadata at the additional controllers would
be updated so as to retrieve the appropriate subset of the
metadata M1 stored in the storage media 15. In an aspect,
cach controller 10 may maintain a configuration table where
the location 1 the storage media 15 for the metadata
appropriate for the LUNs being serviced may be found.
Alternatively, a complete system allocation table M1 for the
metadata locations in the storage media 15 may be main-
tained in each controller 10, and the LUNs activated or
deactivated as required. Whether inactive metadata 1s stored
in each controller 10 or retrieved when activated 1s a design
consideration relating to the sizes of the metadata and the
latency 1n activating a LUN on a controller 10.

As discussed herein, a controller 10 of the plurality of
controllers may be designated as a master controller. This 1s
a simple configuration, but 1s not a limitation. In an aspect,
the function of a master controller may be assumed by
another controller in the event of the failure of the master
controller. This may occur as a part of a management
protocol where each of the controllers 1s sequentially
enabled as a master controller and performs an update of the
metadata M1 stored in the storage media 15 for the LUNSs
where 1t 1s the responsible controller. Other controllers
servicing the LUNs, which may be less than all of the
controllers, may be updated if needed and the function of
master controller passed along 1n a round robin. A time-out
protocol may enable rapid identification of a failed control-
ler so that a redundant controller may perform the function.
In such an instance, another controller would be assigned to
serve as the redundant controller until the fault 1s cleared.

In another aspect, the master controller may poll the other
controllers 1n order to determine 11 one of the controllers 1s
ready to perform metadata maintenance, and transfer the
control to that controller. Such configurations may be used
for load balancing, redundancy and the like. However a
single controller may be designated as the master controller
for all of the controllers, and a second controller may be
designated as the redundant master controller.
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The controller 10 actively performing the function may
use the metadata M1 that 1s locally stored 1n the controller
(e.g., 10-1) rather than the identical metadata M1 that 1s
stored 1n another controller (e.g., 10-2 or 10-3) or 1n the
storage media 15. Using the local metadata decreases
latency and transactions between devices.

Small changes to the metadata may be made by sending
an update to each of the other controllers 10 and to the
storage media 15 and awaiting acknowledgement from each
of the recipients of the update. When these responses have
been received, the update may be considered to be eflective.

The number of updates to the metadata M1 that may be
mitiated 1n a large data storage system may result i a
plurality of individual updates, more than one of which may
be 1n process simultaneously. In addition to the number of
outstanding metadata update requests and acknowledge-
ments that may be pending, the sequence of performance of
these updates and the effectivity time of the new metadata
may be uncertain. This could result 1n lost or miss-refer-
enced data.

In an aspect, the metadata M1 may be updated by making,
a copy M2 of the metadata M1 1n the storage media 15 and
performing the update on copy M2. This 1s intended to be the
new common metadata. After receiving acknowledgement
that the new metadata M2 has been prepared, each of the
controllers 10 that has local metadata M1 may be notified by
the iitiating controller to request metadata M2. If metadata
M2 was not also formulated at the initiating controller, that
controller would retrieve the metadata M2 as well. Once the
controllers 10 acknowledge the receipt of the new metadata
M2, the process 1s complete.

As would be appreciated by a person of skill in the art,
some procedure needs to be provided so as to prevent the
metadata M2 from becoming obsolete at controllers other
than the master controller 1f a change to the metadata 1s
initiated during the update process. In the case where one of
the controllers 1s designated as the master controller, a
request for change 1n the metadata received at another
controller 1s forwarded to the master controller. This meta-
data change request may be performed at the master con-
troller and the change coordinated with the other controllers.
In addition, the changes may be logged or otherwise stored
at the master controller for the purposes of making an update
to the metadata stored in the storage media 15.

It may be desirable to coordinate the changes in the
metadata at the plurality of controllers such that the changes
are ellective at a particular epoch. In an example, described
in U.S. application Ser. No. 13/546,346, filed on Jul. 11,
2012, which 1s commonly owned and 1s incorporated herein
by reference, a plurality of controllers 1s coordinated such
that each operation 1s assigned a unique global sequence
number (although a common global sequence number may
be assigned where the operations are atomic, such as may be
the situation where the data 1s dispersed in a RAIDed
configuration). Changes to the metadata occurring since the
last update may be stored i a log. When a request for
metadata 1s received, the log 1s processed from the global
sequence number associated with the last event, prior to
accessing the existing metadata M1. Thus, any later change
will be encountered before the main metadata 1s accessed,
The command to activate any change to the metadata may
include the global sequence number for which the change
has become eflective and only global sequence numbers
from the log that are equal to or greater than that number will
be processed.

Where a controller 10 has lost synchromization with the
metadata stored 1n the storage media 15, a metadata update
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may be 1nitiated, where the stored metadata M1 1s retrieved
from the storage media 15. During the time that the stored
metadata 1s being retrieved, the specific controller 10 may be
inhibited from servicing the request. The request may be

forwarded to an operable controller during this period of 5

time.

In another aspect, when each of the controllers 10 has
performed the required update a status response message 1s
sent to the master controller 10. The master controller may
be configured to wait a period of time for such messages to
be received, as the message signifies that the metadata was
successiully loaded from the storage media 15 and that any
local processing has been completed. The cause of such a
tailure could be an inoperative controller, so merely reini-
tiating the process would not overcome the fault. One option
1s to periodically send a message to the faulty controller
istructing the performance of the update and repeating the
command after each time out. Since no data i1s being
transmitted from the storage media 15 to the failed control-
ler, there 1s little degradation of the throughput of the intra
system communications capability. After some time, a new
metadata M2 will be needed at the storage media 15, and the
periodic message 1structing the performance of an update 1s
terminated and a new general update sequence 1s 1nitiated.

While this discussion uses the term metadata broadly, as
previously described, the metadata may be partitioned such
that only the metadata needed by specific controllers in order
to service the assigned workload need be refreshed in each
specific controller.

Metadata M2 may have a large size in a storage media 15
and even when consolidating the update into a single data
transier (which may be packetized or the like 1n accordance
with the communications protocol), the amount of
unchanged data may be a significant portion of the data of
M2. In an alternative, the changes to the metadata M1 may
be stored as a log file 1n the storage media 135 and the change
log may be processed to retlect the latest changes and the
change log be sent to each of the controllers during the
update. In this example, the new metadata M2 1s recon-
structed at each controller by applying the change log to the
existing metadata M1. In doing this, the changed metadata
may be stored as metadata M2 until the updating has been
completed and then the metadata M2 be obsoleted.

The metadata M2 may be checkpointed to non-volatile
storage 1n each controller so as to reduce the time to recover
from a fault by obviating the need to reinitialize the metadata
at each controller.

In another example, a request to perform a function that
results 1n a change 1n metadata 1s received at a controller 10.
If the controller 10 1s the master controller of a group of
controllers 10, and the metadata change 1s determined to be
minor, the change 1s placed 1n a log file at the master
controller 10. (Minor should be contrasted with major,
where the criteria may be selected by the designer or
manager of the storage system 1 giving consideration to the
time to perform the update, the amount of metadata that 1s
to be changed, or the like. That 1s, 1t has a definite value
rather than being qualitative, but the value 1s specifiable
cither by the design or by configurations of the system.).

The master controller assigns a tag value to the change,
where the tag value 1s a monotonically increasing number,
such as a global sequence number. A single tag value 1s used
across the entire storage system 15. The change, including
the tag value 1s sent to the other controllers 10 of the storage
system 1 and to the storage media 15, and 1s stored in a log
file at each place. Once a log file 1s established at each place,
any request for metadata 1s serviced at a controller servicing
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the request by first processing the log file to determine 11 the
requested metadata has been recently changed and then
processing the metadata to find data that has not been
changed 1if 1t has not been previously found 1n the log file.
A synchronization command 1s sent to each of the places
where the log file 1s stored, so as to cause the log file to be
processed, starting from the beginning of the log file until a
tag value 1s reached. The contents of the log file are used to
update the local metadata. During this short period of time,
access to the local metadata may be mhibited.

Once the local metadata has been updated, the local
controller may resume processing user requests for meta-
data, including searching the log 1f 1t was not completely
processed during the update. So, the metadata of each of the
places where it has been stored 1s updated while maintaining
coherency.

Where the major update 1s being performed, the metadata
of M2 may be read from the storage media 15 to the
individual controllers 10. The metadata M2 may be charac-
terized as being current as of a sequential tag value, which
may be a system time, when the tag value was created.
Changes to the metadata that were made through the change
log may also have been made to the M2 metadata up until
the time the major change 1s initiated. A change to the
metadata after the major update has been mitiated may be
stored 1n the change logs at each of the places where the
metadata has been stored. Once the metadata M2 1s present
at each of the places, the local change log may be processed
from the beginning to a tag values specified 1n the update
command. The remainder of the log, 1f any, may be retained
and scanned prior to each search of main metadata. The
length of this log need not be any larger than that which may
be needed to buller changes while the rest of the log 1s
processed.

Although the present invention has been explained by
way of the examples described above, 1t should be under-
stood to the ordinary skilled person in the art that the
invention 1s not limited to the examples, but rather that
various changes or modifications thereof are possible with-
out departing from the spirit of the immvention.

What 1s claimed 1s:

1. A data storage system, comprising:

a storage media comprising a non-volatile storage device
having a communications interface with a management
sub-system; and

the management sub-system comprising a plurality of
controllers 1n communication with the storage media,
wherein the plurality of controllers are in communica-
tions with the storage device and with an external user,

wherein

the management sub-system maintains metadata in the
storage media, the metadata containing relationships
between logical block addresses (LBAs) and the loca-
tion of the LBAs in the storage media and each of the
controllers maintains an 1mage of the metadata 1denti-
cal to the metadata images on the other controllers, the
metadata 1mage corresponding to at least current active
user access requirements,

a controller of the plurality of controllers 1s assigned as a
master controller,

the master controller sends changed metadata either to
cach of the controllers or to the storage device,

the master controller 1nstructs each relevant controller to
read metadata from the storage device to perform an
update,

the master controller adds the update to a log file and
sends the log file to each of the other controllers and
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directs each of the controllers having overlapping stor-
age allocation to update the metadata at each location
with the log file when the update to the metadata 1s less
than a specific value, and
the master controller sends the update to the storage
media to update the metadata and directs each of the
controllers to retrieve the updated metadata from the
storage media when the update to the metadata 1s more
than the specified value.
2. The system of claim 1, wherein the changed metadata
sent to the storage device modifies an image of the metadata
by storing the metadata changes 1n the log file and a local
controller 1s configured to modity the metadata 1mage using
the log file.
3. The system of claim 2, wherein metadata in the log file
1s processed to update the image of the metadata and a
pointer 1n the log file establishes a common update point for
all of the controllers reading the data.
4. The system of claim 1, wherein a round-robin token 1s
used to designate a controller as the master controller.
5. The system of claim 1, wherein the master controller
polls each of the other controllers of the plurality of con-
trollers and transters the designation of master controller to
the controller of the plurality of controllers that has a
pending metadata update to perform.
6. A method of managing distributed metadata 1n a storage
system, comprising:
providing a plurality of controllers in communication with
a common storage medium;

connecting the controllers and the storage medium using
a network;

maintaiming metadata at each of the controllers containing
relationships between logical block addresses (LBAs)
or names of files 1n user requests and the location of the
LBAs or files 1n the common storage medium;

assigning one ol the controllers as a master controller;

updating the metadata at each of the controllers having an
overlapping storage allocation, and updating the meta-
data on the common storage medium;

wherein the step of updating includes the master control-

ler:
if the update 1s less than a specified value, sending a log
file including the update to each of the controllers
having the overlapping storage allocation and to the
metadata on the common storage medium and stor-
ing the updates 1n a file at each location; and
if the update 1s more than the specified value, sending
the update to the common storage location to update
the metadata and directing each of the other control-
lers to retrieve one of:
the log file; or,

the updated metadata from the common storage
medium.

7. The method of claim 6, wherein for metadata update
initiated by the master controller of the plurality of control-
lers includes:

assigning a unique 1dentifying tag value; and

evaluating the tag value to order the updates 1n time order.

8. The method of claim 7, wherein using the log file to
update the metadata mcludes:

determining a tag value such that each log file used to

update metadata at each controller and the common
storage medium 1s processed beginning at a time deter-
mined by the identifying tag value.

9. A computer program product stored on a non-transient
computer readable medium, comprising:
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instructions for configuring a plurality of controllers and
a storage medium controller 1n mutual communication
with each other and a user to perform the steps of:

maintaining metadata at each controller containing rela-
tionships between logical block addresses (LBAs) or
names of files 1n user requests and locations of the
LBAs or files on the storage medium;

maintaining metadata at the storage medium containing
the relationships between the logical block addresses
(LBAs) or names of files 1 user requests and the
locations of the LBAs or files on the storage medium,
wherein the metadata 1s accessible by the plurality of
controllers:

updating the metadata with a master controller of the
plurality of controllers and updating the metadata with
the other controllers and the storage medium controller
by one of:

the master controller sending the metadata update 1n a log
file to each of the other controllers and the storage
medium controller 1f the update 1s below a specified
value; and

the master controller sending the metadata update to the
storage medium controller and instructing the plurality
of controllers to retrieve one of an update the log file or
the metadata stored 1n the storage medium controller 1t
the update 1s above the specified value.

10. A data storage system, comprising:

a storage media comprising a non-volatile storage device
having a communications interface with a management
sub-system; and

the management sub-system comprising a plurality of
controllers in communication with the storage media,
whevrein the plurality of controllers ave in communica-
tions with the storage device and with an external user,
wherein.

the management sub-system is configured to maintain
metadata in the storage media, the metadata contain-
ing relationships between logical block addresses
(LBAs) and the location of the LBAs in the storage
media and each of the controllers is configured to

maintain an image of the metadata identical to the
metadata images on the other controllers, the metadata
image corresponding to at least current active user
access requirements,

a controller of the plurality of controllers is assigned as
a master controller

the master controller is configured to send changed
metadata either to each of the controllers or to the
storage device,

the master controller is configured to instruct each rel-
evant controller to read metadata from the storage
device to perform an update,

the master controller is configured to add the update to a
log file and send the log file to each of the other
controllers and divect each of the controllers having
overlapping storage allocation to update the metadata
at each location with the log file if the update to the
metadata is in a first logical locality, and

the master controller is configured to send the update to
the storage media to update the metadata and direct
each of the controllers to vetrieve the updated metadata
from the storage media if the update to the metadata is
in a second logical locality.

11. The system of claim 10, wherein the changed metadata

sent to the storage device modifies an image of the metadata
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by storing the metadata changes in the log file and a local
controller is configured to modify the metadata image using
the log file.

12. The system of claim 11, wherein metadata in the log
file is processed to update the image of the metadata and a >
pointer in the log file establishes a common update point for
all of the controllers reading the data.

[3. The system of claim 10, wherein a round-robin token
is used to designate a controller as the master controller.

14. The system of claim 10, wherein the master controller
is configured to poll each of the other controllers of the
plurality of controllers and transfer the designation of
master controller to the controller of the plurality of con-
trollers that has a pending metadata update to perform.

15. A method of managing distributed metadata in a
storage system, comprising.

providing a plurality of controllers in communication with

a common storage medium,

connecting the controllers and the storage medium using 0
a network;

maintaining metadata at each of the controllers contain-
ing velationships between logical block addresses
(LBAs) or names of files in user rveguests and the
location of the LBAs or files in the common storage 75
medium,

assigning one of the controllers as a master controller;
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updating the metadata at each of the controllers having
an overlapping stovage allocation, and

updating the metadata on the common storvage medium;

wherein the step of updating comprises the master con-
troller:

if the update is in a first logical locality, sending a log file
including the update to each of the controllers having
the overlapping storvage allocation and to the metadata
on the common storage medium and storing the
updates in a file at each location; and

if the update is in a second logical locality, sending the
update to the common storvage location to update the
metadata and directing each of the other contvollers to
retrieve one of: the log file; ov, the updated metadata
from the common storage medium.

16. The method of claim 15, wherein for metadata update

initiated by the master controller of the plurality of control-
lers comprises.

assigning a unique identifving tag value; and
evaluating the tag value to order the updates in time order.
17. The method of claim 16, wherein using the log file to

update the metadata comprises:

determining a tag value such that each log file used to
update metadata at each controller and the common
storage medium is processed beginning at a time deter-
mined by the identifving tag value.
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