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FIG. 4
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FIG. 8

Parse hierarchy depth >1
information in picture header
Parse flag of CU S2

Divide CU further into G3
smaller CUs (sub CUs)
based on parsed flag

. . . SO
Determine hierarchical >4 Select one from four smaller
layer of sub CU sub CUs

\/

S5
Is determined
hierarchical layer NG
equal to hierarchical layer
of hierarchy depth S8
. 5
nformation: Cannot
Yes sub CU be further divided into NO
four smaller sub CUs based
on flag?
YeS \[/
Parse partitioning syntax >10
element of sub CU (PU)
Divide PU further into S11
smaller PUs (sub PUs)
56
Parse reference index Parse reference index S12
within sub CU within sub PU

Decode processing unit S/
using reference index

N/
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FIG. 9

Write hierarchy depth infor- 221
mation into picture header

S22

Determine best CU size

Write flag into CU to divide 523
CU into best sizes
524 530
Determine hierarchical Select one from four smaller
layer of CU sub CUs

4

S25

Is determined
hierarchical layer
equal to hierarchical layer
of hierarchy depth
information?

NO

529

Cannot
sub CU be further divided into No
four smaller CUs (sub CUs)
based on flag

Yes

Yes \
Write partitioning syntax >31
element into sub CU (PU)
Divide PU further into S32

smaller PUs (sub PUs)

Write reference index into Write reference index into 533
CU sub PUs

Code processing unit using

reference index

\l/

S26
. — S

27
Decode processing unit 528
using reference index

End
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FIG. 10

Parse first flag in picture 541
header

Parse second flag within CU 542

Divide CU further into 543 SA5
smaller CUs (sub CUs) Select one from four smaller
based on second flag sub CUs

Cannot
sub CU be further divided into
four smaller sub CUs based
on second flag?

Yes

Does 546

first flag show
parsing of reference index
of lowest CU

NoO

(sub CU)? Parse partitioning syntax 43
element of PU that is lowest
Yes CU
Divide PU further into S50

smaller PU (sub PUs)
S47

Parse reference index for Parse reference index for So1
lowest CU (sub PU) sub PU

Decode processing unit S48

using reference index
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FIG. 11

Start
Parse syntax element of PU and
derive predlctlon mode (PredMode)

PredMode == MODE_INTER

563
YYes 564
Parse syntax and derive numPUParts Parse syntax
and currPUSize[numPUParts] element related to

v, prediction mode

for (1 = 0; numPUParts;i++)

\ L/

Parse merge_flag[i], merge_left flag[il, 566
and/or inter pred idc[i]

A L/

S6/

Imerge_flag|i]&&curPUSizeli]
< MinRefIdxUnit

f Yes

I Parse ref _idx_|0[i1] and/or ref_idx_I1]i] I

S69

NO

NO

Imerge_flag]|i|&&currPUSize] 1]
< MIinMVResUnit

| Parse mvrs_IO[i] and/or mvrs_I1[i] |
Parse mvd_

O[i], mvd_I1]i],
mvd_idx_10[i], and/or mvp_

idx_117]i] I S71

: : S/72

currCUSize >= MinRefldxUnit&& NO
(Is at least one PU not merged?)

Vo S73

Parse cu_ref idx |10 and/or cu_ref idx |1
\l£

/74
<CUrrCUSize >= MINMVResUnit&& > NO
(Is at least one PU not merged?)

SYAS

Y __Yes

Parse cu_mvres |0 and/or cu_mvrs |1




U.S. Patent May 28, 2024 Sheet 13 of 39 US RE49,991 E

FIG. 12A

Identify hierarchical layer

5101

by parsing hierarchy depth
iInformation

5102

Decode prediction unit using
reference index stored in

prediction unit of identified
hierarchical layer

End
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FIG. 12B

5111
Code moving picture

5112

Write hierarchy depth information
into header

5113

Write reference index to be
applied to prediction unit into
prediction unit located at

hierarchical layer indicated by
hierarchy depth information or
located at higher hierarchical
layer than hierarchical layer

End



U.S. Patent May 28, 2024 Sheet 15 of 39 US RE49,991 E

FIG. 13A

Sequence header

seq_parameter_set rbsp( ) <
profile_idc
reserved_ zero_8bits /* equal to 0 */
level idc
seq_parameter_set id
bit_depth_ luma_minus8
bit_depth_chroma_minus8
iIncreased bit _depth_luma
line_bit _depth_chroma
log2_max_frame_num_minus4
log2_max_pic_order_cnt_Isb_minus4
max num ref frames
gaps_in_frame_num_value_allowed_flag
log2_min_coding_unit_size_minus3
max_coding_unit_hierarchy_depth
log2_min_transform_unit_size_minus2
max_transform__unit_hierarchy_ depth
pic_width_In_luma_samples
pic_height_in_luma_samples
numExtraFilters
for(i=0; i< numExtraFilters; i++)<
log2_filterCoeffPrecision
halfNumTap
for(1=0;j<(3*halfNumTap);j++){
filterCoef|[i][]]
}

)
rbsp_trailing_bits( )
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FIG. 13B

Picture header

N

pic_parameter_set rbsp( ){
pic_parameter_set_id
seq_parameter_set_id
entropy_coding_mode_flag
num_ref_idx_10_default_active_minus1 41
num_ref_idx_Il1_default_active_minusl
, _Pic_init_qp_minus26 /* relative to 26 */_ !
constrained_intra_pred_flag
for(i=0;i<15; i++){
numAllowedFilters|i]
for(j=0;3<numAllowedFilters;j++){
filtIdx[i][3]

y

¥
rbsp_trailing_bits()
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FIG. 13C

Slice header

slice_header( ) £
first_Ictb_In_slice
slice_type
pic_parameter_set id
frame_num
if( IdrPicFlag )

idr_pic_.id
pic_order_cnt_Isb
f( slice_type = = P || slice_type = =B ) { ___ d2

num_ref_idx_active_override_flag |
If( num_ref _idx_active_override_flag ) <
num_ref _i1dx 10 _active_minusl
iIf( slice_type = =B )
num_ref idx |11 active_minusl

if( nal_ref idc 1= 0 )
dec_ref pic_marking( )

if(entropy__coding_mode_flag && slice_type 1=1 )
cabac Init_idc d3

alf_param()

If( slice_type = = P || slice_type = =B ) <
mc_ interpolation_idc
mv__competition_flag
if ( mv_competition_flag ) {

mv_competition_temporal_flag
by

b
If ( slice_type = = B && mv_competition_flag)
collocated_from_I10_flag

sifo_param ()

if (entropy_coding_mode_flag == 3)
parallel v2v header( )

edge_ based prediction_flag

if( edge_prediction_ipd _flag = =1 )
threshold edge




US RE49,991 E

Sheet 18 of 39

May 28, 2024

U.S. Patent

14%

GP\
e {
_ (3z1Snunbuipol.Ind “0A '0X lun_wlojsuesy |
((1 = = Bey seued 93 VYINI 3IAOW =_= SPOWP21d)i |1 dDIS_IAOW =i PONPS.d W
- L ((3z1S3unbuipon.ind ‘oA ‘X )Hun_uopdipald_ |

( @z1I5731UNBUIPODAS ‘TA “TX )JlUNn~bBuIpod
( 'se|dwesuniybieHold > TA @R Tso|dwesuIyipimold > TX )
( @z1IS31UNDbBUIpODNIdSs “TA ‘0x J3lUNn~BuIpod
( TseldwesuriybioHdId > TA )J
( @z215:31UNBUIPODAS QA “TX )3lUNn~ bBuIpod
( 'sejdwesuryIpimold > TX )J
( 2zISuUNbuipoMds ‘gA ‘ox )aiun  buipod
2zZISjunbuipoMlids + QA = TA
2ZI1SjIuNbuipoMlds + OX = X
I << 2z1Syunbuiponund = azisuunbuipoNiids
} ( beyyun~buipodyds )
bejy je
( 9ZISHUNBUIPODUINIIDIY < 9ZISHUNDBUIP0DLIND g bel) Jiun buipod Jids; )
|| ( ®2ISNUNBUIPODIIDUINIIY = = 9ZISUUNDBUIPODLIND g Bey jyun~ buipod™ yids ) )i
bey) 31un buipod Jds
( ®21S31UNBUIPODUIW < 9Z1SHUNDUIPODLIND ¥y 'so|dwesuriybioHOId
> 9ZI1S)UNbUIp0DIIND+0A R 1S3|dWeSUTYIPIMIId > 9ZISHUNDBUIPODIIND4-0X )
Y ( 2z1S31UNbuIpoHIIND ‘QA/QX IUNT buIpod

ale

Vv1 DId



U.S. Patent

PU

May 28, 2024

Sheet 19 of 39

FIG. 14B

prediction_unit( x0, y0, currPredUnitSize ) {

If( slice_type !1=1)
skip_flag
if( skip_flag ) {

If( mv_competition_flag ) {
if( inter_pred_idc '= Pred_L1 && NumMVPCand(LO ) > 1)

mvp_idx_I0

US RE49,991 E

if( inter_pred_idc '=Pred_L0O && NumMVPCand( L1 ) > 1)

mvp_idx_I11
h
h

else {

if('entropy_coding_mode_flag)

mode_table_idx
else {
if(slice_type '=1)
pred_mode
h

if( PredMode = = MODE_INTRA ) {

planar_flag
if(planar_flag) {

planar_delta_y = getPlanarDelta()
planar_delta_uv_present_flag

if(planar_delta_uv_present_flag) {

planar_de
planar_de

b

+ else {
if(entropy_cod

ta_u = getPlanarDe
ta_v = getPlanarDe

iINg_mode_flag)

intra_split_flag
combined_intra_pred_flag

for(1=0; 1< (intra_split_flag?4:1); 1++ )

ta()
ta()

prev_intra_luma_pred _flag

If( 'prev_intra_pred_luma_flag )
rem_intra_luma_pred_mode

b
b

if( chroma_format_idc '=0 )
Intra_chroma_pred_mode

b
b
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FIG. 14C

else if( PredMode = = MODE_INTER ) {
if( entropy_coding_mode_flag)
inter_partitioning_idc
for( i= 0; i < NumPuParts( inter_part itioning_idc ); i +4 ) {
if( NumMergeCandidates > 0 ) {
merge_flag[ 1 ]
if(merge_fl ag] 1 ] && NumMergeCandi dates > 1 )
merge_left_flag[ 1 ]

L
if( 'merge_flag[ i]) <
if( slice_type==B)
Inter_pred_idc[ 1 ]
If( inter_pred_idc[ i1 ] '= Pred_L1 ) {
if( entropy_coding_mode_flag ) {
if( num _ref idx |0 _active_minusl > 0 )

. ==
___lref_idx 10[ 1] _ —— d6

| mvres_IO[1],
! T
else { d/
ref_idx_mvres_I0[ 1 ]
h

mvd_IO[1][ 0]
mvd _10[1][ 1]
If( mv_compet ition_flag && NumMVPCand( LO, 1) > 1 )
mvp_idx_l0[ 1]
h

if( inter_pred idc[i]!=Pred LO )<
If( ent ropy_coding_mode_flag ) {
If( num_ref _iax_I1_active_minusl > 0 )

___Irefidx_I1[i]
mvres_I1[i] - T d8

¥ T do

else {
ref_idx_mvres I1]1 ]
)

mvd I1[i1][ 0]
mvd_I1[1][ 1]
if( mv_competition_flag && NumMVPCand( L1,1) > 1)
mvp_idx_I1] i1 ]
h

h
y

L
else if( PredMode = = MODE_DIRECT ) {

if( slice_type ==B)
inter_pred _idc
If( mv_competition_flag ) {
if( inter_pred_idc !'= Pred_L1 && NumMVPCand( LO ) > 1)
myvp_idx_I0
if( inter_pred_idc '= Pred_LO && NumMVPCand( L1 ) > 1)
mvp_idx_I1
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FIG. 14D

TU

transform_unit( x0, y0, currTransformUnitSize ) {

If( currTransformUnitSize > MinTransformUnitSize &&
currTransformUnitSize <= MaxTransformUnitSize)
split_transform_unit_flag

if( split_transform_unit_flag ) {
splitTransformUnitSize = currTransformUnitSize >> 1
X1 = X0 + splitTransformUnitS ize
vl = y0 + splitTransformUnitSize
if(lentropy_coding_mode_flag)

getVLCCBP( )
transform_unit(x0, y0, split TransformUnitSize)
if( x1 < PicWidthInSamples| )

transform_unit( x1, y0, split TransformUnitSize)
if( y1 < PicHeightInSamplesL )
transform_unit( x0, y1, split TransformUnitSize)
If( x1 < PicWidthInSamplesL && y1 < PicHeightInSamplesL )
transform_unit( x1, y1, split TransformUnitSize)
telse {
if( entropy_coding_mode_flag)
coded_block_flag
if( coded_block_flag ) {
rotational__transform _idx
if(lentropy_coding_mode_flag)

e e = 2 = -
l

residual_block_vlc( ) v — di10

residual_block_v2v( )
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FIG. 19

Optical disk Recording blocks
ex215

Information track
ex230

\[TInner ex232
|circumference area

Data recording ex233
area

\|Outer ex234
\|circumference area
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FIG.

Antenna ex350

Display unit ex358 /

Slot unit ex364
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20A

' Audio output unit
ex357

Camera unit ex365

>~ Operation key unit

ex366
ex216 .
(0
\ J Audio input unit
ex356
ex114
FIG. 20B
ex3/0
ex359
ex358 —— / ox361
Display I / ' . __
unit contro - Power supply ™7 each unit
ex350 unit circuit unit |
e ex351 ex352 | ex360
Transmitting Modulation/ Main
and receiving demodulationfe= control unit
unit unit 364 ex216
*’
ex353 —  |Multiplexing/
demultiplexingje ex363 ex365
ex355 . - Tn?ra Camera
exI5E Video signal ph i unit
B processing unit
Audio input
unit ex354 / 5 et?(362 — X366
Audio output processing r~—_ control unit €y uni
LUnit unit /
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FIG. 21

Video stream (PID=0x1011, Primary video)

Audio stream (PID=0x1100)

Audio stream (PID=0x1101)

Presentation graphics stream (PID=0x1200)

Presentation graphics stream (PID=0x1201)

Interactive graphics stream (PID=0x1400)

Video stream (PID=0x1B00, Secondary video)

Video stream (PID=0x1B01, Secondary video)
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FIG. 24
Stream of TS packets
TS header~ TS payload
(4 Bytes) | (184 Bytes) !
Stream of

source packets. _
ek J |:|:|

TP _extra header TS packet
(4 Bytes) (188 Bytes)

Multiplexed data
SPN O 12 34 56 7

Source packet

FIG. 25

Data structure of PMT
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F1G. 26

Clip information file System rate

Clip information
Stream attribute |

Reproduction

start time

Reproduction
end time

Entry map

Multiplexed data (XXX. M2TS)
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FIG. 30

r ------------------------------------------------------------------- I

Decoding processing

unit in present
Invention

ex803

Driving frequency

switching unit

/GX802

Decoding processing
unit in conformity with
conventional standard
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FIG. 32

Corresponding Driving
standard frequency
MPEG-4 AVC 500 MHz

MPEG-2 350 MHz

FIG. 33A

Decoding processing unit
shared between present
invention and conventional
standard

Decoding processing

unit dedicated to
present invention
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FIG. 33B

Decoding processing unit ex10073
shared between present

invention and conventional
standard

ex1001 ex1002

Decoding processing Decoding processing unit
unit dedicated to dedicated to conventional

present invention standard

ex1000
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IMAGE DECODING METHOD, IMAGE
CODING METHOD, IMAGE DECODING
APPARATUS, IMAGE CODING APPARATUS
AND INTEGRATED CIRCUIT FOR
GENERATING A CODE STREAM WITH A
HIERARCHICAL CODE STRUCTURE

Matter enclosed in heavy brackets [ ]| appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue; a claim printed with strikethrough
indicates that the claim was canceled, disclaimed, or held
invalid by a prior post-patent action or proceeding.

This application is a continuation reissue of application

Ser. No. 15/591,493, filed May 10, 2017, which is a con-
tinuation reissue of application Ser. No. 15/591,308, filed on
May 10, 2017, which is an application for reissue of U.S.
Pat. No. 9,167,264, which issued Oct. 20, 2015 from U.S.
application Ser. No. 14/578,794. Movre than one reissue
application has been filed for the reissue of U.S. Pat. No.
9.167,264. The reissue applications ave (i) application Ser.

No. 15/591,308, filed May 10, 2017 (which is an application
for reissue of U.S. Pat. No. 9,167,264), which issued on Jul.
9 2019, as U.S. Pat. RE47,510, (ii) application Ser. No.
15/591,493, filed May 10, 2017 (which is a continuation
reissue of application Ser. No. 15/591,308), which issued on
Sep. 7, 2021, as U.S. Pat. RE48,726, and (iii) the present

application (which is a continuation reissue of application

Ser. No. 15/591,493).

TECHNICAL FIELD

The present invention relates to an 1image coding method
for coding 1mages or moving pictures included i multime-
dia data and an 1mage decoding method for decoding coded
Images or moving pictures.

BACKGROUND ART

In video compressions standards like MPEG-1, MPEG-2,
MPEG-4, or MPEG-4 AVC, a compressed picture 1s usually
divided 1nto rectangular units called “macroblocks™. A mac-

roblock 1s usually defined as a two-dimensional block of

image samples. The image samples have a width of 16 pixels
and a height of 16 pixels for luminance samples. The
compression ratio for the macroblock 1s controlled by a
quantization scale parameter for each macroblock. The
quantization scale parameter determines the level of quan-
tization to be applied to all the frequency coethlicients. The
quantization scale parameter 1s usually coded as a diflerence
value from the quantization scale parameter of the previous
macroblock 1n cording order, and 1s stored 1n a compressed
macroblock header.

In new video standards under development, for example,
the High Efliciency Video Coding (HEVC) standard by the
MPEG standardization bodies, 1t 1s suggested that dividing
the picture 1nto large units can improve the coding efliciency
of the compressed video ({or example, refer to Non Patent
Literature 1). In other words, a picture can be divided into
coding units (CU) where each coding unit has a size that can
be much larger than a macroblock. For example, the coding,
unit size can be 128 pixels by 128 pixels for luminance
samples, which 1s approximately 64 times larger than a
macroblock.
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2

A large coding unit can be sub-divided into smaller units
(sub coding units) to achieve better coding efliciency. Each
coding unit or sub coding unit has three main components.

The main components are a coding unit header, a prediction
umt (PU), and a transtorm unit (TU).

FIG. 1 1s a diagram showing the structure of compressed
picture having coding units.

As shown 1 FIG. 1, a picture D100 includes a header
(heremafiter referred to as picture header) and a body. The
picture header includes parameters related to the picture
(picture parameters) while the body includes compressed
samples of a picture. Moreover, the body includes coding
units such as coding umts D102 and D104, and some of the
coding umits are divided into sub coding units. For example,
the coding unit D102 1s divided into sub coding units D106,
and one of the sub coding units 106 1s further divided nto
smaller sub coding units D108. The coding unit D104 or sub
coding unit D108 has three main components. More spe-
cifically, the coding unit D104 includes a coding unit header
D116, a prediction unit D118, and a transform unit D120 as
the three main components. The sub coding unit D108 has
a sub coding unit header D110, a prediction unit D112, and
a transform unit D114 as the three main components. As
shown 1n FIG. 1, a transform unit D120 1s divided into small
sub transform units D122, and one of the sub transform units
D122 1s divided into smaller sub transform units D124. The
smallest transform units (sub transform units) D114 and
D124 includes the quantized coeflicients of a block, which
requires a quantization scale parameter for the inverse
quantization process of the coeflicients.

CITATION LIST

Non Patent Literature

INPL 1]
Non Patent Literature
“Test Model under Consideration” Joint Collaborative Team
on Video Coding (JCT-VC) of ITU-T SG16 WP3 and
ISO/IEC JTC1/8C29/WG11, 2nd Meeting: Geneva, CH,
21-28 Jul. 2010, Document: JCTVC-B205
SUMMARY OF INVENTION

Technical Problem

However, in the image decoding method and the image
coding method according to the above described Non Patent
Literature 1, there 1s a problem that coding efliciency cannot
be increased.

In other words, in the HEVC standard, the prediction of
a coding unit 1s performed using at least one prediction unit.
The CU on which inter prediction 1s performed 1s divided
into four PUs. The division of the PU may be performed
symmetrically or asymmetrically. The smallest size of the
PU on which inter prediction 1s performed 1s a 4x4 lumi-
nance sample. A reference mdex (ref_i1dx) 1s transmitted on
a per PU basis. It should be noted that the reference index
1s also called a reference frame index, and 1s an index
indicating a reference image which 1s referred in the inter
prediction. Here, the same reference index tends to be used
for a small PU including the 4x4 sample and the like.
Theretfore, the transmission of the reference index for each
of the small PUs makes a coded stream redundant, and
consumes unnecessary bits. In other words, since an 1image
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coding apparatus needs to always transmit the reference
index for each of the PUs, an overhead is increased when the

reference index does not have to be switched in a small
region such as a small PU. As a result, coding efliciency
cannot be increased.

Theretfore, the present invention 1s conceived in view of
the problem, and an object of the present invention is to
provide an image decoding method and an 1mage coding
method for improving coding efliciency.

Solution to Problem

In order to achieve the above described goal, an 1mage
decoding method according to an aspect of the present
invention 1s an 1mage decoding method for decoding a coded
stream which includes a plurality of processing units and a
header of the processing units, the coded stream being
generated by coding a moving picture using inter prediction,
the processing units including at least one processing unit
divided into a plurality of sub processing units 1n a hierarchy
which decrease 1n size from a higher level to a lower level,
the hierarchy including: a highest hierarchical layer in which
a coding unit exists as a largest processing unit; and a lower
hierarchical layer which 1s deeper than the highest hierar-
chical layer and i which a prediction unit exits as a
processing unit smaller than the coding unit, the image
decoding method comprising: identifying, by parsing hier-
archy depth information stored in the header and indicating
a hierarchical layer higher than a lowest hierarchical layer 1n
which a smallest prediction unit exits, a hierarchical layer
which 1s indicated by the hierarchy depth information or a
hierarchical layer higher than the indicated hierarchical
layer, the hierarchical layer having a prediction unit in which
a relference ndex necessary for decoding 1s stored; and
decoding the prediction unit, using the reference index
stored 1n the prediction unit at the i1dentified hierarchical
layer.

With this, since the prediction unit 1n which the reference
index 1s stored 1s located at a higher hierarchical layer than
the lowest hierarchical layer, the prediction unit includes a
plurality of smaller prediction units. Since the prediction
unit 1s decoded using the reference index stored in the
prediction unit, the same reference imdex 1s used for each of
the smaller prediction units included 1n the prediction unait.
Therefore, the 1mage coding apparatus does not have to
repeatedly transmit the same reference index by repeatedly
inserting the reference index into the small prediction units.
As a result, coding efliciency can be increased.

In other words, 1n the image decoding method according
to an aspect of the present invention, the smallest umit
(smallest transmission unit) i1s introduced for transmitting
the reference index such as a coding unit including an 8x8
sample 1n order to solve the above described problem. The
smallest transmission unit 1s indicated by, for example, CU
hierarchy depth information within a sequence parameter
set, a picture parameter set, or a slice header. A reference
index for the smallest transmission unit 1s transmitted, and
the same reference index 1s used for all the PUs included in
the smallest transmission unit.

In other words, the 1mage coding apparatus stores the
reference index 1n a larger unit (processing unit) located at
a higher hierarchical layer than the PU, and stores hierarchy
depth information for identifying the hierarchical layer
(depth of hierarchical layer) in which the processing unit
exists, 1 a header such as a sequence header or a picture
header. The 1image decoding apparatus i1dentifies the hierar-
chical layer (depth of hierarchical layer) by parsing hierar-
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4

chy depth information located 1n the header, and parses the
reference 1index stored in the processing umit located 1n the
identified hierarchical layer. The reference index 1s applied
to all the PUs included in the processing unit. Here, the
hierarchy depth information may indicate the deepest (low-
est) hierarchical layer in which the processing unit storing
the reference index can exist. In this case, the image decod-
ing apparatus identifies the lowest hierarchical layer indi-
cated by the hierarchy depth information or a hierarchical
layer that 1s higher than the lowest hierarchical layer. The
hierarchy depth information may be a flag which indicates
whether or not the reference 1index 1s stored 1n the CU at the
predetermined hierarchical layer (for example, the CU
located at the lowest layer).

Moreover, 1n order to achieve the above described goal,
an 1mage coding method according to an aspect of the
present invention 1s an image coding method for generating
a coded stream which includes a plurality of processing units
and a header of the processing units, by coding a moving
picture using inter prediction, the processing units including
at least one processing unit divided into a plurality of sub
processing umits i a hierarchy which decrease in size from
a higher level to a lower level, the hierarchy including: a
highest hierarchical layer in which a coding unit exists as a
largest processing unit; and a lower hierarchical layer which
1s deeper than the highest hierarchical layer and in which a
prediction unit exists as a processing unit smaller than the
coding unit, the image coding method comprising: coding
the moving picture using inter prediction; writing, into the
header, hierarchy depth information which 1s information for
identifving a hierarchical layer having a prediction unit 1n
which a reference index necessary for decoding 1s stored and
indicates a hierarchical layer higher than a lowest hierarchi-
cal layer in which a smallest prediction unit exists; and
writing, into a prediction unit located at a hierarchical layer
indicated by the hierarchy depth information or located
higher than the indicated hierarchical layer, the reference
index to be applied to the prediction unit.

With this, without repeatedly writing the same reference
index into each of a plurality of small predicting units, only
one reference index i1s written nto a large processing unit
which 1s located at a higher hierarchical layer than the
prediction units and includes the prediction units. Therefore,
the redundancy of the reference index can be removed and
coding efliciency can be increased.

It should be noted that the present mmvention can be
implemented as the above described image decoding method
and 1image coding method. It can also be implemented as an
apparatus for coding or decoding an image, an integrated
circuit, a program for decoding or coding an image accord-
ing to the methods, and a recording medium having the
program stored thereon.

Advantageous Effects of Invention

With the image decoding method and the image coding
method according to the present invention, coding efliciency
can be increased. More specifically, by removing the redun-
dancy 1n which the reference index 1s coded for each of the
small PUs, coding efliciency can be increased and the
amount of coding can be reduced.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s a diagram showing the configuration of a
conventional coded stream.
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FIG. 2 1s a block diagram showing the configuration of an
image coding apparatus according to Embodiment 1 of the
present mvention.

FIG. 3 1s a block diagram showing the configuration of an
image decoding apparatus according to Embodiment 1 of the
present mvention.

FIG. 4 1s an 1llustration diagram for describing a muiti-
hierarchical block structure.

FIG. 5 1s a diagram showing a configuration a coded
stream being considered under HEVC standard.

FIG. 6 1s a diagram showing the configuration of a coded
stream according to Embodiment 1 of the present invention.

FIG. 7TA 1s a diagram showing a storage position of
hierarchy depth information (maximum hierarchy depth)
according to Embodiment 1 of the present invention.

FIG. 7B 1s a diagram showing a storage position of
hierarchy depth information (maximum hierarchy depth)
according to Embodiment 1 of the present invention.

FIG. 8 1s a flowchart showing decoding by an image
decoding apparatus according to Embodiment 1 of the
present mvention.

FI1G. 9 15 a flowchart showing coding by an image coding
apparatus according to Embodiment 1 of the present inven-
tion.

FIG. 10 1s a flowchart showing decoding by an image
decoding apparatus according to Variation 1 of Embodiment
1 of the present mnvention.

FIG. 11 1s a flowchart showing decoding of PU by an
image decoding apparatus according to Variation 2 of
Embodiment 1 of the present invention.

FIG. 12A 1s a flowchart showing the image decoding
method according to the present invention.

FIG. 12B 1s a flowchart showing the image coding method
according to the present invention.

FIG. 13A 1s a diagram showing a syntax of sequence
header according to Embodiment 1 of the present invention.

FIG. 13B 1s a diagram showing a syntax of picture header
according to Embodiment 1 of the present invention.

FIG. 13C 1s a diagram showing a syntax of slice header
according to Embodiment 1 of the present invention.

FIG. 14A 1s a diagram showing a syntax of coding unit
(CU) according to Embodiment 1 of the present invention.

FIG. 14B 1s a diagram showing a syntax of prediction unit
(PU) according to Embodiment 1 of the present invention.

FI1G. 14C 15 a diagram showing a syntax of prediction unit
(PU) according to Embodiment 1 of the present invention.

FI1G. 14D 1s a diagram showing a syntax of transform unit
(TU) according to Embodiment 1 of the present invention.

FIG. 15 1s an overall configuration of a content providing,
system for implementing content distribution services.

FIG. 16 shows an overall configuration of a digital
broadcasting system.

FIG. 17 shows a block diagram illustrating an example of
a configuration of a television.

FIG. 18 shows a block diagram illustrating an example of
a configuration of an information reproducing/recording unit
that reads and writes information from and on a recording
medium that 1s an optical disk.

FIG. 19 shows an example of a configuration of a record-
ing medium that is an optical disk.

FIG. 20A shows an example of a cellular phone.

FI1G. 20B shows a block diagram showing an example of
a configuration of a cellular phone.

FI1G. 21 1llustrates a structure of multiplexed data.

FIG. 22 schematically shows how each stream 1s multi-
plexed 1n multiplexed data.
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FIG. 23 shows how a video stream 1s stored in a stream
of PES packets 1n more detail.
FIG. 24 shows a structure of TS packets and source

packets 1n the multiplexed data.

FIG. 25 shows a data structure of a PMT.

FIG. 26 shows an internal structure of multiplexed data
information.

FIG. 27 shows an internal structure of stream attribute
information.

FIG. 28 shows steps for identifying video data.

FIG. 29 shows an example of a configuration of an
integrated circuit for implementing the moving picture cod-
ing method and the moving picture decoding method
according to each of embodiments.

FIG. 30 shows a configuration for switching between
driving frequencies.

FIG. 31 shows steps for identifying video data and
switching between driving frequencies.

FIG. 32 shows an example of a look-up table 1n which
video data standards are associated with driving frequencies.

FIG. 33A 15 a diagram showing an example of a configu-
ration for sharing a module of a signal processing unit.

FIG. 33B 1s a diagram showing another example of a
configuration for sharing a module of the signal processing
unit.

DESCRIPTION OF EMBODIMENTS

Hereaftter, the embodiments of the present invention waill
be described with reference to the drawings.

Embodiment 1

FIG. 2 15 a block diagram showing the configuration of an
image coding apparatus according to the present embodi-
ment.

An 1mage coding apparatus 1000 includes a coding pro-
cessing unit 1100 and a coding control unit 1200.

The coding processing unit 1100 generates a coded stream
by coding a moving picture on a block-by-block basis. The
coding processing unit 1100 includes a subtractor 1101, an
orthogonal transform unit 1102, a quantization unit 1103, an
entropy coding unit 1104, an inverse quantization unit 1105,
an inverse orthogonal transtorm unit 1106, an adder 1107, a
deblocking filter 1108, a memory 1109, an 1ntra prediction
umt 1110, a motion compensation unit 1111, a motion
estimation unit 1112, and a switch 1113.

The subtractor 1101 obtains a moving picture and a
prediction image {rom the switch 1113. The subtractor 1101
subtracts the prediction image from the current block to be
coded included in the moving picture, to generate a difler-
ence 1mage.

The orthogonal transform unit 1102 performs orthogonal
transform such as discrete cosine transform on the difference
image generated by the subtractor 1101, to transform the
difference 1mage into a coethlicient block comprising a plu-
rality of frequency coeflicients. The quantization unit 1103
quantizes each of the frequency coellicients included 1n the
coellicient block, to generate quantized coeflicient block.

The entropy coding unit 1104 generates a coded stream by
performing entropy coding (variable length coding) on the
coellicient block quantized by the quantization unit 1103 and
a motion vector estimated by the motion estimation unit
1112.

The inverse quantization unit 1105 performs inverse
quantization on the coeflicient block quantized by the quan-
tization unit 1103. The inverse orthogonal transform unit
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1106 generates a decoded difference 1mage by performing
inverse orthogonal transform such as inverse discrete cosine
transform on each of the frequency coellicients included 1n
the 1versely quantized coeflicient block.

The adder 1107 generates a locally decoded image by
obtaining a prediction 1mage from the switch 1113 and by
adding the prediction image and the decoded diflerence
image which 1s generated by the inverse orthogonal trans-
form unit 1106.

The deblocking filter 1108 removes block distortion of the
locally decoded image generated by the adder 1107 and
stores the locally decoded image 1n the memory 1109.

The intra prediction unit 1110 generates a prediction
image by performing intra prediction on the current block to
be coded using the locally decoded image generated by the
adder 1107.

The motion estimation umit 1112 estimates a motion
vector for the current block to be coded mcluded in the
moving picture, and outputs the estimated motion vector to
the motion compensation unit 1111 and the entropy coding
unit 1104.

The motion compensation unit 1111 performs motion
compensation on the current block to be coded by referring
to the 1mage stored in the memory 1109 as a reference image
and by using the motion vector estimated by the motion
estimation unit 1112. The motion compensation unit 1111
generates, by the motion compensation, a prediction 1image
with respect to the current block to be coded.

When 1ntra predictive coding 1s performed on the current
block to be coded, the switch 1113 outputs the prediction
image generated by the intra prediction unit 1110 to the
subtractor 1101 and the adder 1107. When inter predictive
coding 1s performed on the current block to be coded, the
switch 1113 outputs the prediction image generated by the
motion compensation unit 1111 to the subtractor 1101 and
the adder 1107.

The coding control unit 1200 controls the coding pro-
cessing unit 1100. More specifically, the coding control unit
1200 determines a processing unit 1n which a reference
index 1s stored and hierarchy depth imnformation for ident-
tying the location of the processing unit. The reference index
1s an index used for inter prediction (motion estimation and
motion compensation) by the motion compensation unit
1111 and the motion estimation unit 1112. The processing
units according to the present embodiment are layered, and
one of the processing units at any hierarchical layer corre-
sponds to the above described block. The hierarchy depth
information, for example, 1s a parameter for 1dentifying the
hierarchical layer having a processing unit n which a
reference index 1s stored. The coding control unit 1200
instructs the entropy coding unit 1104 to store a reference
index 1n the above determined processing unit and to store
the hierarchy depth information 1n the header of the coded
stream (for example, sequence header or picture header).

FIG. 3 1s a block diagram showing a configuration of an
image decoding apparatus according to the present embodi-
ment.

An 1mage decoding apparatus 2000 includes a decoding
processing unit 2100 and a decoding control unit 2200.

The decoding processing unit 2100 generates a decoded
image by decoding a coded stream on a block-by-block
basis. The decoding processing umt 2100 includes an
entropy decoding unit 2101, an inverse quantization unit
2102, an 1nverse orthogonal transform unit 2103, an adder
2104, a deblocking filter 2105, a memory 2106, an 1intra
prediction unit 2107, a motion compensation unit 2108, and
a switch 2109.
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The entropy decoding unit 2101 obtains a coded stream
and performs entropy decoding (variable length decoding)
on the coded stream.

The iverse quantization unit 2102 performs inverse
quantization on the quantized coeflicient block generated by
entropy decoding by the entropy decoding unit 2101. The
inverse orthogonal transform unit 2103 generates a decoded
difference 1mage by performing inverse orthogonal trans-
form such as mnverse discrete cosine transform on each of the
frequency coellicients 1included 1n the inversely quantized
coellicient block.

The adder 2104 generates a decoded 1image by obtaining,
a prediction 1image from the switch 2109 and by adding the
prediction image and the decoded diflerence 1mage which 1s
generated by the inverse orthogonal transform umt 2103.

The deblocking filter 2105 removes block distortion of the
decoded image generated by the adder 2104, stores the
decoded 1mage 1 the memory 2106, and outputs the
decoded 1mage.

The intra prediction unit 1110 generates a prediction
image by performing intra prediction on the current block to
be decoded using the decoded image generated by the adder
2104.

The motion compensation unit 2108 performs motion
compensation on the current block to be decoded by refer-
ring to the image stored in the memory 2106 as a reference
image and by using the motion vector generated by entropy
decoding by the entropy decoding unit 2101. The motion
compensation unit 2108 generates, by the motion compen-
sation, a prediction 1image with respect to the current block
to be decoded.

When ntra predictive coding 1s performed on the current
block to be decoded, the switch 2109 outputs the prediction
image generated by the intra prediction unit 2107 to the
adder 2104. When nter predictive coding 1s performed on
the current block to be decoded, the switch 2109 outputs the
prediction image generated by the motion compensation unit
2108 to the adder 2104.

The decoding control unit 2200 controls the decoding
processing unit 2100. More specifically, the decoding con-
trol unit 2200 parses the hierarchy depth information stored
in the header of the coded stream (for example, sequence
header or picture header), based on the result of the entropy
decoding by the entropy decoding unit 2101. The decoding
control umt 2200 1dentifies, based on the hierarchy depth
information, the hierarchical layer having a processing unit
in which a reference index 1s stored and parses the reference
index included in the processing unit 1 the hierarchical
layer. The decoding control unit 2200 instructs the motion
compensation unit 2108 to perform inter prediction (motion
compensation) using the parsed reference index.

FIG. 4 1s an 1llustration diagram for describing a layered
processing unit (mufti-hierarchical block structure).

The coding processing unit 1100 performs coding on the
moving picture for each of the processing units, and the
decoding processing unit 2100 decodes the coded stream for
cach of the processing units. The processing unit 1s divided
into small processing units, and the processing unites are
layered such that each of the processing units 1s divided into
smaller processing units. It should be noted that when the
processing unit 1s smaller, the hierarchical layer in which the
processing unit exists 1s deeper and lower and the value
showing the hierarchical layer 1s greater. In contrast, when
the processmg unit 1s greater, the hierarchical layer 1n which
the processing unit exists 1s shallow and 1s 1n high order and
the value showing the hierarchical layer 1s small.
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The processing unit includes a coding unit (CU), a pre-
diction umt (PU), and a transform unit (TU). CU 1s a block

of maximum 128x128 pixels, and 1s a unit which corre-
sponds to the conventional macroblock. PU 1s a basic unit
for inter prediction. TU 1s a basic unmit for orthogonal
transform, and the size of TU 1s the same as the size of the
PU or 1s smaller than the size of the PU by one hierarchical
layer. CU 1s, for example, divided nto four sub CUs, and

one of the sub CUs includes the PU and the TU of the same

s1ze as the sub CU (1n this case, PU and TU are overlapping
with each other). For example, the PU 1s further divided into

four sub PUs, and TU 1s also further divided into four sub

TUs. It should be noted that when the processing unit 1s
divided into small processing units, the small processing
unit 1s referred to as a sub-processing unit. For example,
when the processing unit 1s CU, the sub-processing unit 1s a
sub CU. When the processing unit 1s PU, the sub-processing
unit 1s a sub PU. When the processing unit 1s TU, the
sub-processing unit 1s a sub TU.

The detail 1s as follows.

Pictures are divided into slices. A slice 1s a sequence of
largest coding units. Location of largest coding unit is
specified by the largest coding unit address IcuAddr.

Each coding unit including the largest coding unit 1s
divided imto four coding units recursively. It results to the
quadtree segmentation of the largest coding unit. Location of
coding unit 1s specified by the coding unit index culdx which
designates, as a starting point, the upper-left sample of the
largest coding umt (pixel or coetlicient).

Once the coding unit 1s not allowed to be split, it shall be
considered as the prediction unit. Similar to the coding unit,
location of prediction unit 1s specified by the prediction unit
index puldx which designates, as a starting point, the
upper-leit sample of the largest coding unat.

The prediction umit may include a plurality of partitions
(prediction unit partition or sub PU). The pretion unit
partition 1s specified by prediction unit partition index
puPartldx which designates, as a starting point, the upper-
left sample of the prediction unit.

The prediction unit may include a plurality of transform
units. Similar to the coding unit, transform unit may be
divided into four small size transform units (sub transiorm
units). This allows quadtree segmentation of the residual
signal. Location of the transform unit 1s specified by the
transform unit index tuldx which designates, as a starting
point, the upper-left sample of the prediction unait.

Here, the definitions of the processing units are as fol-
lows.

coding tree block (CTB): A basic unit for specifying the
quadtree segmentation of the given square region. CTB can
have various sizes ol a square shape.

largest coding tree block (LCTB): Coding tree block of
the largest size allowed in the slice. A slice consists of
non-overlapped LCTBs.

smallest coding tree block (SCTB): Coding tree block of
the smallest size allowed 1n the slice. SCTB 1s not allowed
to be split into smaller CTBs.

prediction unit (PU): A basic unit for identifying the
prediction process. The size of PU 1s the same to that of the
CU which 1s not allowed to be split any more. PU can be
split 1into multiple partitions which may have arbitrary
shapes whereas CU 1s allowed to be split into four square
shapes.

transform unit (TU): A basic unmit for identiiying transform
and quantization process.

coding unit (CU): Same as coding tree block.
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largest coding unit (LCU): Same as largest coding tree
block.

smallest coding unit (SCU): Same as smallest coding tree
block.

FIG. 5 1s a diagram showing a configuration a coded
stream being considered under HEVC standard.

In a coded stream being considered under the HEVC
standard, a reference index 1s stored at each of the PUs. For
example, as shown 1n FIG. 5, LCU 1s divided into four sub
CUs, and each of the sub CUs has PU and TU. The PU 1s
further divided into four sub PUs. In this case, a reference
index (rei_idex) 1s stored at each of the four sub PUs. In
other words, the image coding apparatus always has to
transmit the reference index to the image decoding apparatus
on a PU-by-PU basis. As a result, an overhead 1s increased.
In other words, the amount of coding of a coded stream 1s
large and coding efliciency 1s reduced.

Therefore, 1n the coded stream generated by the image
coding apparatus 1000 and decoded by the image decoding
apparatus 2000 according to the present embodiment, the
reference index common to the processing unit 1s stored in
the processing unit which 1s located at a higher hierarchical
layer that 1s shallower than the lowest PU.

FIG. 6 1s a block diagram showing a configuration of a
coded stream according to the present embodiment.

In the coded stream, for example, as shown 1n FIG. 6,
L.CU 1s divided into four sub CUSs, and each of the sub CUs

has PU and TU. The PU 1s further divided into four sub PUs.
In this case, 1n the coded stream according to the present
embodiment, the reference index (ref_1dx) i1s not stored at
the lowest sub PU, and the reference index common to the
sub PUs 1s stored at the sub CU which 1s located at, for
example, a higher hierarchical layer that 1s shallower than
the sub PU. With this, in the present embodiment, an
overhead can be reduced and coding efliciency can be
increased.

It should be noted that the reference index to be stored 1n
the sub CU does not have to be a reference index common
to each of the sub PUs included 1n the sub CU, and may be
a set of four reference indexes for each of the sub PUs. With
this, since the reference indexes each for the sub PUs are
stored 1n the same place as a whole, 1t 1s easier for the 1mage
decoding apparatus 2000 to perform decoding process.
Moreover, the position in which the reference index is stored
in the processing unit (sub CU) may be the head or the tail
of the processing unit.

Furthermore, 1n the coded stream according to the present
embodiment, the hierarchy depth information (maximum
hierarchy depth) indicating the hierarchical layer of the
lowest processing unit in which the reference index 1s stored
1s stored 1n a header such as a sequence header. For example,
maximum hierarchy depth=2.

The image coding apparatus 1000 generates and outputs
the coded stream. Meanwhile, the image decoding apparatus
2000 1dentifies the processing unit in which the reference
index 1s stored (sub CU located at the second hierarchical
layer) by parsing the hierarchy depth information (maximum
hierarchy depth) stored in a header such as a sequence
header of the coded stream, and parses the reference index
stored in the processing unit. Then, the 1mage decoding

apparatus 2000 performs inter prediction by applying the
reference index to the PUs included in the sub CU which

stores the reference 1index.

FIG. 7A and FIG. 7B are each a diagram showing the
storage position of hierarchy depth mformation (maximum
hierarchy depth).
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As shown in FIG. 7A, hierarchical depth information
(maximum hierarchy depth) D300 1s stored in a sequence
header. As shown 1n FIG. 7B, hierarchy depth information
(maximum hierarchy depth) D302 1s stored 1n a picture
header.

FIG. 8 1s a flowchart showing decoding by an image
decoding apparatus 2000 according to the present embodi-
ment.

The 1image decoding apparatus 2000 first parses hierarchy
depth information (maximum hierarchy depth) stored in the
picture header (Step S1), and parses a tlag of the CU (Step
S2). Next, the image decoding apparatus 2000 divides the
CU 1nto sub CUs that are smaller than the CU, based on the
parsed tlag (Step S3). Then, the 1image decoding apparatus
2000 determines hierarchical layer of the sub CU (Step S4),
and determines whether or not the determined hierarchical
layer matches the hierarchical layer indicated by hierarchy
depth mformation (maximum hierarchy depth) (Step S5).

When 1t 1s determined that the determined hierarchical
layer matches the hierarchical layer indicated by hierarchy
depth information (Yes in Step S5), the image decoding
apparatus 2000 parses the reference index stored 1n the sub
CU (Step S6) and then decodes the processing unit that 1s the
sub CU by performing inter prediction using the parsed
reference index (Step S7).

Meanwhile, 1t 1s determined in Step S5 that the deter-
mined hierarchical layer fails to match the hierarchical layer
indicated by hierarchy depth information (No 1n Step S5),
the 1image decoding apparatus 2000 determines whether or
not the sub CU cannot be further divided into four smaller
sub CUs, based on the parsed flat (Step S8). When 1t 1s
determined that the sub CU can be further divided into four
smaller sub CUs (No in Step S8), the image decoding
apparatus 2000 selects any one sub CU from the four smaller
sub CUs (Step S9), and then performs the processes from
Step S4 on the selected sub CU.

Meanwhile, when 1t 1s determined 1n Step S8 that the sub
CU cannot be further divided into four smaller sub CUs (Yes
in Step S8), the image decoding apparatus 2000 parses
partitioning syntax element of the sub CU, that 1s to say, the
PU (Step S10). The partitioning syntax element shows the
total number of the sub PUs and the size of the sub PU when
the PU 1s divided imto a plurality of sub PUs. Furthermore,
the 1mage decoding apparatus 2000 divides the sub CU, that
1s to say, PU into smaller PUs (sub PUs), based on the parsed
partitioning syntax element (Step S11). Then, the image
decoding apparatus 2000 parses the reference indexes each
tor the sub PU (Step S12), and then performs the process of
Step S7.

FI1G. 9 1s a flowchart showing coding by the image coding
apparatus 1000 according to the present embodiment.

The image coding apparatus 1000 first writes hierarchy
depth information (maximum hierarchy depth) into a picture
header (Step S21), and determines the best size for dividing,
the CU (Step S22). Next, the image coding apparatus 1000
writes, into the CU, flag for dividing the CU mto the
processing units of the determined sizes (Step S23). Then,
the 1mage coding apparatus 1000 determines the hierarchical
layer of the processing unit to be coded (CU or sub CU)
(Step S24), and then determines whether or not the deter-
mined hierarchical layer matches the hierarchical layer
indicated by the previously written hierarchy depth infor-
mation (maximum hierarch depth) (Step S25).

When it 1s determined that the determined hierarchical
layer matches the previously written hierarchy depth infor-
mation (Yes 1 Step S25), the image coding apparatus 1000
writes the reference indexes into the processing unit (CU or
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sub CU) (Step S26) and then codes the processing unit by
performing inter prediction using the written reference
indexes (Step S27). Furthermore, the 1image coding appara-
tus 1000 decodes the coded processing unit by performing
inter prediction using the written reference indexes (Step
S28).

Meanwhile, it 1s determined 1n Step S25 that the deter-
mined hierarchical layer fails to match the previously writ-
ten hierarchy depth information (No 1n Step S25), the image
coding apparatus 1000 determines whether or not the pro-
cessing umt cannot be further divided into four smaller sub
CUs, based on the parsed flag (Step S29). When 1t 1s
determined that the processing unit can be further divided
into four smaller sub CUs (No 1n Step S29), the image
coding apparatus 1000 selects any one sub CU from the four
smaller sub CUs (Step S30), and then performs the processes
from Step S24 on the selected sub CU.

Meanwhile, 1t 1s determined 1n Step S29 that the process-
ing unit cannot be further divided into four smaller sub CUs
(Yes 1n Step S29), the image coding apparatus 1000 writes
partitioning syntax element 1nto the processing unit (CU or
sub CU), that 1s to say, the PU (Step S31). The partitioning,
syntax element shows the total number of the sub PUs and
the size of the sub PU when the PU 1s divided into a plurality
of sub PUs. Furthermore, the image coding apparatus 1000
divides the processing unit, that 1s to say, the PU into smaller
PUs (sub PUs), based on the written partitioning syntax
clement (Step S32). Then, the image coding apparatus 1000
writes the reference index into each of the sub PUs (Step
S33), and then performs the processes from Step S27.

As described above, the 1image coding apparatus 1000
according to the present embodiment transmits hierarchy
depth information (maximum hierarchy depth) by including
it 1n a header such as a picture header. Then, when the
hierarchical layer of the lowest CU (sub CU) 1s higher than
the hierarchucal layer indicated by maximum hierarchy
depth, the image coding apparatus 1000 1individually trans-
mits the reference index corresponding to each PU included
in the CU (sub CU). When the hierarchical layer of the
lowest CU (sub CU) 1s equal to the hierarchical layer
indicated by maximum hierarchy depth or deeper than the
hierarchical layer indicated by maximum hierarch depth, the
image coding apparatus 1000 transmits combined ref_1dx 1n
association with the CU (sub CU) of the hierarchical layer
indicated by maximum hierarchy depth. The combined
rei_1dx 1s a reference index to be applied to all PUs included
in the CU (sub CU).

It should be noted that when the hierarchical layer of the
lowest CU 1s deeper than or equal to the hierarchical layer
indicated by maximum hierarchy depth, the image coding
apparatus 1000 according to the present embodiment, as
described above, writes the reference index into the CU (sub
CU) of the hierarchical layer indicated by maximum hier-
archy depth, but may write the reference index 1nto the CU
(sub CU) located higher than the hierarchical layer. In this
case, the 1image decoding apparatus 2000 parses the refer-
ence 1index stored 1n the CU (sub CU) located higher than the
hierarchical layer indicated by the maximum hierarchy
depth.

As described above, 1n the image coding method accord-
ing to the present embodiment, by not repeatedly writing the
same reference mndex into a plurality of small prediction
units, only one reference index 1s written 1nto a large
processing unit which is located at a higher hierarchical
layer than the prediction units and includes the prediction
units. Therefore, the redundancy of the reference index can
be removed and coding efliciency can be increased. More-
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over, since the image decoding apparatus 2000 identifies the
hierarchical layer having the processing unit 1n which the
reference 1index 1s stored, by parsing hierarchy depth infor-
mation, the 1mage decoding apparatus 2000 can reduce the
processing load of searching the processing unit in which the
reference mdex 1s stored and can appropriately decode a

coded stream generated by the image coding apparatus
1000.
[ Variation 1]

An 1mage coding apparatus 1000 according to Variation 1
of the present embodiment sends the first flag by including
it 1n a header such as a picture header. The first flag shows
whether or not combined ref 1dx is stored in the lowest CU
(sub CU). In other words, the image coding apparatus 1000
sends combined ref_1dx 1n association with the CU (sub CU)
when the storage of combined ref_1dx 1s indicated by the
first flag. In other words, independently of the size of the CU
(sub CU), combined ref_1dx common to all the PUs included
in the CU (sub CU) 1s sent. Meanwhile, when the storage of
combined ref_1dx 1s not indicated by the first flag, the image
coding apparatus 1000 individually sends the reference
index corresponding to each of the PUs included in the CU
(sub CU). In other words, independently of the size for each
of the PUs, an individual reference index for each of the PUs
1s sent.

FIG. 10 1s a flowchart showing decoding by the image
decoding apparatus 2000 according to Vanation 1 of the
present embodiment.

The 1mage decoding apparatus 2000 {first parses the first
flag stored 1n a picture header (Step S41), and further parses
the second flag stored in the CU (Step S42). Next, the image
decoding apparatus 2000 divides the CU 1nto sub CUs that
are smaller than the CU, based on the parsed second flag
(Step S43). Then, the image decoding apparatus 2000 deter-
mines whether or not the sub CU cannot be further divided
into four smaller sub CUSs, based on the parsed second flag
(Step S44). When 1t 1s determined that the sub CU can be

turther divided into four smaller sub CUs (No 1n Step S44),
the 1image decoding apparatus 2000 selects any one sub CU
from the four smaller sub CUs (Step S45), and then performs
the processes from Step S43 on the selected sub CU.
Meanwhile, when 1t 1s determined that the sub CU cannot be
turther divided into four smaller sub CUs (Yes 1n Step S44),
the 1mage decoding apparatus 2000 further determines
whether or not the first tlag parsed 1 Step S41 indicates
parsing of the reference index in the lowest CU (sub CU)
(Step S46).

When 1t 1s determined that the first flag indicates parsing
of the reference index in the lowest CU (sub CU) (Yes 1n
Step S46), the image decoding apparatus 2000 parses the
reference imdex for the lowest CU (sub CU) (Step S47) and
decodes the processing unit that 1s the CU (sub CU) by
performing inter prediction using the parsed reference index
(Step S48).

Meanwhile, when 1t 1s determined 1n Step S46 that the
first flag fails to indicate parsing of the reference index 1n the
lowest CU (sub CU) (No 1n Step S46), the image decoding
apparatus 2000 parses partitioning syntax element of the
lowest CU (sub CU), that 1s to say, PU (Step S49). The
partitioning syntax element shows the total number of the
sub PUs and the size of the sub PU when the PU 1s divided
into a plurality of sub PUs. Furthermore, the image decoding
apparatus 2000 divides the lowest CU (sub CU), that 1s to
say, the PU into PUs that are smaller than the PU (sub PUs),
based on the parsed partitioning syntax element (Step S50).
Then, the image decoding apparatus 2000 parses the refer-
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ence indexes each for the sub PU (Step S51), and then
performs the process of Step S48.
[Variation 2]

The 1image coding apparatus 1000 according to the above
described embodiment stores reference indexes to be applied
to the sub PUs, in a processing unit located in a higher
hierarchical layer (for example, CU or sub CU) including a
plurality of sub PUs. Moreover, the image decoding appa-
ratus 2000 according to the above described embodiment
parses reference imndex stored in the processing unit located
in the higher hierarchical layer, and applies the reference
index to the above described PUs.

Conversely, an image coding apparatus 1000 according to
the present variation stores the reference index to be applied
to the sub PUs 1n a processing unit located in a higher
hierarchical layer including a plurality of sub PUs, and
stores adaptive motion vector resolution switch flag (also
referred to as Motion Vector Resolution Flag, mvres, MVres,
or MVRes). Moreover, the image decoding apparatus 2000
according to the present variation parses the reference index
and adaptive motion vector resolution switch flag, and
applies the reference index and the adaptive motion vector
resolution switch flag to the above described sub PUs.

It should be noted that the adaptive motion vector reso-
lution switch flag 1s a flag for switching the motion vector
resolution between 4 pixel resolution and % pixel resolu-
tion.

FIG. 11 1s a tflowchart showing decoding of PU by the
image decoding apparatus 2000 according to the present
variation.

First, the image decoding apparatus 2000 parses syntax
clements of PU and derives a prediction mode (Step S61).
Then, the immage decoding apparatus 2000 determines
whether or not the prediction mode 1s inter prediction (Step
S62). When it 1s determined that the prediction mode 1s not
inter prediction (No i Step S62), the image decoding
apparatus 2000 parses syntax element related to the predic-
tion mode (Step S63). Meanwhile, it 1s determined that the
prediction mode 1s inter prediction (Yes 1 Step S62), the
image decoding apparatus 2000 parses the syntax and
derives the total number of PUs (sub PUs) included i the
PU (numPUParts) and the sizes of the PUs (currPUSize
[numPUParts]) (Step S64).

Next, the 1image decoding apparatus 2000 performs the
processes of Steps S66 to S71 on each of the derived number
of PUs. More specifically, the image decoding apparatus
2000 parses merge tlag (merge_tlag[1], merge left flag[i])
and/or 1inter_pred_idc[1] (Step S66), and determines whether
or not PU 1s not merged (PU cannot be further divided) and
the size of PU 1s smaller than MinRefldxUnit (Step S67).
When 1t 1s determined that the PU 1s not merged and the size
of PU 1s smaller than MinRetldxUnit (Yes 1n Step S67), the
image decoding apparatus 2000 parses the reference indexes
(ref_1dx_10[1], ret_1dx_11[1]) stored 1n the PU (Step S68).
Furthermore, the image decoding apparatus 2000 determines
whether or not the PU 1s not merged and the size of PU 1s
smaller than MinMVResUnit (Step S69). When 1t 1s deter-
mined that the PU 1s not merged and the size of PU 1s smaller
than MinMVResUnit (Yes 1n Step S69), the image decoding
apparatus 2000 parses the adaptive motion vector resolution
switch flag (mvres_10[1], mvres_11[1]) stored in the PU
(Step S70). Furthermore, the image decoding apparatus
2000 parses a diflerence motion vector (mvd_10[1], mvd_11
[1]) and mvp_1dx (mvp_idx_10[1], mvp_1dx_11[1]) (Step
S71).

Next, the image decoding apparatus 2000 determines
whether or not the size of the CU to be decoded (currCU-
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Size) 1s larger than or equal to MinRefldxUnit and at least
one PU 1s not merged (Step S72). When 1t 1s determined that

the size of CU to be decoded 1s larger than or equal to

MinRetldxUnit and at least one PU 1s not merged (Yes 1n

Step S72), the image decoding apparatus 2000 parses a
reference index of the CU to be decoded (cu_ref_1dx_10,
cu_rel_1dx_11) (Step S73). Furthermore, the image decod-
ing apparatus 2000 determines whether or not the size of the

CU to be decoded 1s larger than or equal to MinMVResUnait
and at least one PU 1s not merged (Step S74). When 1t 1s
determined that the size of the CU to be decoded 1s larger
than or equal to MinMVResUnit and at least one CU 1s not
merged (Yes 1n Step S74), the image decoding apparatus
2000 parses adaptive motion vector resolution switch tlag of
the CU to be decoded (cu_mvres_10, cu_mvres_11) (Step
S75).

The mmage decoding method and the image coding
method according to the present invention have been
described using the above described embodiment and varia-
tions. However, the present invention 1s not defined only by
these.

For example, the image decoding method according to the
above described Embodiment 1 and the variation includes
the processes of Steps S2 and S4, and the like in FIG. 8.
However, the present invention can obtain the above
described effect without the processes.

FIG. 12A 1s a tlowchart showing the image decoding
method according to the present invention.

The 1mage decoding method according to the present
invention 1s an image decoding method for decoding a coded
stream which includes a plurality of processing units and a
header of the processing units, the coded stream being
generated by coding a moving picture using inter prediction.
Here, the processing units includes at least one processing
unit divided into a plurality of sub processing umits in a
hierarchy which decrease 1n size from a higher level to a
lower level, and the hierarchy includes: a highest hierarchi-
cal layer 1n which a coding unit exists as a largest processing
unit; and a lower hierarchical layer which 1s deeper than the
highest hierarchical layer and in which a prediction unit
exists as a processing unit smaller than the coding unit. In
the 1mage decoding method, by parsing hierarchy depth
information stored 1n the header and indicating a hierarchi-
cal layer higher than a lowest hierarchical layer in which a
smallest prediction unit exits, a lhierarchical layer 1s 1denti-
fied which 1s indicated by the hierarchy depth information or
a hierarchical layer higher than the indicated hierarchical
layer, the hierarchical layer having a prediction unit in which
a reference index necessary for decoding 1s stored (Step
S101) Next, the prediction umit 1s decoded using the refer-
ence 1mndex stored in the prediction umt at the identified
hierarchical layer (Step S102).

By performmg the processes of Steps S101 and S102, the
same eflect as that of Embodiment 1 can be obtained. The
other processes are not essential for the present invention.
Moreover, the 1mage decoding apparatus according to the
present invention can obtain the same eflect as that of
Embodiment 1 by including structural elements which per-
form the processes of Steps S101 and S102. The other
structural elements are not essential for the present mven-
tion. It should be noted that 1n the image decoding apparatus
2000 according to Embodiment 1, the decoding processing
unit 2200 perform the process of Step S101 and the decoding,
processing unit 2100 performs the process of Step S102.

Moreover, the image coding method according to the
above described Embodiment 1 and the variation includes
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the processes of Step S22 and the like in FIG. 9. However,
the present invention can obtain the above described eflect
without the processes.

FIG. 12B 1s a flowchart showing the image coding method
according to the present ivention.

The image coding method according to the present inven-
tion 1s an 1mage coding method for generating a coded
stream which includes a plurality of processing units and a
header of the processing units, by coding a moving picture
using inter prediction. Here, the processing units includes at
least one processing umt divided into a plurality of sub
processmg units 1 a hierarchy which decrease in size from
a higher level to a lower level, and the hierarchy includes:
a highest hierarchical layer 1n which a coding unit exists as
a largest processing unit; and a lower hierarchical layer
which 1s deeper than the highest hierarchical layer and in
which a prediction unit exists as a processing unit smaller
than the codmg unit. In the image coding method, the
moving picture 1s coded using inter prediction (Step S111).
Next, hierarchy depth information which 1s information for
identifying a hierarchical layer having a prediction unit 1n
which a reference index necessary for decoding 1s stored and
indicates a hierarchical layer higher than a lowest hierarchi-
cal layer 1n which a smallest prediction unit exists 1s written
into the header (Step S112). Next, the reference index to be
applied to the prediction unit 1s written into a prediction unit
located at a hierarchical layer indicated by the hierarchy
depth information or located higher than the indicated
hierarchical layer. (Step S113)

By performing the processes of Steps S111 to S113, the
same ellect as that of Embodiment 1 can be obtained. The
other processes are not essential for the present invention.
Moreover, the 1image coding apparatus according to the
present invention can obtain the same eflect as that of
Embodiment 1 by including structural elements which per-
form the processes of Steps S111 to S113. The other struc-
tural elements are not essential for the present invention. It
should be noted that 1in the image coding apparatus 1000
according to Embodiment 1, the entropy coding unit 1104
performs the processes of Steps S111 to S113, based on the
control by the coding control unit 1200.

It should be noted that a syntax of a header according to
the present invention 1s shown in FIGS. 13A to 13C. The
syntax of the processing umt according to the present
invention (CU, PU, and TU) are shown 1in FIGS. 14A to 14C.

FIG. 13A 1s a diagram showing a syntax of a sequence
header. In the sequence header, for example, the maximum
number of reference frames that can be referred (max_num_
rel_frames), the size of the picture (pic_width_in_lu-
ma_samples, pic_height_1n_luma_samples), and the like are
defined.

FIG. 13B 1s a diagram showing a syntax of a picture
header. In the picture header, as shown 1n part d1 of the
syntax, the number of reference indexes to be held for each
reference direction (forward direction and backward direc-
tion) 1s defined, and an 1nitial QP (number obtained by
subtracting 26 from the 1nitial QP) 1s defined.

FIG. 13C 1s a diagram showing a syntax of a slice header.
The slice header, as shown 1n part d2 of the syntax, is
configured such that the number of the above described
reference 1ndexes to be held can be rewritten for each slice.
Moreover, the slice header, as shown 1n another part d3 of
the syntax, defines the diflerence value of QP from the 1nitial
QP which 1s defined by the above described picture header.

FIG. 14 A 1s a diagram showing a syntax of CU. In the CU,
as shown 1n parts d4 and dS of the syntax, PU and TU for
the CU are defined.
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FIG. 14B 1s a diagram showing a syntax of PU. The PU
has, as shown 1n parts d6 and d8 of the syntax, a reference

index for each reference direction, and has, as shown in
other parts d7 and d9 of the syntax, adaptive motion vector
resolution switch flag (mvres) for each reference direction.

FIG. 14C 1s a diagram showing a syntax of TU. The TU
has, as shown 1 part d10 of the syntax, coeflicients (trans-
form coeflicients) in which orthogonal transform and quan-
tization are performed on the difference image.

Embodiment 2

The processing described 1n each of embodiments can be
simply implemented 1n an independent computer system, by
recording, 1n a recording medium, a program for implement-
ing the configurations of the image coding method and the
image decoding method described 1n each of embodiments.
The recording media may be any recording media as long as
the program can be recorded, such as a magnetic disk, an
optical disk, a magnetic optical disk, an IC card, and a
semiconductor memory.

Hereinafter, the applications to the image coding method
and the mmage decoding method described in each of
embodiments and systems using thereot will be described.

FIG. 15 1llustrates an overall configuration of a content
providing system ex100 for implementing content distribu-
tion services. The area for providing communication ser-
vices 1s divided into cells of desired size, and base stations
ex106, ex107, ex108, ex109, and ex110 which are fixed
wireless stations are placed 1n each of the cells.

The content providing system ex100 1s connected to
devices, such as a computer ex111, a personal digital assis-
tant (PDA) ex112, a camera ex113, a cellular phone ex114
and a game machine ex115, via the Internet ex101, an
Internet service provider ex102, a telephone network ex104,
as well as the base stations ex106 to ex110, respectively.

However, the configuration of the content providing sys-
tem ex100 1s not limited to the configuration shown 1n FIG.
15, and a combination in which any of the elements are
connected 1s acceptable. In addition, each device may be
directly connected to the telephone network ex104, rather
than via the base stations ex106 to ex110 which are the fixed
wireless stations. Furthermore, the devices may be intercon-
nected to each other via a short distance wireless commu-
nication and others.

The camera ex113, such as a digital video camera, 1s
capable of capturing video. A camera ex116, such as a digital
camera, 1s capable of capturing both still images and video.
Furthermore, the cellular phone ex114 may be the one that
meets any of the standards such as Global System for Mobile

Communications (GSM) (registered trademark), Code Divi-
sion Multiple Access (CDMA), Wideband-Code Division

Multiple Access (W-CDMA), Long Term Evolution (LTE),
and High Speed Packet Access (HSPA). Alternatively, the
cellular phone ex114 may be a Personal Handyphone Sys-
tem (PHS).

In the content providing system ex100, a streaming server
ex103 1s connected to the camera ex113 and others via the
telephone network ex104 and the base station ex109, which
enables distribution of 1images of a live show and others. In
such a distribution, a content (for example, video of a music
live show) captured by the user using the camera ex113 is
coded as described above 1in each of embodiments, and the
coded content 1s transmitted to the streaming server ex103.
On the other hand, the streaming server ex103 carries out
stream distribution of the transmitted content data to the
clients upon their requests. The clients include the computer
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ex111, the PDA ex112, the camera ex113, the cellular phone
ex114, and the game machine ex115 that are capable of
decoding the above-mentioned coded data. Each of the
devices that have received the distributed data decodes and
reproduces the coded data.

The captured data may be coded by the camera ex113 or
the streaming server ex103 that transmits the data, or the
coding processes may be shared between the camera ex113
and the streaming server ex103. Similarly, the distributed
data may be decoded by the clients or the streaming server
ex103, or the decoding processes may be shared between the
clients and the streaming server ex103. Furthermore, the
data of the still images and video captured by not only the
camera ex113 but also the camera ex116 may be transmitted
to the streaming server ex103 through the computer ex111.
The coding processes may be performed by the camera
ex116, the computer ex111, or the streaming server ex103,
or shared among them.

Furthermore, the coding and decoding processes may be
performed by an LSI ex500 generally included 1n each of the
computer ex111 and the devices. The LSI ex500 may be
configured of a single chip or a plurality of chips. Software
for coding and decoding video may be integrated into some
type of a recording medium (such as a CD-ROM, a flexible
disk, and a hard disk) that 1s readable by the computer ex111
and others, and the coding and decoding processes may be
performed using the software. Furthermore, when the cel-
lular phone ex114 1s equipped with a camera, the video data
obtained by the camera may be transmitted. The video data
1s data coded by the LSI ex500 included in the cellular phone
ex114.

Furthermore, the streaming server ex103 may be com-
posed of servers and computers, and may decentralize data
and process the decentralized data, record, or distribute data.

As described above, the clients may receive and repro-
duce the coded data 1n the content providing system ex100.
In other words, the clients can receive and decode informa-
tion transmitted by the user, and reproduce the decoded data
in real time 1n the content providing system ex100, so that
the user who does not have any particular right and equip-
ment can 1implement personal broadcasting.

Aside side from the example of the content providing
system ex100, at least one of the 1mage coding apparatus and
the 1image decoding apparatus described in each of embodi-
ments may be implemented 1n a digital broadcasting system
ex200 1llustrated 1in FIG. 16. More specifically, a broadcast
station ex201 communicates or transmits, via radio waves to
a broadcast satellite ex202, multiplexed data obtained by
multiplexing audio data and others onto video data. The
video data 1s data coded by the image coding method
described in each of embodiments. Upon receipt of the
multiplexed data, the broadcast satellite ex202 transmits
radio waves for broadcasting. Then, a home-use antenna
ex204 with a satellite broadcast reception function receives
the radio waves. Next, a device such as a television (re-
ceiver) ex300 and a set top box (STB) ex217 decodes the
received multiplexed data, and reproduces the decoded data.

Furthermore, a reader/recorder ex218 (1) reads and
decodes the multiplexed data recorded on a recording
medium ex215, such as a DVD and a BD, or (1) codes video
signals in the recording medium ex215, and in some cases,
writes data obtained by multiplexing an audio signal on the
coded data. The reader/recorder €x218 can include the image
decoding apparatus or the image coding apparatus as shown
in each of embodiments. In this case, the reproduced video
signals are displayed on the monitor ex219, and can be
reproduced by another device or system using the recording
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medium ex215 on which the multiplexed data 1s recorded. It
1s also possible to implement the moving picture decoding
apparatus 1n the set top box e€x217 connected to the cable
ex203 for a cable television or to the antenna ex204 for
satellite and/or terrestrial broadcasting, so as to display the
video signals on the monitor €x219 of the television ex300.
The moving picture decoding apparatus may be imple-
mented not 1n the set top box but 1n the television ex300.

FIG. 17 illustrates the television (receiver) ex300 that
uses the image coding method and the image decoding
method described 1n each of embodiments. The television
e¢x300 includes: a tuner ex301 that obtains or provides
multiplexed data obtained by multiplexing audio data onto
video data, through the antenna €x204 or the cable ex203,
etc. that receives a broadcast; a modulation/demodulation
unit ex302 that demodulates the received multiplexed data
or modulates data into multiplexed data to be supplied
outside; and a multiplexing/demultiplexing unit ex303 that
demultiplexes the modulated multiplexed data into video
data and audio data, or multiplexes video data and audio data
coded by a signal processing unit ex306 into data.

The television ex300 further includes: a signal processing,
unit ex306 1including an audio signal processing unit ex304
and a video signal processing unit ex303 that decode audio
data and video data and code audio data and video data,
respectively; and an output unit ex309 including a speaker
ex307 that provides the decoded audio signal, and a display
unit ex308 that displays the decoded video signal, such as a
display. Furthermore, the television €x300 includes an inter-
face unit ex317 including an operation mnput unit €x312 that
receives an input of a user operation. Furthermore, the
television €x300 includes a control unit ex310 that controls
overall each constituent element of the television ex300, and
a power supply circuit unit ex311 that supplies power to each
of the elements. Other than the operation input unit ex312,
the interface unit €x317 may include: a bridge €x313 that 1s
connected to an external device, such as the reader/recorder
ex218; a slot unit ex314 for enabling attachment of the
recording medium ex216, such as an SD card; a driver ex315
to be connected to an external recording medium, such as a
hard disk; and a modem ex316 to be connected to a
telephone network. Here, the recording medium e€x216 can
clectrically record information using a non-volatile/volatile
semiconductor memory element for storage. The constituent
clements of the television ex300 are connected to each other
through a synchronous bus.

First, the configuration 1 which the television ex300
decodes multiplexed data obtained from outside through the
antenna €x204 and others and reproduces the decoded data
will be described. In the television ex300, upon a user
operation through a remote controller ex220 and others, the
multiplexing/demultiplexing unit ex303 demultiplexes the
multiplexed data demodulated by the modulation/demodu-
lation unit ex302, under control of the control unit ex310
including a CPU. Furthermore, the audio signal processing
unit €x304 decodes the demultiplexed audio data, and the
video signal processing unit €x305 decodes the demulti-
plexed video data, using the decoding method described in
cach of embodiments, 1n the television €x300. The output
unit ex309 provides the decoded video signal and audio
signal outside, respectively. When the output umt ex309
provides the video signal and the audio signal, the signals
may be temporarily stored in buflers ex318 and ex319, and
others so that the signals are reproduced 1n synchronization
with each other. Furthermore, the television ex300 may read
multiplexed data not through a broadcast and others but
from the recording media ex215 and ex216, such as a
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magnetic disk, an optical disk, and a SD card. Next, a
configuration 1n which the television €x300 codes an audio
signal and a video signal, and transmits the data outside or
writes the data on a recording medium will be described. In
the television ex300, upon a user operation through the
remote controller ex220 and others, the audio signal pro-
cessing unit €x304 codes an audio signal, and the video
signal processing unit €x305 codes a video signal, under
control of the control unit ex310 using the coding method
described 1n each of embodiments. The multiplexing/demul-
tiplexing unit ex303 multiplexes the coded video signal and
audio signal, and provides the resulting signal outside. When
the multiplexing/demultiplexing unit €x303 multiplexes the
video signal and the audio signal, the signals may be
temporarily stored in the buflers €x320 and ex321, and
others so that the signals are reproduced 1n synchronization
with each other. Here, the buffers ex318, ex319, €x320, and
ex321 may be plural as 1llustrated, or at least one builer may
be shared in the television €x300. Furthermore, data may be
stored 1n a bufler so that the system overflow and undertlow
may be avoided between the modulation/demodulation unit
ex302 and the multiplexing/demultiplexing unit ex303, for
example.

Furthermore, the television ex300 may include a configu-
ration for receiving an AV iput from a microphone or a
camera other than the configuration for obtaining audio and
video data from a broadcast or a recording medium, and may
code the obtained data. Although the television €x300 can
code, multiplex, and provide outside data in the description,
it may be capable of only receiving, decoding, and providing
outside data but not the coding, multiplexing, and providing
outside data.

Furthermore, when the reader/recorder ex218 reads or
writes multiplexed data from or on a recording medium, one
of the television €x300 and the reader/recorder €x218 may
decode or code the multiplexed data, and the television
ex300 and the reader/recorder €x218 may share the decoding
or coding.

As an example, FIG. 18 illustrates a configuration of an
information reproducing/recording unit ex400 when data 1s
read or written from or on an optical disk. The information
reproducing/recording unit ex400 includes constituent ele-
ments ex401, ex402, ex403, ex404, ex405, ex406, and
ex407 to be described heremaifter. The optical head ex401
irradiates a laser spot 1n a recording surface of the recording
medium ex215 that 1s an optical disk to write information,
and detects retlected light from the recording surface of the
recording medium €x215 to read the information. The modu-
lation recording unit ex402 electrically drives a semicon-
ductor laser included 1n the optical head ex401, and modu-
lates the laser light according to recorded data. The
reproduction demodulating unit ex403 amplifies a reproduc-
tion signal obtained by electrically detecting the reflected
light from the recording surface using a photo detector
included 1n the optical head ex401, and demodulates the
reproduction signal by separating a signal component
recorded on the recording medium ex213 to reproduce the
necessary mformation. The bufler ex404 temporarily holds
the information to be recorded on the recording medium
ex215 and the mformation reproduced from the recording
medium ex215. The disk motor ex405 rotates the recording
medium ex215. The servo control unit ex406 moves the
optical head ex401 to a predetermined information track
while controlling the rotation drive of the disk motor ex403
so as to follow the laser spot. The system control unit ex407
controls overall the information reproducing/recording unit
e¢x400. The reading and writing processes can be 1mple-
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mented by the system control unit ex407 using various
information stored in the bufler ex404 and generating and
adding new mformation as necessary, and by the modulation
recording unit €x402, the reproduction demodulating unit
ex403, and the servo control unit ex406 that record and 5
reproduce imnformation through the optical head ex401 while
being operated 1n a coordinated manner. The system control
unit ex407 includes, for example, a microprocessor, and
executes processing by causing a computer to execute a
program for read and write. 10

Although the optical head ex401 1rradiates a laser spot 1n
the description, 1t may perform high-density recording using,
near field light.

FIG. 19 1llustrates the recording medium ex215 that 1s the
optical disk. On the recording surface of the recording 15
medium ex213, guide grooves are spirally formed, and an
information track ex230 records, 1n advance, address infor-
mation indicating an absolute position on the disk according
to change in a shape of the guide grooves. The address
information includes information for determining positions 20
of recording blocks €x231 that are a unit for recording data.
Reproducing the information track €x230 and reading the
address mnformation 1n an apparatus that records and repro-
duces data can lead to determination of the positions of the
recording blocks. Furthermore, the recording medium ex215 25
includes a data recording area €x233, an mner circumierence
area €x232, and an outer circumierence area ex234. The data
recording area €x233 1s an area for use in recording the user
data. The inner circumierence area e€x232 and the outer
circumierence area €x234 that are inside and outside of the 30
data recording area €x233, respectively are for specific use
except for recording the user data. The information repro-
ducing/recording unit 400 reads and writes coded audio,
coded video data, or multiplexed data obtained by multi-
plexing the coded audio and video data, from and on the data 35
recording area €x233 of the recording medium ex215.

Although an optical disk having a layer, such as a DVD
and a BD 1s described as an example in the description, the
optical disk 1s not limited to such, and may be an optical disk
having a multilayer structure and capable of being recorded 40
on a part other than the surtace. Furthermore, the optical disk
may have a structure for multidimensional recording/repro-
duction, such as recording of information using light of
colors with different wavelengths 1n the same portion of the
optical disk and for recording information having different 45
layers from various angles.

Furthermore, a car €ex210 having an antenna e€x203 can
receive data from the satellite ex202 and others, and repro-
duce video on a display device such as a car navigation
system ex211 set in the car ex210, 1n the digital broadcasting 50
system €x200. Here, a configuration of the car navigation
system ex211 will be a configuration, for example, including
a GPS receiving unit from the configuration illustrated 1n
FIG. 17. The same will be true for the configuration of the
computer ex111, the cellular phone ex114, and others. 55

FIG. 20A illustrates the cellular phone ex114 that uses the
image coding method and the image decoding method
described 1n embodiments. The cellular phone ex114
includes: an antenna ex3350 for transmitting and receiving
radio waves through the base station ex110; a camera unmt 60
ex3635 capable of capturing moving and still images; and a
display unit ex338 such as a liquid crystal display for
displaying the data such as decoded video captured by the
camera unit €x365 or received by the antenna ex350. The
cellular phone ex114 further includes: a main body unit 65
including an operation key unit ex366; an audio output unit
ex357 such as a speaker for output of audio; an audio mput
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umt ex356 such as a microphone for input of audio; a
memory unit ex367 for storing captured video or still
pictures, recorded audio, coded or decoded data of the
received video, the still pictures, e-mails, or others; and a
slot unit ex364 that 1s an interface unit for a recording
medium that stores data 1n the same manner as the memory
unit €x367.

Next, an example of a configuration of the cellular phone
ex114 will be described with reference to FIG. 20B. In the
cellular phone ex114, a main control unit ex360 designed to
control overall each unit of the main body including the
display unit ex358 as well as the operation key unit €x366
1s connected mutually, via a synchronous bus e€x370, to a
power supply circuit unit €ex361, an operation input control
umt €x362, a video signal processing unit ex355, a camera
interface unit €x363, a liquid crystal display (LCD) control
unit €x359, a modulation/demodulation unit ex352, a mul-
tiplexing/demultiplexing unit €x353, an audio signal pro-
cessing unit €x354, the slot unit €x364, and the memory unit
ex367.

When a call-end key or a power key 1s turned ON by a
user’s operation, the power supply circuit unit ex361 sup-
plies the respective units with power from a battery pack so
as to activate the cell phone ex114.

In the cellular phone ex114, the audio signal processing
unit ex354 converts the audio signals collected by the audio
mput unit €x356 1n voice conversation mode nto digital
audio signals under the control of the main control unit
ex360 including a CPU, ROM, and RAM. Then, the modu-
lation/demodulation unit €x352 performs spread spectrum
processing on the digital audio signals, and the transmitting
and receiving unit €x3351 performs digital-to-analog conver-
s1ion and frequency conversion on the data, so as to transmit
the resulting data via the antenna €x330. Also, 1n the cellular
phone ex114, the transmitting and receiving unit ex331
amplifies the data received by the antenna €x350 in voice
conversation mode and performs frequency conversion and
the analog-to-digital conversion on the data. Then, the
modulation/demodulation unit ex3352 performs 1nverse
spread spectrum processing on the data, and the audio signal
processing unit €x354 converts 1t into analog audio signals,
so as to output them via the audio output unit ex357.

Furthermore, when an e-mail 1in data communication
mode 1s transmitted, text data of the e-mail inputted by
operating the operation key unit €ex366 and others of the
main body 1s sent out to the main control unit ex360 via the
operation input control unit €x362. The main control unit
ex360 causes the modulation/demodulation unit ex352 to
perform spread spectrum processing on the text data, and the
transmitting and receiving unit ex351 performs the digital-
to-analog conversion and the frequency conversion on the
resulting data to transmit the data to the base station ex110
via the antenna €x350. When an e-mail 1s recerved, process-
ing that 1s approximately inverse to the processing for
transmitting an e-mail 1s performed on the received data, and
the resulting data 1s provided to the display unit ex358.

When wvideo, still images, or video and audio in data
communication mode 1s or are transmitted, the video signal
processing unit €x355 compresses and codes video signals
supplied from the camera unit €x365 using the moving
picture coding method shown 1n each of embodiments, and
transmits the coded video data to the multiplexing/demulti-
plexing unit €x353. In contrast, during when the camera unit
ex365 captures video, still images, and others, the audio
signal processing unit €x334 codes audio signals collected
by the audio 1nput unit ex3356, and transmuits the coded audio
data to the multiplexing/demultiplexing unit ex353.
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The multiplexing/demultiplexing unit ex353 multiplexes
the coded video data supplied from the video signal pro-
cessing unit €x355 and the coded audio data supplied from
the audio signal processing unit €x354, using a predeter-
mined method. Then, the modulation/demodulation unit
(modulation/demodulation circuit umt) ex352 performs
spread spectrum processing on the multiplexed data, and the
transmitting and receiving unit €x351 performs digital-to-
analog conversion and frequency conversion on the data so
as to transmit the resulting data via the antenna e€x330.

When receiving data of a video file which 1s linked to a
Web page and others 1n data communication mode or when
receiving an e-mail with video and/or audio attached, in
order to decode the multiplexed data received via the
antenna ¢x350, the multiplexing/demultiplexing unit ex353
demultiplexes the multiplexed data ito a video data bit
stream and an audio data bit stream, and supplies the video
signal processing unit €x3535 with the coded video data and
the audio signal processing unit ex354 with the coded audio
data, through the synchronous bus €x370. The video signal
processing unit €x335 decodes the video signal using an
image decoding method corresponding to the 1image coding

method shown 1n each of embodiments, and then the display
unit ex358 displays, for instance, the video and still images
included 1n the video file linked to the Web page via the LCD
control unit ex359. Furthermore, the audio signal processing
unit €x354 decodes the audio signal, and the audio output
unit €x357 provides the audio.

Furthermore, similarly to the television ex300, a terminal
such as the cellular phone ex114 probably have 3 types of
implementation configurations including not only (1) a trans-
mitting and receiving terminal including both a coding
apparatus and a decoding apparatus, but also (1) a transmiut-
ting terminal including only a coding apparatus and (111) a
receiving terminal including only a decoding apparatus.
Although the digital broadcasting system ex200 receives and
transmits the multiplexed data obtained by multiplexing
audio data onto video data in the description, the multi-
plexed data may be data obtained by multiplexing not audio
data but character data related to video onto video data, and
may be not multiplexed data but video data 1tself.

As such, the moving picture coding method and the
moving picture decoding method 1n each of embodiments
can be used 1n any of the devices and systems described.
Thus, the advantages described 1n each of embodiments can
be obtained.

Furthermore, the present mnvention 1s not limited to
embodiments, and various modifications and revisions are
possible without departing from the scope of the present
invention.

Embodiment 3

Video data can be generated by switching, as necessary,
between (1) the moving picture coding method or the moving
picture coding apparatus shown 1n each of embodiments and
(11) a moving picture coding method or a moving picture
coding apparatus 1n conformity with a different standard,
such as MPEG-2, MPEG-4 AVC, and VC-1.

Here, when a plurality of video data that conforms to the
different standards 1s generated and 1s then decoded, the
decoding methods need to be selected to conform to the
different standards. However, since to which standard each
of the plurality of the video data to be decoded conform
cannot be detected, there 1s a problem that an appropriate
decoding method cannot be selected.

10

15

20

25

30

35

40

45

50

55

60

65

24

In order to solve the problem, multiplexed data obtained
by multiplexing audio data and others onto video data has a
structure including identification information indicating to
which standard the video data conforms. The specific struc-
ture of the multiplexed data including the video data gen-
crated 1n the moving picture coding method and by the
moving picture coding apparatus shown 1n each of embodi-
ments will be hereinaiter described. The multiplexed data 1s
a digital stream in the MPEG-2 Transport Stream format.

FIG. 21 1llustrates a structure of the multiplexed data. As
illustrated 1n FIG. 21, the multiplexed data can be obtained
by multiplexing at least one of a video stream, an audio
stream, a presentation graphics stream (PG), and an inter-
active graphics stream. The video stream represents primary
video and secondary video of a movie, the audio stream (1G)
represents a primary audio part and a secondary audio part
to be mixed with the primary audio part, and the presentation
graphics stream represents subtitles of the movie. Here, the
primary video 1s normal video to be displayed on a screen,
and the secondary video 1s video to be displayed on a smaller
window 1n the primary video. Furthermore, the interactive
graphics stream represents an interactive screen to be gen-
erated by arranging the GUI components on a screen. The
video stream 1s coded 1n the image coding method or by the
image coding apparatus shown in each of embodiments, or
in a moving picture coding method or by a moving picture
coding apparatus 1n conformity with a conventional stan-
dard, such as MPEG-2, MPEG-4 AVC, and VC-1. The audio
stream 1S coded 1n accordance with a standard, such as
Dolby-AC-3, Dolby Digital Plus, MLP, DTS, DTS-HD, and
linear PCM.

Each stream included 1n the multiplexed data 1s identified
by PID. For example, Ox1011 1s allocated to the video
stream to be used for video of a movie, 0x1100 to Ox111F
are allocated to the audio streams, 0x1200 to Ox121F are
allocated to the presentation graphics streams, 0x1400 to
0x141F are allocated to the interactive graphics streams,
0x1B00 to Ox1B1F are allocated to the video streams to be
used for secondary video of the movie, and 0x1AO00 to
Ox1A1F are allocated to the audio streams to be used for the
secondary audio to be mixed with the primary audio.

FIG. 22 schematically illustrates how data 1s multiplexed.
First, a video stream ex235 composed of video frames and
an audio stream €x238 composed of audio Iframes are
transformed into a stream ol PES packets €x236 and a
stream of PES packets €x239, and further into TS packets
ex237 and TS packets €x240, respectively. Similarly, data of
a presentation graphics stream ex241 and data of an inter-
active graphics stream ex244 are transformed 1nto a stream
of PES packets €x242 and a stream ol PES packets ex245,
and further mto TS packets ex243 and TS packets €x246,
respectively. These TS packets are multiplexed into a stream
to obtain multiplexed data ex247.

FIG. 23 1llustrates how a video stream 1s stored 1n a stream
of PES packets 1n more detail. The first bar in FIG. 23 shows
a video frame stream in a video stream. The second bar
shows the stream of PES packets. As indicated by arrows
denoted as yvyl, vy2, yy3, and yy4 i FIG. 23, the video
stream 1s divided 1nto pictures as I pictures, B pictures, and
P pictures each of which 1s a video presentation unit, and the
pictures are stored in a payload of each of the PES packets.
Each of the PES packets has a PES header, and the PES
header stores a Presentation Time-Stamp (PTS) indicating a
display time of the picture, and a Decoding Time-Stamp
(DTS) indicating a decoding time of the picture.

FIG. 24 1llustrates a format of TS packets to be finally
written on the multiplexed data. Each of the TS packets 1s a
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188-byte fixed length packet including a 4-byte TS header
having information, such as a PID for identifying a stream
and a 184-byte TS payload for storing data. The PES packets
are divided, and stored in the TS payloads, respectively.
When a BD ROM 1s used, each of the TS packets 1s given
a 4-byte TP_Extra_Header, thus resulting 1n 192-byte source
packets. The source packets are written on the multiplexed
data. The TP Extra Header stores information such as an
Arrival_Time_ Stamp (ATS). The ATS shows a transfer start
time at which each of the TS packets 1s to be transferred to
a PID filter. The source packets are arranged in the multi-
plexed data as shown at the bottom of FIG. 24. The numbers
incrementing from the head of the multiplexed data are
called source packet numbers (SPNs).

Each of the TS packets included 1n the multiplexed data
includes not only streams of audio, video, subtitles and
others, but also a Program Association Table (PAT), a
Program Map Table (PMT), and a Program Clock Reference
(PCR). The PAT shows what a PID 1 a PMT used 1n the
multiplexed data indicates, and a PID of the PAT 1itself 1s
registered as zero. The PMT stores PIDs of the streams of
video, audio, subtitles and others included 1n the multiplexed
data, and attribute information of the streams corresponding
to the PIDs. The PMT also has various descriptors relating,
to the multiplexed data. The descriptors have information
such as copy control information showing whether copying
of the multiplexed data 1s permitted or not. The PCR stores
STC time mformation corresponding to an ATS showing
when the PCR packet 1s transferred to a decoder, 1n order to
achieve synchronization between an Arrnival Time Clock
(ATC) that 1s a time axis of ATSs, and an System Time Clock
(STC) that 1s a time axis of PTSs and DTSs.

FI1G. 25 1llustrates the data structure of the PMT 1n detaul.
A PMT header 1s disposed at the top of the PMT. The PMT
header describes the length of data included in the PMT and
others. A plurality of descriptors relating to the multiplexed
data 1s disposed after the PMT header. Information such as
the copy control information 1s described 1n the descriptors.
After the descriptors, a plurality of pieces of stream infor-
mation relating to the streams included 1n the multiplexed
data 1s disposed. Each piece of stream information includes
stream descriptors each describing information, such as a
stream type for 1dentifying a compression codec of a stream,
a stream PID, and stream attribute information (such as a
frame rate or an aspect ratio). The stream descriptors are
equal in number to the number of streams 1n the multiplexed
data.

When the multiplexed data i1s recorded on a recording
medium and others, 1t 1s recorded together with multiplexed
data information files

Each of the multiplexed data information files 1s manage-
ment information of the multiplexed data as shown in FIG.
26. The multiplexed data information files are in one to one
correspondence with the multiplexed data, and each of the
files includes multiplexed data information, stream attribute
information, and an entry map.

As 1llustrated 1n FI1G. 26, the multiplexed data information
includes a system rate, a reproduction start time, and a
reproduction end time. The system rate indicates the maxi-
mum transier rate at which a system target decoder to be
described later transiers the multiplexed data to a PID filter.
The intervals of the ATSs included in the multiplexed data
are set to not higher than a system rate. The reproduction
start time 1ndicates a PTS 1n a video frame at the head of the
multiplexed data. An interval of one frame 1s added to a PTS
in a video frame at the end of the multiplexed data, and the
PTS 1s set to the reproduction end time.
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As shown 1n FIG. 27, a piece of attribute information 1s
registered 1n the stream attribute information, for each PID
of each stream included in the multiplexed data. Each piece
ol attribute information has different information depending
on whether the corresponding stream 1s a video stream, an
audio stream, a presentation graphics stream, or an interac-
tive graphics stream. Each piece of video stream attribute
information carries nformation including what kind of
compression codec 1s used for compressing the video
stream, and the resolution, aspect ratio and frame rate of the
pieces of picture data that 1s included 1n the video stream.
Each piece of audio stream attribute information carries
information including what kind of compression codec 1s
used for compressing the audio stream, how many channels
are included i the audio stream, which language the audio
stream supports, and how high the sampling frequency is.
The video stream attribute information and the audio stream
attribute information are used for initialization of a decoder
before the player plays back the information.

In the present embodiment, the multiplexed data to be
used 1s of a stream type included 1n the PMT. Furthermore,
when the multiplexed data 1s recorded on a recording
medium, the video stream attribute information included 1n
the multiplexed data information 1s used. More specifically,
the 1image coding method or the 1mage coding apparatus
described 1n each of embodiments includes a step or a unit
for allocating unique information indicating video data
generated by the image coding method or the 1image coding
apparatus in each of embodiments, to the stream type
included 1n the PMT or the video stream attribute informa-
tion. With the configuration, the video data generated by the
image coding method or the image coding apparatus
described 1n each of embodiments can be distinguished from
video data that conforms to another standard.

Furthermore, FIG. 28 illustrates steps of the moving
picture decoding method according to the present embodi-
ment. In Step exS100, the stream type 1included 1n the PMT
or the video stream attribute information included in the
multiplexed data information 1s obtained from the multi-
plexed data. Next, in Step exS101, it 1s determined whether
or not the stream type or the video stream attribute infor-
mation indicates that the multiplexed data 1s generated by
the 1mage coding method or the 1image coding apparatus in
cach of embodiments. When 1t 1s determined that the stream
type or the video stream attribute information indicates that
the multiplexed data 1s generated by the image coding
method or the image coding apparatus in each of embodi-
ments, 1 Step exS102, decoding 1s performed by the image
decoding method 1n each of embodiments. Furthermore,
when the stream type or the video stream attribute informa-
tion 1ndicates conformance to the conventional standards,
such as MPEG-2, MPEG-4 AVC, and VC-1, in Step exS103,
decoding 1s performed by a moving picture decoding
method 1 conformity with the conventional standards.

As such, allocating a new umique value to the stream type
or the video stream attribute information enables determi-
nation whether or not the image decoding method or the
image decoding apparatus that 1s described in each of
embodiments can perform decoding. Even when multi-
plexed data that conforms to a different standard 1s input, an
appropriate decoding method or apparatus can be selected.
Thus, 1t becomes possible to decode information without
any error. Furthermore, the 1image coding method or appa-
ratus, or the image decoding method or apparatus in the
present embodiment can be used in the devices and systems
described above.
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Embodiment 4

Each of the image coding method, the image coding
apparatus, the image decoding method, and the image
decoding apparatus 1 each of embodiments i1s typically
achieved in the form of an mtegrated circuit or a Large Scale

Integrated (LLSI) circuit. As an example of the LSI, FIG. 29
illustrates a configuration of the LSI ex3500 that 1s made into

one chip. The LSI ex500 includes elements ex501, ex502,
ex503, ex504, ex505, ex506, ex507, ex508, and ex509 to be
described below, and the elements are connected to each
other through a bus €x510. The power supply circuit unit
ex5035 1s activated by supplying each of the elements with
power when the power supply circuit unit ex505 1s turned
on.

For example, when coding 1s performed, the LSI ex500
receives an AV signal from a microphone ex117, a camera

ex113, and others through an AV 10 ex509 under control of

a control unit ex501 including a CPU ex502, a memory
controller ex3503, a stream controller ex504, and a driving
frequency control unit ex512. The received AV signal 1s
temporarily stored 1in an external memory ex511, such as an
SDRAM. Under control of the control unit ex501, the stored
data 1s segmented into data portions according to the pro-
cessing amount and speed to be transmitted to a signal
processing unit €x507. Then, the signal processing unit
ex507 codes an audio signal and/or a video signal. Here, the
coding of the video signal 1s the coding described in each of
embodiments. Furthermore, the signal processing unit ex507
sometimes multiplexes the coded audio data and the coded
video data, and a stream 10 ex3506 provides the multiplexed
data outside. The provided multiplexed data 1s transmitted to
the base station ex107, or written on the recording medium
ex215. When data sets are multiplexed, the data should be
temporarily stored in the bufler ex508 so that the data sets
are synchronized with each other.

Although the memory ex511 1s an element outside the LSI
ex500, 1t may be included in the LSI ex3500. The bufler
ex508 1s not limited to one bufler, but may be composed of
buflers. Furthermore, the LSI ex500 may be made into one
chip or a plurality of chips.

Furthermore, although the control unit ex501 includes the
CPU ex502, the memory controller ex303, the stream con-
troller ex504, the driving frequency control unit ex512, the
configuration of the control unit ex501 1s not limited to such.
For example, the signal processing unit ex507 may further
include a CPU. Inclusion of another CPU in the signal
processing unit ex307 can improve the processing speed.
Furthermore, as another example, the CPU ex3502 may serve
as or be a part of the signal processing unit ex507, and, for
example, may include an audio signal processing unit. In
such a case, the control unit ex501 includes the signal
processing unit ex507 or the CPU ex502 including a part of
the signal processing unit ex507.

The name used here 1s LSI, but 1t may also be called IC,
system LSI, super LSI, or ultra LSI depending on the degree
ol 1ntegration.

Moreover, ways to achieve integration are not limited to
the LSI, and a special circuit or a general purpose processor
and so forth can also achieve the integration. Field Program-
mable Gate Array (FPGA) that can be programmed after
manufacturing LSIs or a reconfigurable processor that
allows re-configuration of the connection or configuration of
an L.SI can be used for the same purpose.

In the future, with advancement in semiconductor tech-
nology, a brand-new technology may replace LSI. The
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functional blocks can be mtegrated using such a technology.
The possibility 1s that the present mvention i1s applied to
biotechnology.

Embodiment 5

When video data generated in the image coding method or
by the image coding apparatus described in each of embodi-
ments 1s decoded, compared to when video data that con-
forms to a conventional standard, such as MPEG-2,
MPEG-4 AVC, and V(-1 1s decoded, the processing amount
probably increases. Thus, the LSI ex500 needs to be set to
a driving frequency higher than that of the CPU ex502 to be
used when video data 1n conformity with the conventional
standard 1s decoded. However, when the driving frequency
1s set higher, there 1s a problem that the power consumption
1nCcreases.

In order to solve the problem, the moving picture decod-
ing apparatus, such as the television ex300 and the LSI
ex500 1s configured to determine to which standard the
video data conforms, and switch between the driving fre-
quencies according to the determined standard. FIG. 30
illustrates a configuration €x800 1n the present embodiment.
A driving frequency switching umt ex803 sets a driving
frequency to a higher driving frequency when video data 1s
generated by the image coding method or the 1image coding
apparatus described 1n each of embodiments. Then, the
driving frequency switching unit ex803 instructs a decoding
processing unit ex801 that executes the 1mage decoding
method described 1n each of embodiments to decode the
video data. When the video data conforms to the conven-
tional standard, the driving frequency switching unit ex803
sets a dniving frequency to a lower driving frequency than
that of the video data generated by the image coding method
or the image coding apparatus described in each of embodi-
ments. Then, the driving frequency switching umt ex803
instructs the decoding processing unit ex802 that conforms
to the conventional standard to decode the video data.

More specifically, the drniving frequency switching unit
ex803 includes the CPU ex3502 and the driving frequency
control unit ex512 in FIG. 29. Here, each of the decoding
processing unit e€x801 that executes the moving picture
decoding method described 1n each of embodiments and the
decoding processing unit ex802 that conforms to the con-
ventional standard corresponds to the signal processing unit
ex507 i FIG. 29. The CPU ex502 determines to which
standard the video data conforms. Then, the dniving fre-
quency control unit ex3512 determines a driving frequency
based on a signal from the CPU ex502. Furthermore, the
signal processing umt ex507 decodes the video data based
on the signal from the CPU ex302. For example, the
identification information described i Embodiment 3 1is
probably used for identifying the video data. The 1dentifi-
cation information 1s not limited to the one described 1n
Embodiment 3 but may be any information as long as the
information indicates to which standard the video data
conforms. For example, when which standard video data
conforms to can be determined based on an external signal
for determiming that the video data 1s used for a television or
a disk, etc., the determination may be made based on such
an external signal. Furthermore, the CPU ex502 selects a
driving frequency based on, for example, a look-up table 1n
which the standards of the video data are associated with the
driving frequencies as shown in FIG. 32. The dniving
frequency can be selected by storing the look-up table 1n the
bufler ex508 and 1n an mternal memory of an LSI, and with
reference to the look-up table by the CPU ex502.
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FIG. 31 illustrates steps for executing a method in the
present embodiment. First, in Step exS200, the signal pro-
cessing unit ex307 obtains identification information from
the multiplexed data. Next, in Step exS201, the CPU ex502
determines whether or not the video data 1s generated by the
coding method and the coding apparatus described 1n each
of embodiments, based on the identification information.
When the video data 1s generated by the moving picture
coding method and the moving picture coding apparatus
described 1n each of embodiments, 1n Step exS202, the CPU
ex502 transmits a signal for setting the driving frequency to
a higher driving frequency to the driving frequency control
unit €x512. Then, the driving frequency control unit ex512
sets the driving frequency to the higher driving frequency.
On the other hand, when the identification information
indicates that the video data conforms to the conventional
standard, such as MPEG-2, MPEG-4 AV(C, and VC-1, 1n
Step exS203, the CPU ex3502 transmits a signal for setting
the driving frequency to a lower drniving frequency to the
driving Irequency control unit ex512. Then, the drniving
frequency control unit ex312 sets the driving frequency to
the lower driving frequency than that in the case where the
video data 1s generated by the image coding method and the
image coding apparatus described 1n each of embodiment.

Furthermore, along with the switching of the driving
frequencies, the power conservation eflect can be increased
by changing the voltage to be applied to the LSI ex500 or an
apparatus including the LSI ex500. For example, when the
driving frequency 1s set lower, the voltage to be applied to
the LSI ex500 or the apparatus including the LSI ex500 1s
probably set to a voltage lower than that in the case where
the driving frequency is set higher.

Furthermore, when the processing amount for decoding 1s
larger, the driving frequency may be set higher, and when the
processing amount for decoding 1s smaller, the driving
frequency may be set lower as the method for setting the
driving frequency. Thus, the setting method 1s not limited to
the ones described above. For example, when the processing,
amount for decoding video data in conformity with MPEG-4
AVC 1s larger than the processing amount for decoding
video data generated by the moving picture coding method
and the moving picture coding apparatus described 1n each
of embodiments, the driving frequency i1s probably set 1n
reverse order to the setting described above.

Furthermore, the method for setting the driving frequency
1s not limited to the method for setting the driving frequency
lower. For example, when the identification information
indicates that the video data 1s generated by the moving
picture coding method and the moving picture coding appa-
ratus described 1n each of embodiments, the voltage to be
applied to the LSI ex500 or the apparatus including the LSI
ex500 1s probably set higher. When the 1dentification infor-
mation indicates that the video data conforms to the con-
ventional standard, such as MPEG-2, MPEG-4 AVC, and
VC(C-1, the voltage to be applied to the LSI ex500 or the
apparatus including the LSI ex500 1s probably set lower. As
another example, when the 1dentification information indi-
cates that the video data 1s generated by the moving picture
coding method and the moving picture coding apparatus
described 1n each of embodiments, the driving of the CPU
ex502 does not probably have to be suspended. When the
identification imnformation indicates that the video data con-
forms to the conventional standard, such as MPEG-2,
MPEG-4 AVC, and VC-1, the dniving of the CPU ex502 1s
probably suspended at a given time because the CPU ex502
has extra processing capacity. Even when the identification
information indicates that the video data 1s generated by the
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moving picture coding method and the moving picture
coding apparatus described 1n each of embodiments, 1n the
case where the CPU ex502 has extra processing capacity, the
driving of the CPU ex502 1s probably suspended at a given
time. In such a case, the suspending time 1s probably set
shorter than that in the case where when the 1dentification

information indicates that the video data conforms to the
conventional standard, such as MPEG-2, MPEG-4 AVC, and

VC-1.

Accordingly, the power conservation eflect can be
increased by switching between the driving frequencies 1n
accordance with the standard to which the video data
conforms. Furthermore, when the LSI ex500 or the appara-
tus 1ncluding the LSI ex500 1s driven using a battery, the
battery life can be extended with the power conservation
cllect.

Embodiment 6

There are cases where a plurality of video data that
conforms to different standards, 1s provided to the devices
and systems, such as a television and a cellular phone. In
order to enable decoding the plurality of video data that
conforms to the different standards, the signal processing
unit ex507 of the LSI ex500 needs to conform to the
different standards. However, the problems of increase in the
scale of the circuit of the LSI ex500 and increase 1n the cost
arise with the individual use of the signal processing units
ex507 that conform to the respective standards.

In order to solve the problem, what 1s conceived 1s a
configuration in which the decoding processing unit for
implementing the moving picture decoding method
described in each of embodiments and the decoding pro-
cessing unit that conforms to the conventional standard,
such as MPEG-2, MPEG-4 AVC, and VC-1 are partly
shared. Ex900 1in FIG. 33A shows an example of the
configuration. For example, the moving picture decoding
method described 1n each of embodiments and the moving
picture decoding method that conforms to MPEG-4 AVC
have, partly in common, the details of processing, such as
entropy coding, mverse quantization, deblocking filtering,
and motion compensated prediction. The details of process-
ing to be shared probably include use of a decoding pro-
cessing unit €x902 that conforms to MPEG-4 AVC. In
contrast, a dedicated decoding processing unit ex901 1is
probably used for other processing unique to an aspect of the
present invention. The decoding processing unit for imple-
menting the moving picture decoding method described in
cach of embodiments may be shared for the processing to be
shared, and a dedicated decoding processing unit may be
used for processing unique to that of MPEG-4 AVC.

Furthermore, ex1000 in FIG. 33B shows another example
in that processing 1s partly shared. This example uses a
configuration including a dedicated decoding processing
umt ex1001 that supports the processing unique to an aspect
of the present mvention, a dedicated decoding processing
unmt ex1002 that supports the processing unique to another
conventional standard, and a decoding processing unit
ex1003 that supports processing to be shared between the
image decoding method according to the aspect of the
present invention and the conventional moving picture
decoding method. Here, the dedicated decoding processing
units ex1001 and ex1002 are not necessarily specialized for
the processing according to the aspect of the present inven-
tion and the processing of the conventional standard, respec-
tively, and may be the ones capable of implementing general




US RE49,991 E

31

processing. Furthermore, the configuration of the present

embodiment can be implemented by the LSI ex500.

As such, reducing the scale of the circuit of an LSI and
reducing the cost are possible by sharing the decoding

processing umt for the processing to be shared between t

1C

image decoding method according to the aspect of t

1C

present mvention and the moving picture decoding method

in conformity with the conventional standard.

INDUSTRIAL APPLICABILITY

The mmage coding method and the 1mage decoding

method according to the present invention has an effect of

improve coding efliciency, and can be applied to a video
camera, a mobile phone having the function of capturing and
reproducing video, a personal computer, a recording and

reproducing apparatus, or the like.

REFERENCE SIGNS LIST
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1100 Coding processing unit
1101 Subtractor

1102 Orthogonal transform unit
1103 Quantization unit

1104 Entropy coding umnit

1105 Inverse quantization unit
1106 Inverse orthogonal transform unit
1107 Adder

1108 Deblocking filter

1109 Memory

1110 Intra prediction unit

1111 Motion compensation unit
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1113 Switch

1200 Coding processing unit
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2100 Decoding processing unit
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2105 Deblocking filter

2106 Memory

2107 Intra prediction umt

2108 Motion compensation unit
2109 Switch

2200 Decoding control unit
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wherein said header including hierarchy depth infor-
mation indicating the unit where the reference index
1s stored:
parsing said header to obtain said hierarchy depth infor-
mation;
using said hierarchy depth information to obtain said
reference index; and
decoding said prediction unit using said reference index.]
[2. An image decoding apparatus for decoding a coded

10 stream the 1mage decoding apparatus comprising:
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[1. An image decoding method for decoding a coded 50

stream, the 1mage decoding method comprising:

receiving a coded stream which includes a plurality of
processing units and a header of the processing units,
the coded stream having been generated by coding an
image using inter prediction,
wherein the processing units including at least one
processing unit divided into a plurality of sub-pro-
cessing units 1n a multiple-level hierarchy in which
the size of a sub-processing unit at one level 1s larger
than the size of a sub-processing unit at a lower level,
wherein the hierarchy including a prediction unit that 1s
a sub-processing unit at a level lower than the
highest level,
wherein a reference index necessary for decoding said
prediction unit 1s stored 1n either said processing unit
that 1s divided or a sub-processing unit at a level
higher than said prediction unit, and
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a hardware processor; and
a non-transitory, computer-readable memory device
coupled to said hardware processor, said hardware
processor, using said memory device, perform the
following steps:
receiving a coded stream which includes a plurality of
processing units and a header of the processing units,
the coded stream having been generated by coding an
image using inter prediction,
wherein the processing units including at least one
processing umt divided into a plurality of sub-pro-
cessing units 1n a multiple-level hierarchy 1n which
the size of a sub-processing unit at one level 1s larger
than the size of a sub-processing unit at a lower level,
wherein the hierarchy including a prediction unit that 1s
a sub-processing unit at a level lower than the
highest level,
wherein a reference index necessary for decoding said
prediction unit 1s stored in either said processing unit
that 1s divided or a sub-processing unit at a level
higher than said prediction unit, and
wherein said header including hierarchy depth infor-
mation mdicating the unit where the reference index
1s stored:;
parsing said header to obtain said hierarchy depth infor-
mation;
using said hierarchy depth information to obtain said
reference index; and
decoding said prediction unit using said reference index.]
[3. An image decoding apparatus for decoding a coded

stream, the 1mage decoding apparatus comprising:

a recerver that receives a coded stream which includes a
plurality of processing units and a header of the pro-
cessing units, the coded stream having been generated
by coding an image using i1nter prediction,
wherein the processing units including at least one

processing umt divided into a plurality of sub-pro-
cessing units 1n a multiple-level hierarchy 1n which
the size of a sub-processing unit at one level 1s larger
than the size of a sub-processing unit at a lower level,
wherein the hierarchy including a prediction unit that 1s
a sub-processing unit at a level lower than the
highest level,
wherein a reference index necessary for decoding said
prediction unit 1s stored in either said processing unit
that 1s divided or a sub-processing umt at a level
higher than said prediction unit, and
wherein said header including hierarchy depth infor-
mation indicating the unit where the reference index
1s stored:

an 1dentifier that parses said header to obtain said hierar-
chy depth information and uses said hierarchy depth
information to obtain said reference index; and

a decoder that decodes said prediction unit using said
reference index.]

4. A decoder for decoding a coded stream to generate a

picture, the coded stream including a coded picture includ-
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ing a plurality of sub coded units, each of the sub coded units
including a plurality of sub prediction units, the decoder
comprising:

a memory; and

circuitry coupled to the memory, the circuitry performing:

parsing a first flag which indicates whether a veference
index is stored in a sub coded unit, the first flag being
in a picture header of the coded picture;

determining whether or not the first flag indicates that
the veference index is stoved in the sub coded unit;

when the first flag is determined to indicate that the
reference index is stoved in the sub coded unmit,
parsing the reference index stored in the sub coded
unit and decode the sub coded unit by performing
inter prediction in which (i) each of sub prediction
units included in the sub coded unit identify a
prediction mode and (ii) the reference index stoved in
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the sub coded unit is applied to all of the sub
prediction units included in the sub coded unit; and

when the first flag is determined not to indicate that the
reference index is stoved in the sub coded unit,
parsing rveference indexes stoved in sub prediction
units included in the sub coded unit and decoding the
sub prediction units by performing inter prediction in
which (i) each of the sub prediction units included in
the sub coded unit identifies the prediction mode and
(ii) the reference indexes stored in the sub prediction
units arve applied to the sub prediction units.

5. The decoder according to claim 4, wherein the sub
coded unit is a lowest coded unit.

6. The decoder according to claim 4, wherein when the
first flag is determined to indicate that the reference index is
stored in the sub coded unit, the veference index stoved in the
sub coded unit is a combined reference index.
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