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parity-check (LDPC) codes having pairwise orthogonality
of adjacent rows, and a new decoder that exploits the
pairwise row orthogonality for flexible decoder scheduling
without performance loss. An apparatus includes a recerver
configured to receive a codeword 1n accordance with a radio
technology across a wireless channel via one or more
antenna elements situated proximal the receiver. The appa-
ratus includes at least one processor coupled with a memory
and comprising decoder circuitry configured to decode the
codeword based on a LDPC code to produce a set of
information bits. The LDPC code 1s stored in the memory
and defined by a base matrix having columns 1n which all
adjacent rows are orthogonal 1n a last portion of the rows.
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RECEIVE A CODEWORD IN ACCORDANCE WITH A RADILO
TECHNOLOGY ACROSS A WIRELESS CHANNEL VIA ONE OR MORE
ANTENNA ELEMENTS SITUATED PROXIMAL A RECEIVER l

DECQODE THE CODEWORD VIA DECODER CIRCUITRY BASE

ON A LOW

DENSITY PARITY CHECK (LDPC) CODE TO PRODUCE A SET OF
INFORMATION BITS, WHEREIX THE LDPC CODE IS STORED AND
DEFINED BY A BASE MATRIX HAVING A FIRST NUMBER OF COLUMNS
CORRESPONDING TO VARIABLE NODES OF A BASE GRAPH AND A
SECOND NUMBER OF ROWS CORRESPONDING TO CHECK NODES OF
THE BASE GRAPH, AND FOR EACH OF THE FIRST NUMBER OF
COLUMNS, ALL ADJACENT ROWS ARE ORTHOGONAL TN A LAST
PORTION OF THE SECOND NUMBER OF ROWS
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COMMUNICATION TECHNIQUES
INVOLVING PAIRWISE ORTHOGONALITY

OF ADJACENT ROWS IN LPDC CODE

Matter enclosed in heavy brackets | ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue; a claim printed with strikethrough
indicates that the claim was canceled, disclaimed, or held
invalid by a prior post-patent action or proceeding.

CROSS-REFERENCE TO RELATED
APPLICATION & PRIORITY CLAIM

[This application claims benefit of and priority to U.S.
Provisional Patent Application Ser. No. 62/517,916, filed
Jun. 10, 2017, and also U.S. Provisional Patent Application
Ser. No. 62/522,044, filed Jun. 19, 2017. Both of said
applications are herein incorporated by reference in their
entireties as if fully set forth below and for all applicable
purposes.)This application is reissue of U.S. Pat. No.
10,312,939, issued on Jun. 4, 2019 which was filed as U.S.
patent application Ser. No. 16/003,047, filed Jun. 7, 2018.
U.S. patent application Ser. No. 16/003,047 claims benefit of
and priority to U.S. Provisional Patent Application Ser. No.
62/517,916, filed Jun. 10, 2017, and also U.S. Provisional
Patent Application Ser. No. 62/522,044, filed Jun. 19, 2017,

both of said applications are hevein incorvporated by refer-
ence in their entiveties as if fully set forth below and for all
applicable purposes.

TECHNICAL FIELD

Aspects of the present disclosure relate to wireless com-
munications, and more particularly, to techniques for coding,
using low-density parity-check (LDPC) codes. In some
embodiments, the LDPC codes can be arranged in or have
pairwise orthogonality of adjacent rows 1n a parity check
matrix (PCM) describing the code. Embodiments also
include new modules (e.g., hardware) such as a new
encoder/decoder configured for leveraging LDPC coding
with pairwise row orthogonality to perform flexible encoder/
decoder scheduling without performance loss and advanta-
geous hardware processing

INTRODUCTION

Wireless communication systems are widely deployed to
provide various telecommunication services such as tele-
phony, video, data, messaging, broadcasts, etc. These wire-
less communication systems may employ multiple-access
technologies capable of supporting communication with
multiple users by sharing available system resources (e.g.,
bandwidth, transmit power, etc.). Examples of such mul-
tiple-access systems include 3rd Generation Partnership
Project (3GPP) Long Term Evolution (LTE) systems, LTE
Advanced (LTE-A) systems, code division multiple access
(CDMA) systems, time division multiple access (TDMA)
systems, frequency division multiple access (FDMA) sys-
tems, orthogonal {requency division multiple access
(OFDMA) systems, single-carrier frequency division mul-
tiple access (SC-FDMA) systems, and time division syn-
chronous code division multiple access (TD-SCDMA) sys-
tems, to name a few.

In some examples, a wireless multiple-access communi-
cation system may 1nclude a number of base stations (BSs),
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which are each capable of simultaneously supporting com-
munication for multiple communication devices, otherwise
known as user equipments (UEs). In an LTE or LTE-A
network, a set of one or more base stations may define an
cNodeB (eNB). In other examples (e.g., in a next generation,
a new radio (NR), or 3G network), a wireless multiple access
communication system may include a number of distributed
units (DUs) (e.g., edge units (EUs), edge nodes (ENs), radio
heads (RHs), smart radio heads (SRHs), transmission recep-
tion points (TRPs), etc.) in communication with a number of
central units (CUs) (e.g., central nodes (CNs), access node
controllers (ANCs), etc.), where a set of one or more DU,
in communication with a CU, may define an access node
(e.g., which may be referred to as a BS, 5G NB, next
generation NodeB (gNB or gNodeB), transmission reception
point (TRP), etc.). ABS or DU may communicate with a set
of UEs on downlink channels (e.g., for transmissions from
a BS or DU to a UE) and uplink channels (e.g., for
transmissions from a UE to BS or DU).

These multiple access technologies have been adopted 1n
various telecommunication standards to provide a common
protocol that enables different wireless devices to commu-
nicate on a municipal, national, regional, and even global
level. NR (e.g., new radio or 5G) 1s an example of an
emerging telecommunication standard. NR 1s a set of
enhancements to the LTE mobile standard promulgated by
3GPP. NR 1s demgned to better support mobile broadband
Internet access by 1mpr0v1ng spectral efliciency, lowering
costs, improving services, making use of new spectrum, and
better integrating with other open standards using OFDMA
with a cyclic prefix (CP) on the downlink (DL) and on the
uplink (UL). To these ends, NR supports beamforming,
multiple-input multiple-output (MIMO) antenna technology,
and carrier aggregation.

Binary values (e.g., ones and zeros), are used to represent
and communicate various types of information, such as
video, audio, statistical information, etc. Unfortunately, dur-
ing storage, transmission, and/or processing of binary data,
errors may be unintentionally introduced; for example, a “1”
may be changed to a “0” or vice versa.

Generally, 1n the case of data transmission, a receiver
observes each received bit 1n the presence of noise or
distortion and only an indication of the bit’s value 1is
obtained. Under these circumstances, the observed values
are 1terpreted as a source of “soit” bits. A soit bit indicates
a preferred estimate of the bit’s value (e.g., a 1 or a 0)
together with some indication of the reliability of that
estimate. While the number of errors may be relatively low,
even a small number of errors or level of distortion can result
in the data being unusable or, in the case of transmission
errors, may necessitate re-transmaission of the data. In order
to provide a mechanism to check for errors and, 1n some
cases, to correct errors, binary data can be coded to introduce
carefully designed redundancy. Coding of a unit of data
produces what 1s commonly referred to as a codeword.
Because of its redundancy, a codeword will often include
more bits than the input unit of data from which the
codeword was produced.

Redundant bits are added by an encoder to the transmitted
bit stream to create a code word. When signals arising from
transmitted code words are received or processed, the redun-
dant information included 1n the code word as observed 1n
the signal can be used to identify and/or correct errors in or
remove distortion from the recerved signal i order to
recover the original data unit. Such error checking and/or
correcting can be implemented as part of a decoding process.
In the absence of errors, or in the case of correctable errors
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or distortion, decoding can be used to recover from the
source data being processed, the original data unit that was
encoded. In the case of unrecoverable errors, the decoding
process may produce some indication that the original data
cannot be fully recovered. Such indications of decoding
tailure can be used to 1nitiate retransmission of the data. As
the use of fiber optic lines for data communication and
increases in the rate at which data can be read from and
stored to data storage devices (e.g., disk drives, tapes, etc.)
increases, there 1s an increasing need for eflicient use of data
storage and transmission capacity and also for the ability to
encode and decode data at high rates of speed.

In the context of 3GPP standardization efforts by inter-
ested parties and 3GPP participants, TR.38.912 (Version
14.0.0, March 2017) outlined aspects related to study items
under consideration for NR to fulfill requirements of IMT-
2020 plans. One area related to channel coding (Section
8.2.1.5). This section discusses channel coding for NR
including LDPC (Section 8.2.1.5.1) and discusses some
matrix components.

BRIEF SUMMARY

The systems, methods, and devices of the disclosure each
have several aspects, no single one of which 1s solely
responsible for its desirable attributes. Without limiting the
scope of this disclosure as expressed by the claims which
follow, some features will now be discussed briefly. After
considering this discussion, and particularly after reading
the section entitled “Detailed Description” one will under-
stand how the features of this disclosure provide advantages
that include improved communications between access
points and stations 1n a wireless network.

While encoding efficiency and high data rates are impor-
tant, for an encoding and/or decoding system to be practical
for use 1n a wide range of devices (e.g., consumer devices),
it 1s also important that the encoders and/or decoders can be
implemented at reasonable cost. Embodiments of the present
invention provide improved communication devices with
new, improved hardware components capable of carrying
out new, improved encoding and decoding techmniques.
Encoders and decoders according to embodiments of the
present invention can include features as discussed below
tor leveraging LDPC coding techniques. Embodiments can
include LDPC encoder/decoder circuitry comprising circuit
features configured to carry out encoding and decoding
techniques etliciently and considering device size and opera-
tional design considerations. Technical improvements can
include faster hardware processing resulting from encoding/
decoding using an LPDC code based on base graph having
unique orthogonality arrangements.

Communication systems oiten need to operate at several
different rates. Low-density parity-check (LDPC) codes can
be used for simple implementation to provide coding and/or
decoding at different rates. For example, higher-rate LDPC
codes can be generated by puncturing lower-rate LDPC
codes.

As the demand for mobile broadband access continues to
increase, there exists a need for further improvements in NR
technology. Preferably, improvements can or should be
applicable to other multi-access technologies and the tele-
communication standards that employ these technologies.
One area for improvements 1s the area of encoding/decoding
for data transmissions. These improvements (e.g., improved
LDPC codes) can be applicable to NR and other access
technologies.
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Aspects of the present disclosure relate to coding for
communications using LDPC codes that have pairwise
orthogonality of adjacent rows 1n the corresponding parity
check matrix (PCM) that describes the LDPC code and a
new encoder/decoder that exploits the LDPC coding with
the pairwise row orthogonality to perform flexible encoder/
decoder scheduling without performance loss. Embodiments
can include circuits arranged and/or configured to carry out
encoding/decoding operations using LDPC codes having
pairwise orthogonality. In some embodiments, an encoder or
decoder can comprise at least one processor communica-
tively coupled to a memory device, the encoder or decoder
can be configured to implement encoding or decoding
leveraging LDPC codes with pairwise orthogonality
arrangements.

Certain aspects provide an apparatus for wireless com-
munication by a receiving device. The apparatus generally
includes a receiver configured to receive a codeword 1n
accordance with a radio technology across a wireless chan-
nel via one or more antenna elements situated proximal the
receiver. The apparatus includes at least one processor
coupled with a memory and comprising decoder circuitry
configured to decode the codeword based on a LDPC code
to produce a set of mformation bits. The LDPC code 1s
stored 1n the memory and defined by a base matrix having
a first number of columns corresponding to variable nodes of
a base graph and a second number of rows corresponding to
check nodes of the base graph. For each of the first number
of columns, all adjacent rows are orthogonal 1n a last portion
of the second number of rows.

Certain aspects provide an apparatus for wireless com-
munication by a transmitting device. The apparatus gener-
ally includes at least one processor coupled with a memory
and comprising an encoder circuit configured to encode a set
of mformation bits based on a LDPC code to produce a
codeword. The LDPC code 1s stored in the memory and
defined by a base matrix having a first number of columns
corresponding to variable nodes of a base graph and a
second number of rows corresponding to check nodes of the
base graph. For each of the first number of columns, all
adjacent rows are orthogonal 1n a last portion of the second
number of rows. The apparatus includes a transmitter con-
figured to transmit the codeword in accordance with a radio
technology across a wireless channel via one or more
antenna elements arranged proximal the transmuitter.

Certain aspects provide a method for wireless communi-
cation by a recerving device. The method generally includes
receiving a codeword 1n accordance with a radio technology
across a wireless channel via one or more antenna elements
situated proximal a receiver. The method includes decoding
the codeword via decoder circuitry based on a LDPC code
to produce a set of mformation bits. The LDPC code 1s
stored and defined by a base matrix having a first number of
columns corresponding to variable nodes of a base graph
and a second number of rows corresponding to check nodes
of the base graph. For each of the first number of columns,
all adjacent rows are orthogonal 1n a last portion of the
second number of rows.

Certain aspects provide a method for wireless communi-
cation by a transmitting device. The method generally
includes encoding with encoder circuitry a set of informa-
tion bits based on a LDPC code to produce a codeword. The
LDPC code 1s defined by a base matrix having a first number
of columns corresponding to variable nodes of a base graph
and a second number of rows corresponding to check nodes
of the base graph. For each of the first number of columns,
all adjacent rows are orthogonal 1n a last portion of the
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second number of rows. The method includes transmitting
the codeword 1n accordance with a radio technology across
a wireless channel via one or more antenna elements.

Certain aspects provide an apparatus for wireless com-
munication, such as a recerving device. The apparatus gen-
crally includes means for receiving a codeword 1n accor-
dance with a radio technology across a wireless channel. The
apparatus generally includes means for decoding the code-
word based on a LDPC code to produce a set of information
bits. The LDPC code 1s defined by a base matrix having a
first number of columns corresponding to variable nodes of
a base graph and a second number of rows corresponding to
check nodes of the base graph. For each of the first number
of columns, all adjacent rows are orthogonal 1n a last portion
of the second number of rows.

Certain aspects provide an apparatus for wireless com-
munication, such as a transmitting device. The apparatus
generally includes means for encoding a set of information
bits based on a LDPC code to produce a codeword. The
LDPC code 1s defined by a base matrix having a first number
of columns corresponding to variable nodes of a base graph
and a second number of rows corresponding to check nodes
of the base graph. For each of the first number of columuns,
all adjacent rows are orthogonal 1n a last portion of the
second number of rows. The apparatus generally includes
means for transmitting the codeword 1n accordance with a
radio technology across a wireless channel.

Certain aspects provide a computer readable medium
having computer executable code stored thereon for wireless
communication. The computer executable code generally
includes code for receiving a codeword 1n accordance with
a radio technology across a wireless channel. The computer
executable code generally includes code for decoding the
codeword based on a LDPC code to produce a set of
information bits. The LDPC code 1s defined by a base matrix
having a first number of columns corresponding to variable
nodes of a base graph and a second number of rows
corresponding to check nodes of the base graph. For each of
the first number of columns, all adjacent rows are orthogonal
in a last portion of the second number of rows.

Certain aspects provide a computer readable medium
having computer executable code stored thereon for wireless
communication. The computer executable code generally
includes code for encoding a set of information bits based on
a LDPC code to produce a codeword. The LDPC code 1s
defined by a base matrix having a first number of columns
corresponding to variable nodes of a base graph and a
second number of rows corresponding to check nodes of the
base graph. For each of the first number of columns, all
adjacent rows are orthogonal 1n a last portion of the second
number of rows. The computer executable code generally
includes code for transmitting the codeword 1n accordance
with a radio technology across a wireless channel.

Certain embodiments can include a number of devices
capable of communication. For example, some embodi-
ments may nclude user-based, handheld consumer devices
that comprise a housing capable of holding mternal circuitry.
The internal circuitry can include one or more processors
configured to carry out mobile communications and associ-
ated memory for storing data and software. The internal
circuitry can also include wireless modem features that
include encoder/decoder circuitry that may use LPDC codes
for encoding or decoding information in wireless commu-
nication settings. In another example, an apparatus can
comprise: a transceiver capable of wireless communications
with at least one network node of a wireless network:; and a
processor coupled to the transceiver. The processor can
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comprise an encoder capable of encoding data to provide
encoded data by performing operations comprising: encod-

ing the data with a low-density parity-check (LDPC) code
having row-wise orthogonality to provide LDPC-coded
data. The processor can comprise a decoder capable of
decoding data to provide decoded data by performing opera-
tions comprising: decoding data with a low-density party-
check (LDPC) code having row-wise orthogonality to pro-
vide LDPC-decoded data.

To the accomplishment of the foregoing and related ends,
the one or more aspects comprise the features heremafter
fully described and particularly pointed out in the claims.
The following description and the appended drawings set
forth 1n detail certain 1llustrative features of the one or more
aspects. These features are indicative, however, of but a few
of the various ways i1n which the principles of various
aspects may be employed.

BRIEF DESCRIPTION OF THE DRAWINGS

So that the manner 1n which the above-recited features of
the present disclosure can be understood in detail, a more
particular description, brietly summarized above, may be
had by reference to aspects, some of which are illustrated in
the drawings. It 1s to be noted, however, that the appended
drawings 1llustrate only certain typical aspects of this dis-
closure and are therefore not to be considered limiting of 1ts
scope, for the description may admit to other equally eflec-
tive aspects.

FIG. 1 1s a block diagram conceptually 1illustrating an
example telecommunications system, in accordance with
certain aspects of the present disclosure.

FIG. 2 1s a block diagram illustrating an example logical
architecture of a distributed radio access network (RAN), 1n
accordance with certain aspects of the present disclosure.

FIG. 3 1s a diagram 1illustrating an example physical
architecture of a distributed RAN, 1n accordance with certain
aspects of the present disclosure.

FIG. 4 1s a block diagram conceptually illustrating a
design of an example base station (BS) and user equipment
(UE), 1n accordance with certain aspects of the present
disclosure.

FIG. § 1s a diagram showing examples for implementing,
a communication protocol stack, in accordance with certain
aspects of the present disclosure.

FIG. 6 illustrates an example of a frame format for a new
radio (NR) system, 1n accordance with certain aspects of the
present disclosure.

FIGS. 7-7A show graphical and matrix representations of
an exemplary low-density parity-check (LDPC) code, 1n
accordance with certain aspects of the present disclosure.

FIG. 8 1s a lifted bipartite graph 1llustrating lifting of the
LDPC code of FIG. 7A, 1n accordance with certain aspects
of the present disclosure.

FIG. 9 1s a block diagram illustrating an encoder, in
accordance with certain aspects of the present disclosure.

FIG. 10 1s a block diagram illustrating a decoder, 1n
accordance with certain aspects of the present disclosure.

FIG. 11 1s an example generalized structure of an LDPC
code base matrix, in accordance with certain aspects of the
present disclosure.

FIG. 12 an example LDPC code base matrix, i accor-
dance with certain aspects of the present disclosure.

FIG. 13 illustrates a communications device that may
include various components configured to perform opera-
tions for the techniques disclosed herein in accordance with
aspects of the present disclosure.
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FIG. 14 15 a flow diagram 1illustrating example operations
for wireless communications by a receiving device using

LDPC coding, 1n accordance with certain aspects of the
present disclosure.

FI1G. 15 1s a tlow diagram illustrating example operations
for wireless communications by a transmitting device using
LDPC coding, in accordance with certain aspects of the
present disclosure.

To facilitate understanding, identical reference numerals
have been used, where possible, to designate i1dentical
clements that are common to the figures. It 1s contemplated
that elements disclosed 1n one aspect may be beneficially
utilized on other aspects without specific recitation.

DETAILED DESCRIPTION

Aspects of the present disclosure provide apparatus,
methods, processing systems, and computer readable medi-
ums for coding for communications using low-density par-
ity-check (LDPC) codes that have pairwise orthogonality of
adjacent rows i1n the corresponding parity check matrix
(PCM) that describes the LDPC code.

The following description provides examples, and 1s not
limiting of the scope, applicability, or examples set forth 1n
the claims. Changes may be made in the function and
arrangement of elements discussed without departing from
the scope of the disclosure. Various examples may omut,
substitute, or add various procedures or components as
appropriate. For instance, the methods described may be
performed in an order different from that described, and
various steps may be added, omitted, or combined. Also,
features described with respect to some examples may be
combined 1 some other examples. For example, an appa-
ratus may be implemented, or a method may be practiced
using any number of the aspects set forth herein. In addition,
the scope of the disclosure 1s mtended to cover such an
apparatus or method which 1s practiced using other struc-
ture, functionality, or structure and functionality 1n addition
to, or other than, the various aspects of the disclosure set
forth herein. It should be understood that any aspect of the
disclosure disclosed herein may be embodied by one or
more elements of a claim. The word “exemplary” 1s used
herein to mean “serving as an example, istance, or 1llus-
tration.” Any aspect described herein as “exemplary” 1s not
necessarilly to be construed as preferred or advantageous
over other aspects.

The techniques described herein may be used for various

wireless communication technologies, such as LTE, CDMA,
TDMA, FDMA, OFDMA, SC-FDMA and other networks.

The terms “network™ and “system” are often used inter-
changeably. A CDMA network may implement a radio
technology such as Umversal Terrestrial Radio Access
(UTRA), cdma2000, etc. UTRA includes Wideband CDMA
(WCDMA) and other variants of CDMA. cdma2000 covers
[S-2000, IS-95 and IS-856 standards. A TDMA network may
implement a radio technology such as Global System for
Mobile Communications (GSM). An OFDMA network may
implement a radio technology such as NR (e.g. 5G RA),
Evolved UTRA (E-UTRA), Ultra Mobile Broadband
(UMB), IEEE 802.11 (Wi-Fi1), IEEE 802.16 (WiMAX),
IEEE 802.20, Flash-OFDMA, etc. UTRA and E-UTRA are
part of Umniversal Mobile Telecommunication System
(UMTS).

New Radio (NR) 1s an emerging wireless communications

technology under development 1n conjunction with the 3G
Technology Forum (5GTF). 3GPP Long Term Evolution

(LTE) and LTE-Advanced (LTE-A) are releases of UMTS
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that use E-UTRA. UTRA, E-UTRA, UMTS, LTE, LTE-A
and GSM are described 1n documents from an organization
named “3rd Generation Partnership Project” (3GPP).
cdma2000 and UMB are described in documents ifrom an
organization named ‘“3rd Generation Partnership Project 27
(3GPP2). The techniques described herein may be used for
the wireless networks and radio technologies mentioned
above as well as other wireless networks and radio tech-
nologies. For clarity, while aspects may be described herein
using terminology commonly associated with 3G and/or 4G
wireless technologies, aspects of the present disclosure can
be applied 1n other generation-based communication sys-
tems, such as 5G and later, including NR technologies.

New radio (NR) access (e.g., 3G technology) may support
various wireless communication services, such as enhanced
mobile broadband (eMBB) targeting wide bandwidth (e.g.,
80 MHz or beyond), millimeter wave (mmW) targeting high
carrier Irequency (e.g., 25 GHz or beyond), massive
machine type communications MTC (mMTC) targeting
non-backward compatible MTC techniques, and/or mission
critical targeting ultra-reliable low-latency communications
(URLLC). These services may include latency and reliabil-
ity requirements. These services may also have different
transmission time intervals (TT1) to meet respective quality
of service (QoS) requirements. In addition, these services
may co-exist in the same subirame.

While aspects and embodiments are described in this
application by illustration to some examples, those skilled 1n
the art will understand that additional implementations and
use cases may come about 1n many different arrangements
and scenarios. Innovations described herein may be imple-
mented across many diflering platform types, devices, sys-
tems, shapes, sizes, packaging arrangements. For example,
embodiments and/or uses may come about via integrated
chip embodiments and other non-module-component based
devices (e.g., end-user devices, vehicles, communication
devices, computing devices, industrial equipment, retail/
purchasing devices, medical devices, Al-enabled devices,
ctc.). While some examples may or may not be specifically
directed to use cases or applications, a wide assortment of
applicability of described innovations may occur. Imple-
mentations may range a spectrum from chip-level or modu-
lar components to non-modular, non-chip-level implemen-
tations and further to aggregate, distributed, or OEM devices
or systems 1incorporating one or more aspects ol the
described innovations. In some practical settings, devices
incorporating described aspects and features may also nec-
essarilly include additional components and features for
implementation and practice of claimed and described
embodiments. For example, transmission and reception of
wireless signals necessarily includes a number of compo-
nents for analog and digital purposes (e.g., hardware com-
ponents including antennas, antenna alements arranged or
located proximal receiver or transmitter components, RF-
chains, power amplifiers, modulators, bufler, processor(s),
interleaver, adders/summers, etc.). It 1s mtended that inno-
vations described herein may be practiced in a wide variety
of devices, chip-level components, systems, distributed
arrangements, end-user devices, etc. of varying sizes,
shapes, and constitution.

Example Wireless Communications System

FIG. 1 illustrates an example wireless communication
network 100 1n which aspects of the present disclosure may
be performed. For example, the wireless communication

network 100 may be a New Radio (NR) or 5G network. The
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NR network may use low-density parity-check (LPDC)
coding for certain transmissions, 1n accordance with certain
aspects of the present disclosure. For example, a transmiut-
ting device, such as a base station (BS) 110 on the downlink
or a user equipment (UE) 120 on the uplink, can encode
information bits for transmission to a recerving device 1n the

wireless communication network 100. The transmitting
device encodes the information bits for certain transmissions

using LDPC code. The base graph associated with the LDPC

code may have pairwise row orthogonality mm a lower
portion of the base graph. The recerving device, such as the

UE 120 on the downlink or the BS 110 on the uplink,

receives the encoded transmission from the transmitting,
device and decodes the transmission to obtain the informa-
tion. The receiving device may exploit the pairwise row
orthogonality 1n the decoder for more flexible decoder
scheduling.

As 1illustrated 1n FIG. 1, the wireless communication
network 100 may include a number of base stations (BSs)
110 and other network entities. A BS may be a station that
communicates with user equipments (UEs). Each BS 110
may provide communication coverage for a particular geo-
graphic area. In 3GPP, the term “cell” can refer to a coverage
area ol a Node B (NB) and/or a NB subsystem serving this
coverage area, depending on the context in which the term
1s used. In NR systems, the term “cell” and next generation
NB (gNB or gNodeB), NR BS, 5G NB, access point (AP),
or transmission reception point (IRP) may be interchange-
able. In some examples, a cell may not necessarily be
stationary, and the geographic area of the cell may move
according to the location of a mobile BS. In some examples,
the base stations may be interconnected to one another
and/or to one or more other base stations or network nodes
(not shown) 1n wireless communication network 100
through various types of backhaul interfaces, such as a direct
physical connection, a wireless connection, a virtual net-
work, or the like using any suitable transport network.

In general, any number of wireless networks may be
deployed 1n a given geographic area. Each wireless network
may support a particular radio access technology (RAT) and
may operate on one or more frequencies. A RAT may also be
referred to as a radio technology, an air interface, etc. A
frequency may also be referred to as a carrier, a subcarrier,
a frequency channel, a tone, a subband, etc. Each frequency
may support a single RAT 1n a given geographic area in
order to avoid interference between wireless networks of
different RATSs. In some cases, NR or 3G RAT networks may
be deployed.

A BS may provide communication coverage for a macro
cell, a pico cell, a femto cell, and/or other types of cells. A
macro cell may cover a relatively large geographic area
(e.g., several kilometers in radius) and may allow unre-
stricted access by UEs with service subscription. A pico cell
may cover a relatively small geographic area and may allow
unrestricted access by UEs with service subscription. A
femto cell may cover a relatively small geographic area
(c.g., a home) and may allow restricted access by UEs
having an association with the femto cell (e.g., UEs 1n a
Closed Subscriber Group (CSG), UEs for users 1n the home,
etc.). A BS for a macro cell may be referred to as a macro
BS. A BS for a pico cell may be referred to as a pico BS. A
BS for a femto cell may be referred to as a femto BS or a
home BS. In the example shown in FIG. 1, the BSs 110a,
110b and 110c¢ may be macro BSs for the macro cells 102a,
102b and 102c, respectively. The BS 110x may be a pico BS
tor a pico cell 102x. The BSs 110y and 110z may be femto
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BSs for the femto cells 102y and 102z, respectively. A BS
may support one or multiple (e.g., three) cells.

Wireless communication network 100 may also include
relay stations. A relay station 1s a station that receives a
transmission of data and/or other information from an
upstream station (e.g., a BS or a UE) and sends a transmis-
sion of the data and/or other information to a downstream
station (e.g., a UE or a BS). Arelay station may also be a UE
that relays transmissions for other UEs. In the example
shown 1n FI1G. 1, a relay station 110r may communicate with
the BS 110a and a UE 120r in order to facilitate communi-
cation between the BS 110a and the UE 120r. A relay station
may also be referred to as a relay BS, a relay, eftc.

Wireless communication network 100 may be a hetero-
geneous network that includes BSs of different types, e.g.,
macro BS, pico BS, femto BS, relays, etc. These diflerent
types of BSs may have different transmit power levels,
different coverage areas, and different impact on interference
in the wireless communication network 100. For example,
macro BS may have a high transmit power level (e.g., 20
Watts) whereas pico BS, femto BS, and relays may have a
lower transmit power level (e.g., 1 Watt).

Wireless communication network 100 may support syn-
chronous or asynchronous operation. For synchronous
operation, the BSs may have similar frame timing, and
transmissions from diflerent BSs may be approximately
aligned 1n time. For asynchronous operation, the BSs may
have different frame timing, and transmissions from difler-
ent BSs may not be aligned in time. The techniques
described herein may be used for both synchronous and
asynchronous operation.

A network controller 130 may couple to a set of BSs and
provide coordination and control for these BSs. The network
controller 130 may communicate with the BSs 110 via a
backhaul. The BSs 110 may also communicate with one
another (e.g., directly or indirectly) via wireless or wireline
backhaul.

The UEs 120 (e.g., 120x, 120y, etc.) may be dispersed

throughout the wireless communication network 100, and
cach UE may be stationary or mobile. A UE may also be

referred to as a mobile station, a terminal, an access termi-
nal, a subscriber unit, a station, a Customer Premises Equip-
ment (CPE), a cellular phone, a smart phone, a personal
digital assistant (PDA), a wireless modem, a wireless com-
munication device, a handheld device, a laptop computer, a
cordless phone, a wireless local loop (WLL) station, a tablet
computer, a camera, a gaming device, a netbook, a smart-
book, an ultrabook, an appliance, a medical device or
medical equipment, a biometric sensor/device, a wearable
device such as a smart watch, smart clothing, smart glasses,
a smart wrist band, smart jewelry (e.g., a smart ring, a smart
bracelet, etc.), an entertainment device (e.g., a music device,
a video device, a satellite radio, etc.), a vehicular component
or sensor, a smart meter/sensor, industrial manufacturing
equipment, a global positioning system device, or any other
suitable device that i1s configured to communicate via a
wireless or wired medium. Some UEs may be considered
machine-type communication (MTC) devices or evolved
MTC (eMTC) devices. MTC and eMTC UEs include, for
example, robots, drones, remote devices, sensors, meters,
monitors, location tags, etc., that may communicate with a
BS, another device (e.g., remote device), or some other
entity. A wireless node may provide, for example, connec-
tivity for or to a network (e.g., a wide area network such as
Internet or a cellular network) via a wired or wireless
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communication link. Some UEs may be considered Internet-
of-Things (IoT) devices, which may be narrowband IoT
(NB-IoT) devices.

Certain wireless networks (e.g., LTE) utilize orthogonal
frequency division multiplexing (OFDM) on the downlink
and single-carrier Ifrequency division multiplexing (SC-
FDM) on the uplink. OFDM and SC-FDM partition the
system bandwidth mto multiple (K) orthogonal subcarriers,
which are also commonly referred to as tones, bins, efc.
Each subcarrier may be modulated with data. In general,
modulation symbols are sent 1n the frequency domain with
OFDM and in the time domain with SC-FDM. The spacing
between adjacent subcarriers may be fixed, and the total
number of subcarriers (K) may be dependent on the system
bandwidth. For example, the spacing of the subcarriers may
be 15 kHz and the minimum resource allocation (called a
“resource block” (RB)) may be 12 subcarriers (or 180 kHz).
Consequently, the nominal Fast Fourier Transfer (FFT) size
may be equal to 128, 256, 312, 1024 or 2048 for system
bandwidth of 1.25, 2.5, 5, 10, or 20 megahertz (MHz),
respectively. The system bandwidth may also be partitioned
into subbands. For example, a subband may cover 1.08 MHz
(1.e., 6 resource blocks), and there may be 1, 2, 4, 8, or 16
subbands for system bandwidth of 1.25, 2.5, 5, 10 or 20
MHz, respectively.

While aspects of the examples described herein may be
associated with LTE technologies, aspects of the present
disclosure may be applicable with other wireless communi-
cations systems, such as NR. NR may utilize OFDM with a
CP on the uplink and downlink and include support for
half-duplex operation using TDD. Beamforming may be
supported and beam direction may be dynamically config-
ured. MIMO transmissions with precoding may also be
supported. MIMO configurations in the DL may support up
to 8 transmit antennas with multi-layer DL transmissions up
to 8 streams and up to 2 streams per UE. Multi-layer
transmissions with up to 2 streams per UE may be sup-
ported. Aggregation of multiple cells may be supported with
up to 8 serving cells.

In some examples, access to the air interface may be
scheduled, wherein a. A scheduling entity (e.g., a base
station) allocates resources for communication among some
or all devices and equipment within 1ts service area or cell.
The scheduling entity may be responsible for scheduling,
assigning, reconfiguring, and releasing resources for one or
more subordinate entities. That 1s, for scheduled communi-
cation, subordinate entities utilize resources allocated by the
scheduling entity. Base stations are not the only entities that
may function as a scheduling entity. In some examples, a UE
may lunction as a scheduling entity and may schedule
resources for one or more subordinate entities (e.g., one or
more other UEs), and the other UEs may utilize the
resources scheduled by the UE for wireless communication.
In some examples, a UE may function as a scheduling entity
in a peer-to-peer (P2P) network, and/or in a mesh network.
In a mesh network example, UEs may communicate directly
with one another in addition to communicating with a
scheduling entity.

In FIG. 1, a solid line with double arrows indicates desired
transmissions between a UE and a serving BS, which 1s a BS
designated to serve the UE on the downlink and/or uplink.
A finely dashed line with double arrows indicates interfering,
transmissions between a UE and a BS.

FIG. 2 illustrates an example logical architecture of a
distributed Radio Access Network (RAN) 200, which may
be implemented 1n the wireless communication network 100
illustrated 1n FIG. 1. A 3G access node 206 may include an
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ANC 202. ANC 202 may be a central unit (CU) of the
distributed RAN 200. The backhaul interface to the Next
Generation Core Network (NG-CN) 204 may terminate at
ANC 202. The backhaul terface to neighboring next
generation access Nodes (NG-ANs) 210 may terminate at
ANC 202. ANC 202 may include one or more TRPs 208
(e.g., cells, BSs, gNBs, etc.).

The TRPs 208 may be a distributed unit (DU). TRPs 208
may be connected to a single ANC (e.g., ANC 202) or more
than one ANC (not illustrated). For example, for RAN
sharing, radio as a service (RaaS), and service specific AND
deployments, TRPs 208 may be connected to more than one
ANC. TRPs 208 may each include one or more antenna
ports. TRPs 208 may be configured to individually (e.g.,
dynamic selection) or jointly (e.g., joint transmission) serve
tratlic to a UE.

The logical architecture of distributed RAN 200 may
support fronthauling solutions across different deployment
types. For example, the logical architecture may be based on
transmit network capabilities (e.g., bandwidth, latency, and/
or jitter).

The logical architecture of distributed RAN 200 may
share features and/or components with L'TE. For example,
next generation access node (NG-AN) 210 may support dual
connectivity with NR and may share a common fronthaul for
LTE and NR.

The logical architecture of distributed RAN 200 may
enable cooperation between and among TRPs 208, for
example, within a TRP and/or across TRPs via ANC 202. An
inter-TRP interface may not be used.

Logical functions may be dynamically distributed in the
logical architecture of distributed RAN 200. As will be
described 1n more detail with reference to FIG. 5, the Radio

Resource Control (RRC) layer, Packet Data Convergence
Protocol (PDCP) layer, Radio Link Control (RLC) layer,

Medium Access Control (MAC) layer, and a Physical (PHY)
layers may be adaptably placed at the DU (e.g., TRP 208) or
CU (e.g., ANC 202).

FIG. 3 illustrates an example physical architecture of a
distributed RAN 300, according to aspects of the present
disclosure. A centralized core network umt (C-CU) 302 may
host core network functions. C-CU 302 may be centrally
deployed. C-CU 302 functionality may be offloaded (e.g., to
advanced wireless services (AWS)), 1n an eflfort to handle
peak capacity.

A centralized RAN umt (C-RU) 304 may host one or more
ANC functions. Optionally, the C-RU 304 may host core
network functions locally. The C-RU 304 may have distrib-
uted deployment. The C-RU 304 may be close to the
network edge.

A DU 306 may host one or more TRPs (Edge Node (EN),
an Edge Unit (EU), a Radio Head (RH), a Smart Radio Head
(SRH), or the like). The DU may be located at edges of the
network with radio frequency (RF) functionality.

FIG. 4 illustrates example components of BS 110 and UE
120 (as depicted 1in FIG. 1), which may be used to implement
aspects ol the present disclosure. For example, antennas
452, processors 466, 458, 464, and/or controller/processor
480 of the UE 120 and/or antennas 434, processors 420, 460,
438, and/or controller/processor 440 of the BS 110 may be
used to perform the various techmiques and methods
described herein for LDPC coding using LPDC codes hav-
ing pairwise row orthogonality of adjacent rows in the PCM
describing the code. For example, the processors 466, 458,
464, and/or controller/processor 480 of the UE 120 and/or
the processors 420, 460, 438, and/or controller/processor
440 of the BS 110 may include an encoder and/or a decoder
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as described 1n more detail below with respect to FIG. 9 and
FIG. 10, and may be configured to LDPC coding using

LPDC code with pairwise row orthogonality 1 adjacent
rows of the corresponding PCM describing the LDPC code,
according to certain aspects of the present disclosure.

At the BS 110, a transmit processor 420 may receive data
from a data source 412 and conftrol information from a
controller/processor 440. The control information may be
tor the physical broadcast channel (PBCH), physical control

format indicator channel (PCFICH), physical hybrid ARQ
indicator channel (PHICH), physical downlink control chan-

nel (PDCCH), group common PDCCH (GC PDCCH), etc.

The data may be for the physical downlink shared channel
(PDSCH), etc. The processor 420 may process (e.g., encode
and symbol map) the data and control information to obtain
data symbols and control symbols, respectively. The pro-
cessor 420 may also generate reference symbols, e.g., for the
primary synchronization signal (PSS), secondary synchro-
nization signal (SSS), and cell-specific reference signal
(CRS). A transmit (TX) multiple-input multiple-output
(MIMO) processor 430 may perform spatial processing
(e.g., precoding) on the data symbols, the control symbols,
and/or the reference symbols, 1T applicable, and may provide
output symbol streams to the modulators (MODs) 432a
through 432t. Each modulator 432 may process a respective
output symbol stream (e.g., for OFDM, etc.) to obtain an
output sample stream. Each modulator may further process
(e.g., convert to analog, amplity, filter, and upconvert) the
output sample stream to obtain a downlink signal. Downlink
signals from modulators 432a through 432t may be trans-
mitted via the antennas 434a through 434t, respectively.
At the UE 120, the antennas 452a through 452r may

receive the downlink signals from the base station 110 and
may provide received signals to the demodulators (DE-
MODs) 1n transceivers 454a through 454r, respectively.
Each demodulator 454 may condition (e.g., filter, amplily,
downconvert, and digitize) a respective received signal to
obtain mput samples. Each demodulator may further process
the 1nput samples (e.g., for OFDM, etc.) to obtain received
symbols. A MIMO detector 456 may obtain received sym-
bols from all the demodulators 454a through 454r, perform
MIMO detection on the received symbols 11 applicable, and
provide detected symbols. A receive processor 438 may
process (e.g., demodulate, deinterleave, and decode) the
detected symbols, provide decoded data for the UE 120 to a
data sink 460, and provide decoded control information to a
controller/processor 480.

On the uplink, at UE 120, a transmit processor 464 may
receive and process data (e.g., for the physical uplink shared
channel (PUSCH)) from a data source 462 and control
information (e.g., for the physical uplink control channel
(PUCCH) from the controller/processor 480. The transmait
processor 464 may also generate reference symbols for a
reference signal (e.g., for the sounding reference signal
(SRS)). The symbols from the transmit processor 464 may
be precoded by a TX MIMO processor 466 11 applicable,
turther processed by the demodulators 1n transceivers 454a
through 454r (e.g., for SC-FDM, etc.), and transmitted to the
base station 110. At the BS 110, the uplink signals from the
UE 120 may be received by the antennas 434, processed by
the modulators 432, detected by a MIMO detector 436 i1
applicable, and ﬁthher processed by a recerve processor 438
to obtain decoded data and control information sent by the
UE 120. The recerve processor 438 may provide the decoded
data to a data sink 439 and the decoded control information

to the controller/processor 440.

10

15

20

25

30

35

40

45

50

55

60

65

14

The controllers/processors 440 and 480 may direct the
operation at the BS 110 and the UE 120, respectively. The
processor 440 and/or other processors and modules at the BS
110 may perform or direct the execution of processes for the
techniques described herein. The memories 442 and 482
may store data and program codes for BS 110 and UE 120,
respectively. A scheduler 444 may schedule UEs for data
transmission on the downlink and/or uplink.

FIG. 5 1illustrates a diagram 300 showing examples for
implementing a communications protocol stack, according
to aspects of the present disclosure. The 1llustrated commu-
nications protocol stacks may be implemented by devices
operating 1n a wireless communication system, such as a 5G
system (e.g., a system that supports uplink-based mobility).

Diagram 500 1illustrates a communications protocol stack
including a RRC layer 510, a PDCP layer 515, a RLC layer

520, a MAC layer 525, and a PHY layer 530. In various
examples, the layers of a protocol stack may be implemented
as separate modules of software, portions of a processor or
ASIC, portions of non-collocated devices connected by a
communications link, or various combinations thereof. Col-
located and non-collocated implementations may be used,
for example, 1n a protocol stack for a network access device
(e.g., ANs, CUs, and/or DUs) or a UE.

A first option 505-a shows a split implementation of a
protocol stack, in which implementation of the protocol

stack 1s split between a centralized network access device
(e.g., an ANC 202 in FIG. 2) and distributed network access

device (e.g., DU 208 in FIG. 2). In the first option 505-a, an
RRC layer 510 and a PDCP layer 515 may be implemented
by the central unit, and an RLC layer 520, a MAC layer 5285,
and a PHY layer 530 may be implemented by the DU. In
various examples the CU and the DU may be collocated or
non-collocated. The first option 505-a may be useful 1n a
macro cell, micro cell, or pico cell deployment.

A second option 505-b shows a unified implementation of
a protocol stack, in which the protocol stack 1s implemented
in a single network access device. In the second option, RRC
layer 510, PDCP layer 515, RLC layer 520. MAC layer 525,
and PHY layer 530 may each be implemented by the AN.
The second option 505-b may be useful 1n, for example, a
temto cell deployment.

Regardless of whether a network access device imple-
ments part or all of a protocol stack, a UE may implement
an entire protocol stack as shown 1n 505-c (e.g., the RRC
layer 510, the PDCP layer 515, the RLC layer 520, the MAC
layer 525, and the PHY layer 530).

In LTE, the basic transmission time interval (TTI) or
packet duration 1s the 1 ms subirame. In NR, a subirame 1s
still 1 ms, but the basic TTI 1s referred to as a slot. A
subirame contains a variable number of slots (e.g., 1, 2, 4,
8,16, ... slots) depending on the subcarrier spacing. The NR
RB 1s 12 consecutive frequency subcarriers. NR may sup-
port a base subcarrier spacing of 15 KHz and other subcar-
rier spacing may be defined with respect to the base sub-
carrier spacing, for example, 30 kHz, 60 kHz, 120 kHz, 240
kHz, etc. The symbol and slot lengths scale with the sub-
carrier spacing. The CP length also depends on the subcar-
rier spacing.

FIG. 6 1s a diagram showing an example of a frame format
600 for NR. The transmission timeline for each of the
downlink and uplink may be partitioned into units of radio
frames. Each radio frame may have a predetermined dura-
tion (e.g., 10 ms) and may be partitioned into 10 subirames,
cach of 1 ms, with indices of 0 through 9. Each subirame
may 1nclude a variable number of slots depending on the
subcarrier spacing. Each slot may include a variable number
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of symbol periods (e.g., 7 or 14 symbols) depending on the
subcarrier spacing. The symbol periods in each slot may be
assigned 1mdices. A mini-slot 1s a subslot structure (e.g., 2, 3,
or 4 symbols).

Each symbol 1n a slot may indicate a link direction (e.g.,
DL, UL, or flexible) for data transmission and the link
direction for each subiframe may be dynamically switched.
The link directions may be based on the slot format. Each
slot may include DL/UL data as well as DL/UL control
information.

In NR, a synchromization signal (SS) block 1s transmutted.

The SS block includes a PSS, a SSS, and a two symbol
PBCH. The SS block can be transmitted mn a fixed slot
location, such as the symbols 0-3 as shown 1n FIG. 6. The
PSS and SSS may be used by UEs for cell search and
acquisition. The PSS may provide haltf-frame timing, the SS
may provide the CP length and frame timing. The PSS and
SSS may provide the cell identity. The PBCH carries some
basic system information (SI), such as downlink system
bandwidth, timing information within radio frame, SS burst
set periodicity, system frame number, etc. The SS blocks
may be organized into SS bursts to support beam sweeping.
Further system information such as, remaining minimum
system 1nformation (RMSI), system information blocks
(SIBs), other system information (OSI) can be transmitted
on a PDSCH in certain subirames.

In some circumstances, two or more subordinate entities
(e.g., UEs) may communicate with each other using sidelink
signals. Real-world applications of such sidelink communi-
cations may include public safety, proximity services, UE-
to-network relaying, vehicle-to-vehicle (V2V) communica-
tions, Internet of Everything (IoE) communications, IoT
communications, mission-critical mesh, and/or various other
suitable applications. Generally, a sidelink signal may refer
to a signal communicated from one subordinate entity (e.g.,
UE1) to another subordinate enftity (e.g., UE2) without
relaying that communication through the scheduling entity
(e.g., UE or BS), even though the scheduling entity may be
utilized for scheduling and/or control purposes. In some
examples, the sidelink signals may be communicated using
a licensed spectrum (unlike wireless local area networks,
which typically use an unlicensed spectrum).

A UE may operate 1n various radio resource configura-
tions, including a configuration associated with transmitting
pilots using a dedicated set of resources (e.g., a radio
resource control (RRC) dedicated state, etc.) or a configu-
ration associated with transmitting pilots using a common
set of resources (e.g., an RRC common state, etc.). When
operating 1n the RRC dedicated state, the UE may select a
dedicated set of resources for transmitting a pilot signal to a
network. When operating in the RRC common state, the UE
may select a common set of resources for transmitting a pilot
signal to the network. In either case, a pilot signal transmit-
ted by the UE may be received by one or more network
access devices, such as an AN, or a DU, or portions thereof.
Each receiving network access device may be configured to
receive and measure pilot signals transmitted on the com-
mon set of resources, and also receive and measure pilot
signals transmitted on dedicated sets of resources allocated
to the UEs for which the network access device 1s a member

of a monitoring set of network access devices for the UE.
One or more of the receiving network access devices, or a
CU to which receiving network access device(s) transmit the
measurements of the pilot signals, may use the measure-

10

15

20

25

30

35

40

45

50

55

60

65

16

ments to 1dentily serving cells for the UEs, or to initiate a
change of serving cell for one or more of the UEs.

Example Error Correction Coding

Many communications systems (e.g., such as NR) use
error-correcting codes. Error correcting codes generally
compensate for the intrinsic unreliability of information
transfer (e.g., over the air medium) 1n these systems by
introducing redundancy into the data stream. Low-density
parity-check (LDPC) codes are one type of error correcting,
codes which use an 1terative coding system. Gallager codes
are an example of “regular” LDPC codes. Regular LDPC
codes are linear block code 1n which most of the elements of
its parity check matrix H (PCM) are ‘0’.

LDPC codes can be represented by bipartite graphs (often
referred to as “Tanner graphs™). In a bipartite graph, a set of
variable nodes corresponds to bits of a codeword (e.g.,
information bits or systematic bits), and a set of check nodes
correspond to a set of parity-check constraints that define the
code. Edges 1n the graph connect variable nodes to check
nodes. Thus, the nodes of the graph are separated into two
distinctive sets and with edges connecting nodes of two
different types, variable and check.

Graphs as used 1n LDPC coding may be characterized in
a variety ol manners. A lifted code 1s created by copying a
bipartite base graph (G) a number of times, N. The number
ol copies, or liftings, may be referred to as the lifting size or
lifting size value Z. A variable node and a check node are
considered “neighbors” if they are connected by an “edge”
(1.e., the line connecting the varnable node and the check
node) 1n the bipartite graph. For each edge (e) of the bipartite
base graph, a permutation 1s applied to the N copies of edge
(e) to mterconnect the N copies of G. A bit sequence having
a one-to-one association with the variable node sequence 1s
a valid codeword 11 and only 1if, for each check node (also
referred to as a constraint node), the bits associated with all
neighboring variable nodes sum to 0 modulo 2, 1.e., they
include an even number of 1°s. The resulting LDPC code
may be quasi-cyclic (QC) 1f the permutations used are
cyclic. The cyclic permutations applies to the edges may be
referred to as lifting values or cyclic lifting values. The
lifting values are represented by a value k of an entry 1n the
PCM.

FIGS. 7-7A show graphical and matrix representations of
an exemplary LDPC code, respectively, in accordance with
certain aspects of the present disclosure. FIG. 7 shows a
bipartite graph 700 representing an example LDPC code.
The bipartite graph 700 includes a set of five variable nodes
710 (represented by circles) connected to four check nodes
720 (represented by squares). Edges in the graph 700
connect variable nodes 710 to the check nodes 720 (repre-
sented by the lines connecting the variable nodes 710 to the
check nodes 720). The bipartite graph 700 consists of [V[=5
variable nodes and |C|=4 check nodes, connected by |E|=12
edges.

The bipartite graph 700 may be represented by a simpli-
fied adjacency matrix. FIG. 7A shows a matrix representa-
tion 700A of the bipartite graph 700. The matrix represen-
tation 700 A includes the PCM, H, and a codeword vector x,
where x,, X,, . . . X; represent bits of the codeword x. H 1s
used for determining whether a received signal was nor-
mally decoded. H 1s a binary matrix having C rows corre-
sponding to 7 check nodes and V columns corresponding to
1 variable nodes (1.e., a demodulated symbol). The rows
represent the equations and the columns represent the bits

(also referred to as digits) of the codeword. In FIG. 7TA, H
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has four rows and five columns corresponding to the four
check nodes and the five variable nodes, respectively. I a
1-th check node 1s connected to an 1-th variable node by an
edge, 1.e., the two nodes are neighbors and the edge 1is
represented by a 1 1n the 1-th column and j-th row of H. That
1s, the itersection of an 1-th row and a j-th column contains
a “1” where an edge joins the corresponding vertices and a
“0” where there 1s no edge. In some representations, a blank
or a (*) 1s used to represent no edge. The codeword vector
X represents a valid codeword i1 and only 1f H =0. Thus, it
the codeword 1s received correctly, then H =0 (mod 2).
When the product of a coded received signal and the PCM
becomes “07, this signifies that no error has occurred.

The length of the LDPC code corresponds to the number
of variable nodes in the bipartite graph. The number of edges
(e.g., non-zero elements, also referred to as entries, in the
PCM) 1 a row (column) 1s defined as the row (column)
weight d _(d,). The degree of a node refers to the number of
edges connected to that node. For example, as shown in FIG.
7, the varniable node 711 has three degrees of connectivity,
with edges connected to check nodes 721, 722, and 723.
Variable node 712 has three degrees of connectivity, with
edges connected to check nodes 721, 723, and 724. Variable
node 713 has two degrees of connectivity, with edges
connected to check nodes 721 and 724. Vaniable node 714
has two degrees of connectivity, with edges connected to
check nodes 722 and 724. And variable node 715 has two
degrees of connectivity, with edges connected to check
nodes 722 and 723.

In the bipartite graph 700 shown 1n FIG. 7, the number of
edges 1incident to a variable node 710 1s equal to the number
of 1’s 1n the corresponding column 1n the PCM H shown 1n
FIG. 7A, and 1s called the variable node degree d(v).
Similarly, the number of edges connected with a check node
420 1s equal to the number of ones 1n a corresponding row
and 1s called the check node degree d(c). For example, as
shown 1in FIG. 7A, the first column 1n the matrix H corre-
sponds to the variable node 711 and the corresponding
entries 1n the column (1, 1, 1, O) indicates the edge connec-
tions to the check nodes 721, 722, and 723. while the 0
indicates that there 1s not an edge to check node 724. The
entries 1n the second, third, fourth, and fourth columns of H
represent the edge connections of the variable nodes 712,
713, 714, and 715, respectively, to the check nodes. A
regular code 1s one for which all vanable nodes 1n the
bipartite graph have the same degree and all constraint nodes
have the same degree. On the other hand, an rregular code
has constraimnt nodes and/or varnable nodes of differing
degrees.

“Lifting” enables LDPC codes to be implemented using,
parallel encoding and/or decoding implementations while
also reducing the complexity typically associated with large
LDPC codes. Lifting helps enable eflicient parallelization of
LDPC decoders while still having a relatively compact
description. More specifically, lifting 1s a technique {for
generating a relatively large LDPC code from multiple
copies of a smaller base code. For example, a lifted LDPC
code may be generated by producing Z parallel copies of the
base graph (e.g., protograph) and then interconnecting the
parallel copies through permutations of edge clusters of each
copy of the base graph. The base graph defines the (macro)
structure of the code and consists of a number (K) of
information bit columns and a number (N) of code bit
columns. 7Z liftings of the base graph results in a final
blocklength of KZ. Thus, a larger graph can be obtained by
a “copy and permute” operation where multiple copies of the
base graph are made and connected to form a single lifted
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graph. For the multiple copies, like edges are a set of copies
of single base edge, are permutated and connected to form
a connected graph 7 times larger than the base graph. FIG.
8 15 a lifted bipartite graph 900 1llustrating liftings of three
copies of the bipartite graph 700 of FIG. 7. Three copies may
be interconnected by permuting like edges among the cop-
ies. If the permutations are restricted to cyclic permutations,
then the resulting bipartite graph 900 corresponds to a
quasi-cyclic LDPC with lifting 7Z=3.

A corresponding PCM of the lifted graph can be con-
structed from the PCM of the base graph (also known as the
“base PCM”) by replacing each entry 1n the base PCM with
a /. xZ matrix. The “0” (or blank or (*)) entries (those having
no base edges) are replaced with the 0 matrix and the
non-zero entries (indicating a base edge) are replaced with
a /. x7. permutation matrix. In the case of cyclic liftings, the
permutations are cyclic permutations.

A cyclically lifted LDPC code can also be interpreted as
a code over the ring of binary polynomials modulo x*+1. In
this 1nterpretation, a binary polynomial, (x)=b,+b,x+b,
X°+ ... b_,x”' may be associated to each variable node in
the base graph. The binary vector (b,, b,, b,, . . . , b__,)
corresponds to the bits associated to Z corresponding vari-
able nodes 1n the lifted graph, that 1s, Z copies of a single
base variable node. A cyclic permutation by k of the binary
vector 1s achieved by multiplying the corresponding binary
polynomial by x* where multiplication is taken modulo x°+1.
A degree d parity check 1n the base graph can be interpreted
as a linear constraint on the neighboring binary polynomials
B,(x), . . . , BJx), written as x"B,x)+x“B,
X)+ . . . +xXB (x)=0x"B,(x)+x“B,X)+ . . . +x“B (x)=0,
the values, k,, . . ., k ;are the cyclic lifting values associated
to the corresponding edges. This resulting equation 1s
equivalent to the Z parity checks in the cyclically lifted
Tanner graph corresponding to the single associated parity
check 1n the base graph. Thus, the PCM for the lifted graph
can be expressed using the matrix for the base graph 1n
which “1” entries are replaced with monomials of the form
x* and “0” entries are lifted as 0, but now the 0 is interpreted
as the 0 binary polynomial modulo x*+1. Such a matrix may
be written by giving the value kin place of x*. In this case
the O polynomial 1s sometimes represented as “-17 and
sometimes as another character in order to distinguish it
from x°.

Typically, a square submatrix of the PCM represents the
parity bits of the code. The complementary columns corre-
spond to mformation bits that, at the time of encoding, are
set equal to the information bits to be encoded. The encoding
may be achieved by solving for the variables 1n the afore-
mentioned square submatrix in order to satisly the parity
check equations. The PCM may be partitioned into two parts
M and N, where M 1s the square portion. Thus, encoding
reduces to solving M_=s=Nd where ¢ and d comprise x. In
the case of quasi-cyclic codes, or cyclically lifted codes, the
above algebra can be iterpreted as being over the ring of
binary polynomials modulo x*+1.

A received LDPC codeword can be decoded to produce a
reconstructed version of the original codeword. In the
absence of errors, or in the case of correctable errors,
decoding can be used to recover the original data unit that
was encoded. Redundant bits may be used by decoders to
detect and correct bit errors. LDPC decoder(s) generally
operate by iteratively performing local calculations and
passing those results by exchanging messages within the
bipartite graph along the edges, and updating these messages
by performing computations at the nodes based on the
incoming messages. These steps may be repeated several

times. For example, each variable node 710 in the graph 700
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may 1nitially be provided with a “soft bit” (e.g., representing,
the recetved bit of the codeword) that indicates an estimate
of the associated bit’s value as determined by observations
from the communications channel. Using these soft bits the
LDPC decoders may update messages by iteratively reading
them, or some portion thereof, from memory and writing an
updated message, or some portion thereot, back to, memory.
The update operations are typically based on the parity
check constraints of the corresponding LDPC code. For
lifted LDPC codes, messages on like edges are oiten pro-
cessed 1n parallel.

LDPC codes designed for high speed applications often
use quasi-cyclic constructions with large lifting factors and
relatively small base graphs to support high parallelism in
encoding and decoding operations. LDPC codes with higher
code rates (e.g., the ratio of the message length to the code
word length) tend to have relatively fewer parity checks. IT
the number of base parity checks 1s smaller than the degree
of a variable node (e.g., the number of edges connected to
a variable node), then, 1n the base graph, that vaniable node
1s connected to at least one of the base parity checks by two
or more edges (e.g., the variable node may have a “double
edge”). Or 11 the number of base parity checks 1s smaller
than the degree of a variable node (e.g., the number of edges
connected to a variable node), then, in the base graph, that
variable node 1s connected to at least one of the base parity
checks by two or more edges. Having a base variable node
and a base check node connected by two or more edges 1s
generally undesirable for parallel hardware implementation
purposes. For example, such double edges may result in
multiple concurrent read and write operations to the same
memory locations, which 1n turn may create data coherency
problems. A double edge 1n a base LDPC code may trigger
parallel reading of the same soit bit value memory location
twice during a single parallel parity check update. Thus,
additional circuitry 1s typically needed to combine the soft
hit values that are written hack to memory, so as to properly
incorporate both updates. However, eliminating double
edges 1 the LDPC code helps to avoid this extra complexity

In the definition of standard iwrregular LDPC code
ensembles (degree distributions) all edges in the Tanner
graph representation may be statistically interchangeable. In
other words, there exists a single statistical equivalence class
of edges. For multi-edge LDPC codes, multiple equivalence
classes of edges may be possible. While in the standard
irregular LDPC ensemble defimition, nodes in the graph
(both vanable and constraint) are specified by their degree,
1.e., the number of edges they are connected to, in the
multi-edge type setting an edge degree i1s a vector; 1t
specifies the number of edges connected to the node from
cach edge equivalence class (type) mndependently. A multi-
edge type ensemble 1s comprised of a finite number of edge
types. The degree type of a constraint node 1s a vector of
(non-negative) mtegers; the 1-th entry of this vector records
the number of sockets of the 1-th type connected to such a
node. This vector may be referred to as an edge degree. The
degree type of a variable node has two parts although 1t can
be viewed as a vector of (non-negative) integers. The first
part relates to the recerved distribution and will be termed
the received degree and the second part specifies the edge
degree. The edge degree plays the same role as for constraint
nodes. Edges are typed as they pair sockets of the same type.
This constraint, that sockets must pair with sockets of like
type, characterizes the multi-edge type concept. In a multi-
edge type description, different node types can have different
received distributions (e.g., the associated bits may go
through different channels).
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Puncturing 1s the act of removing bits from a codeword to
yield a shorter codeword. Punctured variable nodes corre-
spond to codeword bits that are not actually transmitted.
Puncturing a variable node 1 an LDPC code creates a
shortened code (e.g. due to the removal of a bit), while also
cllectively removing a check node. If the variable node to be
punctured has a degree of one, puncturing the variable node
removes the associated bit from the code and effectively
removes 1ts single neighboring check node from the graph.
As a result, the number of check nodes in the graph 1s
reduced by one.

FIG. 9 1s a simplified block diagram illustrating an
encoder, 1n accordance with certain aspects of the present
disclosure. FIG. 9 1s a simplified block diagram 900 1llus-
trating a portion of a radio frequency (RF) modem 950 that
may be configured to provide a signal including a punctured
encoded message for wireless transmission. In one example,
a convolutional encoder 902 1n transmitting device, such as
a BS (e.g., a BS 110) on the downlink or a UE (e.g., a UE
120) on the uplink, receives a message 920 for transmission.
The message 920 may contain data and/or encoded voice or
other content directed to a receiving device (e.g., a UE on the
downlink or a BS on the uplink). The encoder 902 encodes
the message. In some examples, the encoder 902 encodes
information bits of the message using LDPC codes having
pairwise row orthogonality, 1n accordance with certain
aspects ol the present disclosure described 1n more detail
below. An encoded bit stream 922 produced by the encoder
902 may then be selectively punctured by a puncturing
module 904, which may be a separate device or component,
or which may be integrated with the encoder 902. The
puncturing module 904 may determine that the bit stream
should be punctured prior to transmission, or transmitted
without puncturing. The decision to puncture the bit stream
922 15 typically made based on network conditions, network
configuration, radio access network (RAN) defined prefer-
ences, and/or for other reasons. The bit stream 922 may be
punctured according to a puncture pattern 912 and used to
encode the message 920. The puncturing module 904 pro-
vides an output 924 to a mapper 906 that generates a
sequence of transmit (ITx) symbols 926 that are modulated,
amplified, and otherwise processed by Tx chain 908 to
produce an RF signal 928 for transmission through antenna
910. The punctured codeword bits are not transmitted.

The decoders and decoding algorithms used to decode
LDPC codewords operate by exchanging messages within
the graph along the edges and updating these messages by
performing computations at the nodes based on the 1ncom-
ing messages. Fach variable node 1n the graph 1s mitially
provided with a soft bit, termed a received value, that
indicates an estimate of the associated bit’s value as deter-
mined by observations from, for example, the communica-
tions channel. Ideally, the estimates for separate bits are
statistically independent; however, this ideal may be vio-
lated 1n practice. A received codeword 1s comprised of a
collection of received values.

FIG. 10 1s a simplified block diagram illustrating a
decoder, 1n accordance with certain aspects of the present
disclosure. FIG. 10 1s a simplified schematic 1000 illustrat-
ing a portion of a RF modem 1050 that may be configured
to recerve and decode a wirelessly transmitted signal includ-
ing a punctured encoded message. The punctured codeword
bits may be treated as erased. For example, the log likeli-
hood ratios (LLRs) of the punctured nodes may be set to O
at mitialization. In various examples, the modem 1050
receiving the signal may reside 1n a receiving device, such

as a UE (e.g., UE 120) on the downlink or a BS (e.g., BS
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120) on the uplink. An antenna 1002 provides an RF signal
1020 to the receiving device. An RF chain 1004 processes
and demodulates the RF signal 1020 and may provide a
sequence ol symbols 1022 to a demapper 1006, which
produces a bit stream 1024 representative of the encoded
message.

The demapper 1006 provides a depunctured bit stream
1024. In some examples, the demapper 1006 includes a
depuncturing module that can be configured to insert null
values at locations 1n the bit stream at which punctured bits
were deleted by the transmitter. The depuncturing module
may be used when the puncture pattern 1010 used to produce
the punctured bit stream at the transmitter 1s known. The
puncture pattern 1010 can be used to i1dentify LLRs 1028
ignored during decoding of the bit stream 1024 by the
decoder 1008. The LDPC decoder may include a plurality of
processing elements to perform the parity check or variable
node operations 1n parallel. For example, when processing a
codeword with lifting size Z, the LDPC decoder may utilize
7. processing elements to perform parity check operations on
all Z edges of a lifted graph, concurrently.

In some examples, the decoder 1008 decodes information
bits of the message based on LDPC codes having pairwise
row orthogonality, in accordance with certain aspects of the
present disclosure described in more detail below. In some
example, the decoder 1008 1s a new decoder that exploits the
pairwise row orthogonality of the LDPC to perform flexible
decoder scheduling without performance loss.

Example Pairwise Orthogonality of Adjacent Rows
in LDPC Code

In new radio (NR), low-density parity-check (LDPC) 1s
used for channel coding of certain channels. As described
above with respect to FIGS. 7-10, LDPC codes are defined
by the basegraph, including variable nodes and check nodes,
and the basegraph can be represented by a corresponding
parity check matrix (PCM) having columns corresponding,
to the variable nodes and rows corresponding to the check
nodes. Edges in the basegraph have entries i the PCM.
Quasi-cyclic LDPC codes have integer cyclic lifting values
V, ;in the non-zero entries in the PCM for ith column and the
1th row. The cyclic lifting values correspond to circulant
permutations of the edges when the basegraph if lifted to
obtain a lifted graph. The number of lifts, Z, 1s the lifting or
lifting size value. Different values of Z for the basegraph are
used to support different blocklengths. For each supported
11ft, the shift coeflicients are calculated as a function of the
lifting si1ze and the cyclic lifting value as:

P, =f(V, . Z)

I.j?

Shortening can be applied before the LDPC encoding.
Systematic bits may be punctured.

Aspects of the present disclosure provide LDPC encoders
using LDPC codes having pairwise orthogonality of adja-
cent rows 1n the PCM describing the code and LDPC
decoders that can exploit the LDPC coding with the pairwise
row orthogonality to perform flexible decoder scheduling
without performance loss.

In NR, the PCM {for some basegraphs used for LDPC
coding have the PCM structure 1100 shown 1n FIG. 11. The
PCM structure 1100 includes an upper portion with the
region 1102 corresponding to systems bits; the region 1104
corresponding to parity bits; and the region 1106 corre-
sponding to hybrid automatic repeat request (HARQ) exten-
sion bits (e.g., all zeros). The regions 1102 and 1106 may
have a horizontally rectangular shape. In some examples, the
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first two, highest degree, systematic bits 1n the region 1102
may be punctured (e.g., the first two columns 1n the PCM).
The region 1104 has a square shape. The region 1104 may
include a special parnity bit. The first or last column 1n the
region 1104 may have a weight of 1, while the remaiming
columns may have a weight of 3 and dual diagonal.

The PCM structure 1100 also includes a lower portion
with the region 1108 and the region 1110. In some examples,
the lower portion of the PCM structure 1100 may be used for
puncturing and/or incremental redundancy (IR) HARQ. The
region 1110 may be a diagonal matrix (i.e., a diagonal of
entries with the rest not having entries, 1.e., zero). The lower
diagonal structure may ensure that puncturing of the mother
code does not require decoding of the mother code, thereby
reducing complexity. The diagonal structure may render the
code amenable to node-parallel decoding architectures. The
columns of region 1110 may correspond to HARQ bits and
the region 1108. According to certain aspects, the region
1108 (and also maybe a portion of the region 1110) 1n the
lower power portion of the PCM structure 1100 may have
pairwise row orthogonality 1n each adjacent row.

FIG. 12 an example PCM 1200 for an LDPC code,
illustrating the PCM structure 1100 of FIG. 11, 1n accor-
dance with certain aspects of the present disclosure. In the
PCM 1200 shown 1n FIG. 12, a “1” represents an entry 1n the
PCM (which may be replaced with a cyclic lifting value V, /)
and a “0” represents absence of an entry. As shown 1n FIG.
12, the PCM 1200 includes a bottom portion with pairwise
row orthogonality 1n adjacent rows. As shown, in the rows
26-46, 1n the columns (e.g., columns 1-22) before the bottom
diagonal structure (e.g., corresponding to the region 1108
betore the region 1110) and, in some cases, a first portion of
the region 1110 (e.g., columns 23-27), 1n any given column
there are not entries 1n adjacent (1.e., consecutive) rows. In
other words, adjacent rows in the lower portion of the
columns can both have no entries (i.e., shown as 0’s) or only
one has an entry (i.e., a 1,0 or 0,1), such that there entries are
not 1n any pair of adjacent rows (1.e., 1,1 does not occur).

Although FIG. 12 illustrates an example PCM with the
pairwise row orthogonality in the rows 26-46, the different
numbers of rows could be non-orthogonal. In some
examples, in the first portion of the rows of the lower
structure (1.e., region 1108), the first two columns include
some non-orthogonality of the rows, while 1n the remaining
columns 1n the first portion are non-orthogonal. However, 1n
the second portion of the rows in the lower structure,
adjacent rows 1 all of the columns are orthogonal. For
example, as shown 1n FIG. 12, in the rows 6-25 1n a PCM
(e.g., a first portion of the lower structure), adjacent rows 1n
the first two columns (1.e., columns 102) are not always
orthogonal, however, the adjacent rows 1n the remaining
columns (1.e., columns 3-27) are pairwise orthogonal. As
shown i FIG. 12, in the bottom portion of the lower
structure, rows 26-46, all of the columns in the region (e.g.,
columns 1-27) have pairwise row orthogonality.

According to certain aspects, at least a portion of the
description of the basegraph may be stored on chip, for
example, at the BS and/or the UE. The description may be
basegraph, the PCM, or some other representation of the
sparse matrix.

To recover the information bits, the receiving decodes the
codeword received from the transmitting device. The receiv-
ing device may decode according to decoding schedule. The
receiving device may decode the codeword using a layered
decoder. The decoding schedule may be based, at least 1n
part, on the stored description of the basegraph. The decod-
ing schedule may decode the codeword row by row (e.g.,
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using the basegraph). The decoding schedule may decode
the codeword column by column. The decoding schedule
may decode the two columns at a time (e.g., within a row or
pair of rows). The decoding schedule may skip absent
entries for decoding.

In some examples, the recerving device may use a new
decoder with mmproved performance. The decoder may
exploit the pairwise orthogonality of the LDPC described
herein to increase decoding speed, for example, by decoding,
the codeword by pairs of rows at a time, without perfor-
mance loss. In addition, the decoder may have increased
decoding scheduling flexibility, due to the pairwise row
orthogonality, because for any set of three consecutive rows
in the lower portion of the code, the decoder can select
between two different orthogonal combinations for simul-
taneous decoding.

FIG. 13 illustrates a communications device 1300 that
may include various components (e.g., corresponding to
means-plus-function components) configured to perform
operations for the techniques disclosed herein, such as the
operations 1illustrated in FIG. 14 and/or FIG. 15. The com-
munications device 1300 includes a processing system 1302
coupled to a transceiver 1308. The transceiver 1308 1is
configured to transmit and receive signals for the commu-
nications device 1300 via an antenna 1310, such as the
various signals as described herein. The processing system
1302 may be configured to perform processing functions for
the communications device 1300, including processing sig-
nals recerved and/or to be transmitted by the communica-
tions device 1300.

The processing system 1302 includes a processor 1304
coupled to a computer-readable medium/memory 1312 via a
bus 1306. In certain aspects. the computer-readable medium/
memory 1312 1s configured to store mnstructions (e.g., com-
puter executable code) that when executed by the processor
1304, cause the processor 1304 to perform the operations
illustrated in FIG. 14 and/or FI1G. 135, or other operations for
performing the various techniques discussed herein for
LDPC coding with pairwise row orthogonality. In certain
aspects, computer-readable medium/memory 1512 stores
code 1314 for encoding information bits using LDPC code
with pairwise row orthogonality; code 1316 for transmitting
the codeword over a wireless channel; code 1318 for receiv-
ing a codeword; and code 1320 for decoding the codeword
using LDPC code with pairwise row orthogonality to obtain
information bits.

FI1G. 14 1s a tlow diagram illustrating example operations
1400 for wireless communications by a recerving device
using LDPC coding, 1n accordance with certain aspects of
the present disclosure. The receiving device may be a BS
(e.g., such as a BS 110 in the wireless communication
network 100) on the uplink or a UE (e.g., such as a UE 120
in the wireless commumnication network 100) on the down-
link.

The operations 1400 begin, at 1402. by receiving a
codeword (e.g., or punctured codeword) in accordance with
a radio technology (e.g., NR or 5G radio technology) across
a wireless channel via one or more antenna elements situated
proximal a receiver. At 1404, the receiving device decodes
(c.g., with a layered decoder) the codeword (e.g., and
depunctures 1f the codeword i1s punctured) via decoder
circuitry based on a LDPC code to produce a set of infor-
mation bits. The LDPC code (e.g., or a lifted LDPC code) 1s
stored and defined by a base matrix having a first number of
columns corresponding to variable nodes of a base graph
and a second number of rows corresponding to check nodes
of the base graph. For each of the first number of columuns,
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all adjacent rows are orthogonal in a last portion (e.g., the
bottom 21 rows) of the second number of rows. For
example, 1n each of the first number of columns, at most one
row of each pair of the adjacent orthogonal rows in the last
portion of the rows has an entry. The decoding may be based
on a decoding schedule. The decoding schedule may include
decoding sequentially row by row in the base matrix or by
simultaneously decoding pairs of rows (e.g., an column by
column) 1n the base matrix. The recerving device may select
from two combinations of two rows from any three sequen-
tial rows 1n the last portion for the simultaneous decoding
pairs of the decoding schedule. The decoding schedule skips
for decoding portions of the base matrix that do not contain
an associated entry.

FIG. 15 15 a flow diagram 1illustrating example operations
1500 for wireless communications by a transmitting device
using LDPC coding, 1n accordance with certain aspects of
the present disclosure. The transmitting device may be a UE
(e.g., such as a UE 120 1n the wireless communication
network 100) on the uplink or a BS (e.g., such as a BS 121
in the wireless communication network 100) on the down-
link. The operations 1500 may be complementary to the
operations 1400 by the receiving device.

The operations 1500 begin, at 1502. by encoding a set of
information bits with encoder circuitry based on a LDPC
code to produce a codeword. The LDPC code 1s defined by
a base matrix having a first number of columns correspond-
ing to variable nodes of a base graph and a second number
of rows corresponding to check nodes of the base graph. For
cach of the first number of columns, all adjacent rows are
orthogonal 1n a last portion of the second number of rows.
At 1504, the transmitting device transmits the codeword in
accordance with a radio technology across a wireless chan-
nel via one or more antenna elements.

The methods disclosed herein comprise one or more steps
or actions for achieving the methods. The method steps
and/or actions may be interchanged with one another with-
out departing from the scope of the claims. In other words,
unless a specific order of steps or actions 1s specified, the
order and/or use of specific steps and/or actions may be
modified without departing from the scope of the claims.

As used herein, a phrase referring to “at least one of” a list
of 1items refers to any combination of those items, including
single members. As an example, “at least one of: a, b, or ¢”
1s 1ntended to cover a, b, ¢, a-b, a-c, b-c, and a-b-c, as well
as any combination with multiples of the same element (e.g.,
a-a, a-a-a, a-a-b, a-a-c, a-b-b, a-c-c, b-b, b-b-b, b-b-c, c-c,
and c-c-c or any other ordering of a, b, and c).

As used herein, the term “determining” encompasses a
wide variety of actions. For example, “determining” may
include calculating, computing, processing, deriving, inves-
tigating, looking up (e.g., looking up 1n a table, a database
or another data structure), ascertaining and the like. Also,
“determining” may include receiving (e.g., recerving infor-
mation), accessing (e.g., accessing data 1n a memory) and
the like. Also, “determining” may include resolving, select-
ing, choosing, establishing and the like.

The previous description 1s provided to enable any person
skilled 1n the art to practice the various aspects described
herein. Various modifications to these aspects will be readily
apparent to those skilled in the art, and the generic principles
defined herein may be applied to other aspects. Thus, the
claims are not intended to be limited to the aspects shown
herein, but 1s to be accorded the full scope consistent with
the language of the claims, wherein reference to an element
in the singular 1s not intended to mean “one and only one”
unless specifically so stated, but rather “one or more.”
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Unless specifically stated otherwise, the term “some™ refers
to one or more. All structural and functional equivalents to
the elements of the various aspects described throughout this
disclosure that are known or later come to be known to those
of ordinary skill 1n the art are expressly incorporated herein
by reference and are intended to be encompassed by the
claims. Moreover, nothing disclosed herein 1s intended to be
dedicated to the public regardless of whether such disclosure
1s explicitly recited 1n the claims. No claim element is to be
construed under the provisions of 35 U.S.C. § 112(1) unless
the element 1s expressly recited using the phrase “means for”
or, 1n the case of a method claim, the element 1s recited using
the phrase “step for.”

The various operations of methods described above may
be performed by any suitable means capable of performing
the corresponding functions. The means may include vari-
ous hardware and/or software component(s) and/or
module(s), mcluding, but not limited to a circuit, an appli-
cation specific integrated circuit (ASIC), or processor. Gen-
crally, where there are operations 1llustrated 1n figures, those
operations may have corresponding counterpart means-plus-
function components with similar numbering.

The various 1llustrative logical blocks, modules and cir-
cuits described 1n connection with the present disclosure
may be implemented or performed with a general purpose
processor, a digital signal processor (DSP), an application
specific integrated circuit (ASIC), a field programmable gate
array (FPGA) or other programmable logic device (PLD),
discrete gate or transistor logic, discrete hardware compo-
nents, or any combination thereof designed to perform the
functions described herein. A general-purpose processor
may be a microprocessor, but 1n the alternative, the proces-
sor may be any commercially available processor, controller,
microcontroller, or state machine. A processor may also be
implemented as a combination of computing devices, e.g., a
combination of a DSP and a microprocessor, a plurality of
MICroprocessors, one Or more miCroprocessors 1 conjunc-
tion with a DSP core, or any other such configuration.

If implemented 1n hardware, an example hardware con-
figuration may comprise a processing system in a wireless
node. The processing system may be implemented with a
bus architecture. The bus may include any number of
interconnecting buses and bridges depending on the specific
application of the processing system and the overall design
constraints. The bus may link together various circuits
including a processor, machine-readable media, and a bus
interface. The bus interface may be used to connect a
network adapter, among other things, to the processing
system via the bus. The network adapter may be used to
implement the signal processing functions of the PHY layer.
In the case of a user terminal 120 (see FIG. 1), a user
interface (e.g., keypad, display, mouse, joystick, etc.) may
also be connected to the bus. The bus may also link various
other circuits such as timing sources, peripherals, voltage
regulators, power management circuits, and the like, which
are well known i1n the art, and therefore, will not be
described any further. The processor may be implemented
with one or more general-purpose and/or special-purpose
processors. Examples include microprocessors, microcon-
trollers, DSP processors, and other circuitry that can execute
soltware. Those skilled in the art will recognize how best to
implement the described functionality for the processing
system depending on the particular application and the
overall design constraints imposed on the overall system.

If implemented 1n software, the functions may be stored
or transmitted over as one or more instructions or code on a
computer readable medium. Software shall be construed
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broadly to mean instructions, data, or any combination
thereol, whether referred to as software, firmware, middle-
ware, microcode, hardware description language, or other-
wise. Computer-readable media include both computer stor-
age media and commumnication media including any medium
that facilitates transfer of a computer program from one
place to another. The processor may be responsible for
managing the bus and general processing, including the
execution of software modules stored on the machine-
readable storage media. A computer-readable storage
medium may be coupled to a processor such that the
processor can read mformation from, and write information
to, the storage medium. In the alternative, the storage
medium may be integral to the processor. By way of
example, the machine-readable media may include a trans-
mission line, a carrier wave modulated by data, and/or a
computer readable storage medium with instructions stored
thereon separate from the wireless node, all of which may be
accessed by the processor through the bus interface. Alter-
natively, or in addition, the machine-readable media, or any
portion thereof, may be integrated into the processor, such as
the case may be with cache and/or general register files.
Examples of machine-readable storage media may include,
by way of example, RAM (Random Access Memory), flash
memory, ROM (Read Only Memory), PROM (Program-
mable Read-Only Memory), EPROM (Frasable Program-
mable Read-Only Memory), EEPROM (Electrically Eras-
able Programmable Read-Only Memory), registers,
magnetic disks, optical disks, hard drives, or any other
suitable storage medium, or any combination thereof. The
machine-readable media may be embodied 1n a computer-
program product.

A software module may comprise a single instruction, or
many 1nstructions, and may be distributed over several
different code segments, among diflerent programs, and
across multiple storage media. The computer-readable
media may comprise a number of software modules. The
software modules include instructions that, when executed
by an apparatus such as a processor, cause the processing
system to perform various functions. The software modules
may include a transmission module and a receiving module.
Each software module may reside 1n a single storage device
or be distributed across multiple storage devices. By way of
example, a software module may be loaded into RAM from
a hard drive when a triggering event occurs. During execu-
tion of the software module, the processor may load some of
the mstructions into cache to increase access speed. One or
more cache lines may then be loaded nto a general register
file for execution by the processor. When referring to the
functionality of a software module below, it will be under-
stood that such functionality 1s implemented by the proces-
sor when executing instructions from that software module.

Also, any connection 1s properly termed a computer-
readable medium. For example, 11 the software 1s transmitted
from a website, server, or other remote source using a
coaxial cable, fiber optic cable, twisted pair, digital sub-
scriber line (DSL), or wireless technologies such as infrared
(IR), radio, and microwave, then the coaxial cable, fiber
optic cable, twisted pair, DSL, or wireless technologies such
as infrared, radio, and microwave are included 1n the defi-
nition of medium. Disk and disc, as used herein, include
compact disc (CD), laser disc, optical disc, digital versatile
disc (DVD), tfloppy disk, and Blu-ray® disc where disks
usually reproduce data magnetically, while discs reproduce
data optically with lasers. Thus, in some aspects computer-
readable media may comprise non-transitory computer-
readable media (e.g., tangible media). In addition, for other
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aspects computer-readable media may comprise transitory
computer-readable media (e.g., a signal). Combinations of
the above should also be included within the scope of
computer-readable media.

Thus, certain aspects may comprise a computer program
product for performing the operations presented herein. For
example, such a computer program product may comprise a
computer-readable medium having mstructions stored (and/
or encoded) thereon, the istructions being executable by
one or more processors to perform the operations described
herein. For example, 1nstructions for performing the opera-
tions described herein and illustrated 1n FI1G. 14 and FIG. 15.

Further, it should be appreciated that modules and/or
other appropriate means for performing the methods and
techniques described herein can be downloaded and/or oth-
erwise obtained by a user terminal and/or base station as
applicable. For example, such a device can be coupled to a
server to facilitate the transter of means for performing the
methods described herein. Alternatively, various methods
described herein can be provided via storage means (e.g.,
RAM, ROM, a physical storage medium such as a compact
disc (CD) or floppy disk, etc.), such that a user terminal
and/or base station can obtain the various methods upon
coupling or providing the storage means to the device.
Moreover, any other suitable technique for providing the
methods and techniques described herein to a device can be
utilized.

It 1s to be understood that the claims are not limited to the
precise configuration and components illustrated above.
Various modifications, changes and variations may be made
in the arrangement, operation and details of the methods and
apparatus described above without departing from the scope
of the claims.

What 1s claimed 1s:

1. An apparatus for wireless communication, comprising:

a receiver configured to receive a codeword [in accor-

dance with a radio technology across a wireless channel
via one or more antenna elements situated proximal the
receiver]; and

at least one processor coupled with a memory and [com-

prising decoder circuitry] configured to decode the
codeword based on a low density parity check (LDPC)
code to produce a set of information bits, wherein:

the LDPC code 1s stored in the memory and defined by a

base matrix having a [first number] plurality of col-
umns [corresponding to variable nodes of a base graph]
and a [second number] plurality of rows [correspond-
ing to check nodes of the base graph, and];

elements in all adjacent vows of a column are orthogonal,

for each of the [first number] plurality of columns, [all
adjacent rows are orthogonal] in [a last portion of the
second number of] at least twenty-one rows starting
from a last vow of the base matrvix; and

each vow of the twenty-one rows contains a nomn-zero

element in a first column, of the plurality of columns,
with a column index 0, or a non-zero element in a
second column, of the plurality of columns, with a
column index 1.

2. The apparatus of claim 1, wherein [entries] eact
element in the base matrix [correspond] corresponds to an
edge between [the] a variable node and [the] a check nodel.}
of [the] a base graph[.] associated with the [entry in] base
matrix.

3. The apparatus of claim 2, wherein [entries] eact
non-zero element in the base matrix [include] corresponds to
a cyclic integer lifting [values] value.
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4. The apparatus of claim 2, wherein 1n each column of the
[first number] plurality of columns, at most one row of each
pair of the adjacent Jorthogonal] rows in the [last portion of
the] rwentv-one rows [has an entry] contains a non-zero
element.

[5. The apparatus of claim 1, wherein the last portion of
the rows comprises at least the bottom twenty-one rows of
the base matrix. ]

[6. The apparatus of claim 1, wherein the memory is
configured to store at least a portion of the LDPC code.]

7. The apparatus of claim 1, wherein the at least one
processor 1cludes a layered decoder configured to decode
the codeword.

8. The apparatus of claim 1, wherein the at least one
processor 1s configured to decode the codeword based on a
decoding schedule.

9. The apparatus of claim 8, wherein the [decoding
schedule includes decoding] at least one processor is con-

20 figured to decode the codeword [based on the LDPC code by

25

30

35

40

45

50

55

60

65

decoding] sequentially row by row in the base matrix or [by]
to simultaneously [decoding] decode pairs of rows in the
base matrix based on the decoding schedule.

10. The apparatus of claim 9, wherein the at least one
processor is configured to select [from two combinations] a
combination of two rows from any three sequential rows 1n
the [last portion for the simultaneous decoding pairs of the
decoding schedule] rwenty-one rows to simultaneously
decode.

11. The apparatus of claim 9, wherein the [row by row or
pairs of rows is performed] at least one processor is further
configured to decode sequentially column by column in the
base matrix.

12. The apparatus of claim 8, wherein the [decoding
schedule includes skipping] at least one processor is further
configured to skip decoding [portions] elements of the base
matrix that [do not] contain [an associated entry] a zero.

13. The apparatus of claam 1, wherein the LDPC code
comprises a lifted LDPC code.

14. The apparatus of claim 1, wherein:

the codeword comprises a punctured codeword[.]; and

the at least one processor [further] comprises a depunc-

turer configured to depuncture the codeword|, and
the decoding comprises decoding the depunctured code-
word].

15. An apparatus for wireless communication, compris-
ng:

at least one processor coupled with a memory and [com-

prising an encoder circuit] configured to encode a set of

information bits based on a low density parity check

(LDPC) code to produce a codeword, wherein:

the LDPC code 1s stored 1n the memory and defined by
a base matrix having a [first number] plurality of
columns [corresponding to variable nodes of a base
graph] and a [second number] plurality of rows
[corresponding to check nodes of the base graph,
and];

elements in all adjacent rows of a column are orthogo-
nal, for each of the [first number] plurality of col-
umns, [all adjacent rows are orthogonal] in [a last
portion of the second number of] at least rows
starting from a last row of the base matrix; and

each vow of the twenty-one vows contains a non-zervo
element in a first column, of the plurality of columns,
with a column index 0, or a non-zero element in a
second column, of the plurality of columns, with a
column index I, and
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a transmitter configured to transmit the codeword [in
accordance with a radio technology across a wireless
channel via one or more antenna elements arranged
proximal the transmitter].
16. The apparatus of claim 15, wherein [entries] eac/:
element in the base matrix [correspond] corresponds to an
edge between [the] a variable node and [the] a check nodel.}
of [the] a base graphl.] associated with the [entry in] base
matrix.
17. The apparatus of claim 16, wherein [entries] eac/:
non-zero element in the base matrix [are replaced] corre-
sponds to a cyclic integer lifting [values] value.
18. The apparatus of claim 16, wherein in each column of
the [first number] plurality of columns, at most one row of
each pair of the adjacent [orthogonal] rows in the [last
portion of the] rwenty-one rows [has an entry] contains a
non-zero element.
[19. The apparatus of claim 15, wherein the last portion of
the rows comprises at least the bottom twenty-one rows of
the base matrix.]
20. The apparatus of claim 15, wherein:
the at least one processor is further configured [to lifted
the LDPC code by generating] gererate an integer
number of copies of the base matrix[; and
the LDPC code comprises a lifted LDPC code] zo /ift the
LDPC code.
21. The apparatus of claim 15, wherein:
the at least one processor further comprises a puncturer
configured to puncture the codeword, and
the [transmitting the codeword comprises transmitting]
transmitter is configured to transmit the punctured
codeword.
22. A method for wireless communication, comprising:
receiving a codeword [in accordance with a radio tech-
nology across a wireless channel via one or more
antenna elements situated proximal a receiver]; and
decoding the codeword [via decoder circuitry] based on a
low density parity check (LDPC) code to produce a set
of information bits, wherein:
the LDPC code 1s stored in a memory and defined by a
base matrix having a [first number] plurality of
columns [corresponding to variable nodes of a base
graph] and a [second number] plurality of rows
[corresponding to check nodes of the base graph,
and];

elements in all adjacent rows of a column ave orthogo-
nal, for each of the [first number] plurality of col-
umns, [all adjacent rows are orthogonal] in [a last
portion of the second number of] at least twenty-one
rows starting from a last vow of the base matrix; and

each row of the twenty-one vows contains a non-zervo
element in a first column, of the plurality of columns,
with a column index 0, or a non-zero element in a
second column, of the plurality of columns, with a
column index 1.

23. The method of claim 22, wherein 1in each column of
the [first number] plurality of columns, at most one row of
each pair of the adjacent [orthogonal] rows in the [last
portion of the] twenty-one rows has [an entry] a non-zero
element.

[24. The method of claim 22, wherein the last portion of
the rows comprises at least the bottom twenty-one rows of
the base matrix.]

25. The method of claim 22, wherein[: the decoding is

based on a decoding schedule; and the Jdecoding [schedule] 65 j=[/].

the codeword includes decoding the codeword [based on the
LDPC code by decoding] sequentially row by row in the
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base matrix or [by] simultaneously decoding pairs of rows in
the base matrix based on a decoding schedule.

26. The method of claim 235, further comprising selecting
[from two combinations of two] each pair of the pairs of
rows from any three sequential rows [in] of the [last portion
for the simultaneous decoding pairs of the decoding sched-
ule] twenty-one rows to decode.

27. A method for wireless communication, comprising:

encoding a set of information bits [with encoder circuitry]

based on a low density parity check (LDPC) code to

produce a codeword wherein:

the LDPC code 1s stored in a memory and defined by
a base matrix having a [first number] plurality of
columns [corresponding to variable nodes of a base
graph] and a [second number] plurality of rows
[corresponding to check nodes of the base graph,
and];

elements in all adjacent rows of a column ave orthogo-
nal, for each of the [first number] plurality of col-
umns, [all adjacent rows are orthogonal] in [a last
portion of the second number of] at least twenty-one
rows starting from a last vow of the base matrix; and

each vow of the twenty-one vows contains a non-zervo
element in a first column, of the plurality of columns,
with a column index 0, or a non-zero element in a
second column, of the plurality of columns, with a
column index I, and

transmitting the codeword [in accordance with a radio

technology across a wireless channel via one or more
antenna elementsl].

28. The method of claim 27, wherein 1in each column of
the [first number] plurality of columns, at most one row of
each pair of the adjacent [orthogonal] rows in the [last
portion of the] rwenty-one rows [has an entry] contains a
non-zervo element.

[29. The method of claim 27, wherein the last portion of
the rows comprises at least the bottom twenty-one rows of
the base matrix.]

30. The method of claim 27, further comprising punctur-
ing the codeword, wherein transmitting the codeword com-
prises transmitting the punctured codeword.

31. The apparatus of claim 1, wherein each row of the

plurality of rows, except the twenty-one rows, contains a

non-zero element in the first column, a non-zero element in

45 the second column, or a non-zervo element in both the first
column and the second column.
32. The apparatus of claim 1, wherein:
the set of information bits is K information bits, where K
IS a positive integer,
50  the base matrix is a base matvix H lifted by a lifting factor
Z;
the plurality of columns consists of V columns corre-
sponding to i variable nodes, wherve V is 68;
the plurality of rows comnsists of C rows corresponding to
55 J check nodes, wheve C is 46; and
the elements in the base matrix are represented by a row
index i and a column index j.
33. The apparatus of claim 32, wherein an element V; ; of
the base matrix is a non-zevo element at least when i= 25
60 j=[1]; i=[26], j=]0]; 12_27J] [ 1], I:_Z(S)Jj [0]; i= 29J
J=111; i=[30], j=0], i=[31], j=[1], i=[32], j=[0]; i=[33],
J=11]; i=[34], j=[0],; i=[35], ]:[] ; i=]36], ]:[0 ; i=[37],
J=111; i=[38], j=[0]; i=[39], j=[1], i= 40J 7=10]; i=[41],
J=111; i=[42], j=[0]; i=[43], j=[1], i=[44], j=[0]; i=[45],
34. The apparatus of claim 33, wherein an element V,; ; of

the base matrix is further a non-zero element at least when
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J=101 and i=|24], i=|22], i=[20], i=[19], i=[17], i=[I3]
i=[14], i=[13], i=[12], i=[1]], i=[9], i=[8], i=|7], i=[6],
=53], i=[4], i=[3], i=[2], i=[1], i=[|0]; and when j= []] and
1=[23], f:[2]] i=[20], i= ]9] i=[18], i=[16], i=[Il5],
i=[12], i=[11], i=[10], i=[9], i=[8], i=[/], i=[5], i=[4],
i=[3], i=[2], i=[0].

35. The apparatus of claim I, wherein:

the receiver is comnfigured to receive the codeword in
accorvdance with a radio technology across a wireless
channel via one or more antenna elements situated
proximal the receiver,

the at least ome processor is configured to select a
combination pairs of vows from any three sequential
rows in the twenty-one rows; and

the at least one processor comprises decoder circuitry
configured to simultaneously decode each pair of rows.

36. The apparatus of claim I, wherein the first column

having the column index 0 and the second column having the

column index I have a highest degree among the plurality of

columns, whevre the first column and the second column have

a highest number of non-zervo entries among the plurality of

columns.
37. The apparatus of claim 36, wherein:
the codeword comprises a punctured codeword, where
systematic bits corresponding to the first column and
the second column are punctured; and
the at least one processor comprises a depuncturer con-
figured to depuncture the systematic bits corresponding
to the first column and the second column.
38. The apparatus of claim 15, wherein each row of the
plurality of rows, except the twentyv-one rows, contains a
non-zevo element in the first column, a non-zero element in
the second column, ov a non-zervo element in both the first
column and the second column.
39. The apparatus of claim 15, wherein:
the set of information bits is K information bits, where K
IS a positive integer;

the base matrix is a base matrvix H lifted by a lifting factor
Z;

the plurality of columns comnsists of V columns corrve-
sponding to i variable nodes, where V' is 68;

the plurality of rows comnsists of C rows corresponding to
J check nodes, where C is 46; and

the elements in the base matvix are vepresented by a row
index i and a column index j.
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40. The apparatus of claim 39, wherein an element V; ; of

41. The apparatus of claim 40, wherein an element V; ; of
the base matvix is further a non-zero element at least when

i=[20], i=[19], i=|17], i=[12],

=14, i=[13], i=[12], i=[1]], i=]|9], i=[8], i=[7] i=[6

=51, i=[4], i=[3], i=[2], i=[]], i=[0]; (md when j= []] and
=231, i=[21], i=[20], f: ]9] i=[18], i=[16], i=[l5],
i=112), =[], i=[10], =Y, =8, =] =10 =4,

i=[3], i=[2], i=[0]
42. The apparatus of claim 15, wherein:
the transmitter is configured to transmit the codeword in
accordance with a rvadio technology across a wireless
channel via one or more antenna elements situated
proximal the transmitter,
the at least ome processor is configured to select a
combination pairs of rows from any three sequential
rows in the twenty-one rows; and
the at least one processor comprises encoder civcuitry
configured to simultaneously encode each pair of rows.
43. The apparatus of claim 15, wherein the first column
having the column index 0 and the second column having the
column index 1 have a highest degree among the plurality of
columns, where the first column and the second column have
a highest number of non-zero entries among the plurality of
columns.
44. The apparatus of claim 43, whervein the at least one

processor comprises a puncturer comnfigured to puncture

systematic bits in the codeword corresponding to the first
column and the second column.

45. The apparatus of claim I, wherein the receiver is
configured to receive the codeword in accordance with a
radio technology across a wireless channel via one or more
antenna elements situated proximal the receiver.

46. The apparatus of claim 15, wherein the transmitter is
configured to transmit the codeword in accordance with a
radio technology across a wireless channel via one or more
antenna elements situated proximal the transmitter.
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