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APPARATUS FOR DECODING MOTION
INFORMATION IN MERGE MODE

Matter enclosed in heavy brackets [ ]| appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue; a claim printed with strikethrough
indicates that the claim was canceled, disclaimed, or held
invalid by a prior post-patent action or proceeding.

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a Reissue of U.S. Pat. No. 9,025,668

issued on May 5, 2015, which is a Continuation of [co-
pending] U.S. Bypass Continuation application Ser. No.

13/743,086 filed on Jan. 16, 2013, which claims prionty to
PCT International Application No. PCT/KR2012/000523
filed on Jan. 20, 2012, which claims priornty to Korean

Patent Application No. 10-2011-0086524 filed on Aug. 29,
2011, the entire contents of all of the above applications are
hereby incorporated by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to an apparatus for decoding,
motion information and, more particularly, to an apparatus
for decoding motion information 1n merge mode for recon-
structing motion information coded in merge mode.

2. Background Art

Lots of techniques for eflectively compressing a moving,
picture signal while maintaining the quality of an image
have been proposed. In particular, an inter-prediction coding
method, that 1s, a method of extracting a block similar to a
current block from a previous picture and coding a difler-
ence between the extracted block and the current block, 1s
one of the most effective methods in compressing an 1mage.

In the case of the mter-prediction coding method, how-
ever, motion mformation corresponding to each block must
be additionally transmitted instead of coding a residual
block and transmitting the coded residual block. For this
reason, another 1mage compression method 1s to reduce the
amount of data by effectively coding motion information.

As the size of a prediction block and the number of
pictures to be referred become diverse, the amount of data
of a residual block 1s reduced, whereas the amount of motion
information to be transmitted (e.g., a motion vector and a
reference picture index) 1s gradually increased.

Accordingly, there 1s a need for an apparatus capable of
reducing the amount of motion information to be transmitted
more eflectively.

SUMMARY OF THE INVENTION

1. Technical Problem

The present invention provides an apparatus for decoding,
motion information 1in merge mode for eflectively recon-
structing motion information coded in merge mode.

2. Technical Solution

The apparatus for decoding motion mformation 1n merge
mode according to the present invention includes a merge
predictor index decoding unit configured to reconstruct the
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2

merge predictor index of a current block using a received
merge codeword; a spatial merge candidate derivation unit
configured to derive the spatial merge candidate of the
current block; a temporal merge candidate configuration unit
configured to generate the temporal merge candidate of the
current block; a merge candidate generation umt configured
to generate a merge candidate when the number of valid
merge candidates of the current block 1s smaller than a
predetermined number; a merge predictor selection umit
configured to generate a list of merge candidates using the
spatial merge candidate derived by the merge candidate
derivation unit, the temporal merge candidate generated by
the temporal merge candidate configuration unit, and the
merge candidate generated by the merge candidate genera-
tion unit and select a merge predictor based on the merge
predictor index reconstructed by the merge predictor index
decoding unit; and a motion information generation unit
configured to generate the reference picture index and
motion vector of a merge candidate, selected by the merge
predictor selection unit, as the reference picture index and
motion vector of the current block.

3. Advantageous Effects

In accordance with the present invention, the merge
predictor index of a current block is reconstructed and the
spatial merge candidate and the temporal merge candidate of
the current block are generated, using a recerved merge
codeword. If the number of valid merge candidates of the
current block 1s smaller than a predetermined number, a list
of merge candidates 1s made by generating the merge
candidates. Furthermore, a merge predictor 1s selected based
on the reconstructed merge predictor index. Accordingly,
there are advantages 1n that a decoding speed can be
increased and motion information can be ethiciently decoded
because the number of merge candidates 1s fixed and one
decoding table 1s used.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 15 a block diagram of an inter-prediction encoding
apparatus according to the present invention.

FIG. 2 1s a block diagram of a motion information
encoding mode determination umt according to the present
invention.

FIG. 3 1s a diagram showing the position of a merge
candidate 1n accordance with an embodiment of the present
invention.

FIG. 4 15 a block diagram of an inter-prediction decoding,
apparatus according to the present invention.

FIG. 5 1s a block diagram of a merge mode motion
information decoding unit 1n accordance with a first embodi-
ment of the present mnvention.

FIG. 6 1s a block diagram of a merge mode motion
information decoding unit 1n accordance with a second
embodiment of the present invention.

FIG. 7 1s a block diagram of a merge mode motion
information decoding unit in accordance with a third
embodiment of the present invention.

FIG. 8 1s a block diagram of an AMVP mode motion
information decoding unit in accordance with a first embodi-

ment of the present invention.

FIG. 9 1s a block diagram of an AMVP mode motion
information decoding unit 1n accordance with a second
embodiment of the present invention.
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DESCRIPTION OF THE PREFERRED
EMBODIMENTS

FIG. 1 1s a block diagram of an inter-prediction encoding,
apparatus according to the present invention.

Referring to FIG. 1, the mter-prediction encoding appa-
ratus 1ncludes a motion information determination unit 110,
a motion information encoding mode determination unit
120, a motion information encoding unit 130, a prediction
block generation unit 140, a residual block generation unit
150, a residual block encoding unit 160, and a multiplexer
170.

The motion information determination unit 110 deter-
mines motion mformation of a current block. The motion
information includes a reference picture index and a motion
vector. The reference picture index indicates any one of
previously coded and reconstructed pictures. If a current
block 1s encoded using uni-prediction, the reference picture
index 1ndicates one of reference pictures that belong to a list
0 LO. In contrast, 1f a current block 1s encoded using
bi-prediction, the reference picture index may indicate one
of the reference pictures included 1n a list O LO and one of
the reference pictures included 1 a list 1 L1 . Furthermore,
if a current block 1s encoded using bi-prediction, the refer-
ence picture mndex may indicate one or two pictures of the
reference pictures included 1n a complex list LC generated
by combiming a list O and a list 1.

The motion vector indicates a position of a prediction
block within a picture indicated by each reference picture
index. The motion vector may be a pixel unit (e.g., an integer
pixel unit), and may also be a sub-pixel unit. For example,
the motion vector can have a resolution of a Y4, V4, I, or Vie
pixel. If a motion vector 1s not an integer pixel unit, a
prediction block 1s generated from integer pixels.

The motion mformation encoding mode determination
unit 120 determines whether motion information of a current
block will be encoded 1n skip mode, merge mode, or AMVP
mode.

Skip mode 1s applied when a skip candidate having the
same motion information as a current block 1s present and a
residual signal 1s O. Furthermore, skip mode 1s applied when
a current block has the same size as a coding unit. The
current block can be considered to be a prediction unit.

Merge mode 1s applied when a merge candidate having
the same motion imnformation as a current block 1s present.
Merge mode 1s applied when a current block has a different
s1ze from a coding unit or when a residual signal 1s present
il a current block has the same size as a coding unit. A merge
candidate can be 1dentical with a skip candidate.

AMVP mode 1s applied when skip mode and merge mode
are not applied. An AMVP candidate that has the most
similar motion vector as a current block i1s selected as an
AMVP predictor.

The motion information encoding unit 130 encodes
motion mnformation 1n accordance with a method determined
by the motion information encoding mode determination
unit 120. If motion mformation encoding mode 1s skip mode
or merge mode, the motion mformation encoding unit 130
performs a motion vector encoding process. If motion infor-
mation encoding mode 1s AMVP mode, the motion infor-
mation encoding unit 130 performs an AMVP encoding
pProcess.

The prediction block generation umt 140 generates a
prediction block using motion information of a current
block. If a motion vector i1s an integer pixel unit, the
prediction block generation unit 140 generates the prediction
block of a current block by copying a block corresponding,

10

15

20

25

30

35

40

45

50

55

60

65

4

to a position that 1s indicated by a motion vector within a
picture indicated by a reference picture index.

If a motion vector 1s not an integer pixel unit, however, the
prediction block generation umt 140 generates pixels of a
prediction block from integer pixels within a picture indi-
cated by a reference picture index. In this case, in the case
of a luminance pixel, a prediction pixel can be generated
using an 8-tap interpolation filter. In the case of a chromi-
nance pixel, a prediction pixel can be generated using a 4-tap
interpolation {ilter.

The residual block generation unit 150 generates a
residual block using a current block and the prediction block
of the current block. If a current block has a size of 2Nx2N,
the residual block generation unit 150 generates a residual
block using the current block and a prediction block having
a size of 2Nx2N corresponding to the current block. If a
current block used for prediction has a size of 2NxN or
Nx2N, the residual block generation unit 150 can obtain a
prediction block for each of two 2NxN blocks that form the
s1ze of 2Nx2N and then generate a final prediction block
having a size of 2Nx2N using the two 2NxN prediction
blocks. Furthermore, the residual block generation unit 150
may generate a residual block having a si1ze of 2Nx2N using
a prediction block having a size of 2Nx2N. Pixels, located
near a boundary of two prediction blocks each having the
s1ze of 2NxN, can be overlap-smoothed 1n order to solve
discontinuity at the boundary.

The residual block encoding unit 160 classifies a gener-
ated residual block into one or more transform units. Fur-
thermore, each of the transform units 1s encoded by per-
forming transform coding, quantization, and entropy coding.
Here, a size of the transform unit can be determined by a
quadtree method depending on a size of the residual block.

The residual block encoding umt 160 transforms a
residual block, generated by an inter-prediction method,
using an integer-based transform matrix. The transform
matrix 1s an mteger-based DCT matrix. The residual block
encoding unit 160 uses a quantization matrix in order to
quantize the coeflicients of the residual block transformed
by the transform matrix. The quantization matrix 1s deter-
mined by a quantization parameter. The quantization param-
cter 1s determined for each coding unmit having a predeter-
mined size or greater. The predetermined size can be 8x8 or
16x16. Accordingly, if a current coding unit 1s smaller than
the predetermined size, only the quantization parameter of a
first coding unit in coding order, from among a plurality of
coding units within the predetermined size, 1s encoded and
the quantization parameters of the remaining coding units do
not need to be encoded because they are the same as the
quantization parameter of the first coding unit. Furthermore,
the coellicients of the transform block are quantized using
the determined quantization parameter and a quantization
matrix determined depending on prediction mode.

A quantization parameter determined for each coding unit
having the predetermined size or greater 1s encoded by
performing prediction coding using the quantization param-
eter of a coding unit that neighbors a current coding unat.
Quantization parameters can be searched for 1n order of the
left coding unit and the upper coding unit of the current
coding unit, and a quantization parameter predictor of a
current coding unit can be generated using one or two
searched valid quantization parameters. For example, a valid
quantization parameter retrieved first as described above can
be determined as a quantization parameter predictor. In
another embodiment, quantization parameters can be
searched for in order of a left coding unit and a coding unit
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right before in coding order, and a valid quantization param-
cter retrieved first can be determined as a quantization
parameter predlctor

The coeflicients of a quantized transform block are
scanned and transformed 1nto one-dimensional quantization
coellicients. A scanning method can be set differently based
on entropy coding mode. For example, in the case of
Context-Based Adaptive Binary Arithmetic Coding (CA-
BAC), quantization coethlicients encoded using inter-predic-
tion can be scanned using a predetermined method (e.g., a
zigzag scan or a diagonal raster scan). In contrast, 1n the case
of CAVLC, quantization coeflicients encoded using inter-
prediction can be scanned using a diflerent method from the
aforementioned method. For example, the scanning method
can be determined based on the zigzag scan in the case of
inter and can be determined based on intra-prediction mode
in the case of intra. Furthermore, a coeflicient scanning
method may be determined differently based on the size of
a transform unit. A scan pattern may vary based on a
directional intra-prediction mode. The quantization coetli-
cients are scanned in reverse order.

The multiplexer 170 multiplexes motion information
encoded by the motion information encoding unit 130 and
residual signals encoded by the residual block encoding unit
160. The motion mformation may include different infor-
mation depending on coding mode. That 1s, 1n skip or merge
mode, the motion information includes only an 1ndex indica-
tive of a predictor. In contrast, in AMVP mode, the motion
information includes a reference picture index, a diflerential
motion vector, and an AMVP index of a current block.

FIG. 2 1s a block diagram of the motion information
encoding mode determination unit 120 according to the
present mvention.

The motion mformation encoding mode determination
unit 120 according to the present invention includes a spatial
merge candidate derivation unit 121, a reference picture
index derivation unit 122 for a temporal merge candidate, a
motion vector derivation unit 123 for a temporal merge/
AMVP candidate, a motion vector derivation unit 124 for a
spatial AMVP candidate, a temporal merge candidate con-
figuration unit 125, a merge candidate list generation unit
126, an AMVP candidate list generation unit 127, and a
coding mode determination unit 128.

The spatial merge candidate derivation unit 121 sets valid
motion mnformation on blocks neighboring a current block as
spatial merge candidates. Four candidates of the left block
(e.g., a block A) of a current block, the upper block (e.g., a
block B) of the current block, the upper right block (e.g., a
block C) of the current block, the lower left block (e.g., a
block D) of the current block, and the upper leit block (e.g.,
a block E) of the current block can become the spatial merge
candidates, as shown 1n FIG. 3. In this case, the block E can
be used when one or more of the blocks A, B, C, and D are
not valid.

Furthermore, the left block (e.g., a block A") of the current
block, the upper block (e.g., a block B') of the current block,
and the corer block (e.g., any one of the blocks C, D, and
E) of the current block can be set as the spatial merge
candidates. The corner block 1s the first block that 1s valid
when scanning 1s performed 1n order of the upper right block
(e.g., a block C) of the current block, the lower left block
(e.g.,a block D) of the current block, and the upper left block
(e.g., a block E) of the current block.

Furthermore, two candidates that are valid when scanming,
1s performed 1n order of the left block (e.g., a block A') of
the current block, the upper block (e.g., a block B') of the
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current block, the lower left block (e.g., a block D) of the
current block, and the upper lett block (e.g., a block E) of the
current block can become the spatial merge candidates.

Here, the left block A' can be a block that does not
neighbor the block D, but neighbors the block E. Likewise,
the upper block B' can be a block that does not neighbor the
block C, but neighbors the block E.

The reference picture imndex derivation unit 122 for a
temporal merge candidate obtains a reference picture index
for the temporal merge candidates of a current block. The
reference picture mdex of one of blocks (e.g., prediction
units) that spatially neighbor a current block can be set as the
reference picture index for the temporal merge candidates.

In order to obtain the reference indices of the temporal
merge candidates of the current block, some or all of the

reference picture indices of the left block A, the upper block
B, the upper right block C, the lower leit block D, and the

upper lett block E of the current block can be used.

For example, the reference picture indices of the left block
A, the upper block B, and a comer block (e.g., any one of
the blocks C, D, and E) of the current block can be used. In
this case, the reference picture index of a block that 1s valid
first when blocks are scanned in order of the upper right
block C, the lower left block D, and the upper lett block E
can be determined as the reference picture index of the
corner block. For example, a reference picture index having
the highest frequency, from among valid reference picture
indices of the reference picture indices, can be set as a
reference picture index of a temporal skip candidate. If the
number ol reference picture indices having the highest
frequency, from among valid candidates, 1s plural, a refer-
ence picture index having a minimum value, from among the
plurality of reference picture indices, can be set as a refer-
ence picture mdex for the temporal skip candidate.

In order to obtain the reference indices of the temporal
merge candidates of the current block, the reference picture
indices of three blocks that are valid when blocks are
scanned 1n order of the left block A, the upper block B, the
upper right block C, the lower left block D, and the upper left
block E of the current block may be used. Although three or
more valid reference picture indices are 1llustrated as being
used, all the valid reference picture indices may be used or
only a reference picture index at a predetermined position
may be used. It there 1s no valid reference picture index, the
reference picture index may be set to 0.

The motion vector derivation unit 123 for a temporal
merge/AMVP candidate determines a picture to which a
temporal merge candidate block belongs (heremafter
referred to as a temporal merge candidate picture). The
temporal merge candidate picture can be set as a picture
having a reference picture index of 0. In this case, 1f a slice
type 1s P, the temporal merge candidate picture 1s set as the
first picture of a list O (1.e., a picture having an index of 0).
If a slice type 1s B, the temporal merge candidate picture 1s
set as the first picture of a reference picture list indicated by
a flag, the flag being indicative of a temporal merge candi-
date list 1n a slice header. For example, the temporal merge
candidate picture can be set as a picture 1n a list O when the
flag 1s 1, and as a picture 1n a list 1 when the flag 1s O.

The motion vector derivation unit 123 obtain a temporal
merge candidate block within the temporal merge candidate
picture. One of a plurality of corresponding blocks corre-
sponding to a current block within the temporal merge
candidate picture can be selected as the temporal merge
candidate block. In this case, the order of priority can be
assigned to the plurality of corresponding blocks, and a first




US RE49,907 E

7

valid corresponding block can be selected as the temporal
merge candidate block based on the order of prionty.

For example, a lower left corner block BR_C that neigh-
bors a block corresponding to a current block within the
temporal merge candidate picture or a lower left block BR
within a block corresponding to a current block within the
temporal merge candidate picture can be set as a first
candidate block, and a block C1 that includes an upper leit
pixel at the central position of a block corresponding to a
current block within the temporal merge candidate picture or
a block C2 that includes a lower right pixel at the central
position of a block corresponding to a current block within
the temporal merge candidate picture can be set as a second
candidate block.

When the first candidate block 1s valid, the temporal
merge candidate block can be set as the first candidate block.
When the first candidate block 1s not valid and the second
candidate block 1s valid, the temporal merge candidate block
can be set as the second candidate block. In another embodi-
ment, only the second candidate block can be used based on
the position of a current block. For example, iI a current
block 1s adjacent to the lower boundary of a slice or the
lower boundary of an LCU, only the second candidate block
can be used. If the second candidate block 1s not present, the
temporal merge candidate 1s determined not to be valid.

After the temporal merge candidate block 1s determined,
a motion vector ol a temporal merge candidate 1s set as a
motion vector of the temporal merge candidate block.

Meanwhile, the temporal merge candidate may not be
adaptively used depending on the size of a current block. For
example, 1n the case of a 4x4 block, the temporal merge
candidate may not be used 1n order to reduce complexity.

The motion vector derivation unit 124 for a spatial AMVP
candidate can select one of the left block (e.g., a block A)
and the lower left block (e.g., a block D) of a current block
as a left spatial candidate and can select one of the upper
block (e.g., a block B) of the current block, the upper right
block (e.g., a block C) of the current block, and the upper left
block (e.g., block E) of the current block as an upper spatial
candidate. Here, a motion vector that i1s first valid when
blocks are scanned 1n predetermined order 1s determined as
the left or upper spatial candidate. The predetermined order
can be order of the block A and the block D or a reverse
order thereof 1n the case of a left block and can be order of
the block B, the block C, and the block E or order of the
block C, the block B, and the block E 1n the case of an upper
block. The valid motion vector can be a motion vector that
satisiies a predetermined condition. The predetermined con-
dition 1s set based on motion information of a current block.
An upper spatial candidate may not be set based on a left
spatial candidate.

The temporal merge candidate configuration unit 125
generates a temporal merge candidate using a reference
picture index of the temporal merge candidate obtained by
the reference picture index denvation unit 122 for the
temporal merge candidate and a motion vector of the tem-
poral merge candidate obtained by the motion vector deri-
vation unit 123 for the temporal merge/ AMVP candidate.

The merge candidate list generation unit 126 generates a
list of merge candidates 1n predetermined order using valid
merge candidates. If a plurality of merge candidates has the
same motion information (e.g., the same motion vector and
the same reference picture index), merge candidates having,
lower order of priority are deleted from the list. For example,
the predetermined order can be order of blocks A, B, Col, C,
and D. Here, Col means a temporal merge candidate. If one
or more of the blocks A, B, C, and D are not valid, motion
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information of a valid block E can be inserted into the
position of the invalid first block. Furthermore, the motion
information of the valid block E can be inserted into the last
position.

Meanwhile, 11 the number of merge candidates 1s smaller
than a predetermined number, a merge candidate can be
generated. The added merge candidate can be generated by
combining motion mformation on two valid merge candi-
dates. For example, a merge candidate can be generated by
combining a reference picture mdex of a temporal merge
candidate and a valid spatial motion vector of a spatial
merge candidate. If a plurality of merge candidates can be
generated, the generated merge candidates can be added to
a list 1in predetermined order. A merge candidate generated
by combining the reference picture index of a temporal
merge candidate and the motion vector of a spatial merge
candidate can be first added to the list. If the number of
merge candidates to be generated 1s msuilicient, a merge
candidate having a motion vector of 0 and a reference
picture index of O may be added. The predetermined number
can be determined for each picture or slice.

The AMVP candidate list generation unit 127 generates a
list of AMVP candidates 1n predetermined order using valid
AMVP candidates. If a plurality of AMVP candidates has
the same motion vector (but reference pictures need not to
be the same), AMVP candidates having lower order of
priority are deleted from the list. The predetermined order
can be order of the left side, the upper side, and Col or can
be order of Col, the leit side, and the upper side.

Furthermore, the AMVP candidate list generation unit 127
determines whether 1t 1s necessary to generate an AMVP
candidate or not. Assuming that the number of AMVP
candidates 1s set to a fixed value in the above AMVP
candidate configuration, 1f the number of valid AMVP
candidates 1s smaller than the fixed value, an AMVP can-
didate 1s generated. Furthermore, the generated AMVP
candidate 1s added to a position next to an AMVP candidate
having the lowest order of priority in the list. The added
AMVP candidate can be a candidate having a motion vector
of 0.

The coding mode determination umit 128 determines
whether motion information of a current block will be
encoded 1n skip mode, merge mode, or AMVP mode.

Skip mode 1s applied when there 1s a skip candidate
having the same motion mnformation as a current block and
a residual signal 1s 0. Furthermore, skip mode 1s applied
when a current block has the same size as a coding unit. The
current block can be considered to be a prediction unait.

Merge mode 1s applied when a merge candidate having
the same motion information as a current block 1s present.
Merge mode 1s applied when a current block has a different
s1ze from a coding unit or when a residual signal 1s present
if a current block has the same size as a coding unit. A merge
candidate can be i1dentical with a skip candidate.

AMVP mode 1s applied when skip mode and merge mode
are not applied. An AMVP candidate that has the most
similar motion vector as a current block 1s selected as an
AMVP predictor.

FIG. 4 15 a block diagram of an inter-prediction decoding
apparatus 200 according to the present invention.

The inter-prediction decoding apparatus 200 according to
the present invention includes a demultiplexer 210, a motion
information coding mode determination unit 220, a merge
mode motion mformation decoding unit 230, an AMVP
mode motion mnformation decoding unit 240, a prediction
block generation unit 250, a residual block decoding umnit
260, and a reconstruction block generation unit 270.
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The demultiplexer 210 demultiplexes coded motion infor-
mation of a current block and coded residual signals from a
received bit stream. The demultiplexer 210 transmits the
demultiplexed motion information to the motion informa-
tion coding mode determination unit 220 and transmits the
demultiplexed residual signals to the residual block decod-
ing unit 260.

The motion information coding mode determination unit
220 determines motion information coding mode of the
current block. I1 skip_tlag included in a recerved bit stream
has a value of 1, the motion information coding mode
determination unit 220 determines that motion information
of the current block has been encoded 1n skip mode. It the
skip_flag included in the received bit stream has a value of
0 and motion information received from the demultiplexer
210 has only a merge index, the motion information coding
mode determination unit 220 determines that motion infor-
mation of the current block has been encoded in merge
mode. IT the skip_tlag included 1n the received bit stream has
a value of 0 and motion information received from the
demultiplexer 210 has a reference picture index, a difleren-
tial motion vector, and an AMVP 1ndex, the motion infor-
mation coding mode determination unit 220 determines that
motion information of the current block has been encoded in
AMVP mode.

The merge mode motion information decoding unit 230 1s
activated when the motion mformation coding mode deter-
mination unit 220 determines that motion information of the
current block has been encoded in skip mode or merge
mode.

The AMVP mode motion information decoding unit 240
1s activated when the motion information coding mode
determination unit 220 determines that motion information
ol a current block has been encoded 1n AMVP mode.

The prediction block generation unit 250 generates the
prediction block of the current block using motion informa-
tion reconstructed by the merge mode motion information
decoding unit 230 or the AMVP mode motion imnformation
decoding unit 240. If a motion vector has an integer pixel
unit, the prediction block generation unit 250 generates the
prediction block of the current block by copying a block
corresponding to a position that 1s indicated by a motion
vector within a picture indicated by a reference picture
index. If a motion vector does not have an integer pixel unat,
however, the prediction block generation unit 250 generates
pixels of a prediction block from an integerpixels within a
picture imndicated by a reference picture index. In the case of
a luminance pixel, a prediction pixel can be generated using
an 8-tap interpolation filter. In the case of a chrominance
pixel, a prediction pixel can be generated using a 4-tap
interpolation filter.

The residual block decoding unit 260 performs entropy
decoding on a residual signal. Furthermore, the residual
block decoding unit 260 generates a two-dimensional quan-
tized coeflicient block by inversely scanning entropy-de-
coded coellicients. An 1nverse scanning method may vary
based on an entropy decoding method. That 1s, the inverse
scanning method of an inter-prediction residual signal in the
case ol decoding based on Context-Adaptive Binary Arith-
metic Coding (CABAC) may be different from the mverse
scanning method of an inter-prediction residual signal in the
case of decoding based on Context-Based Adaptive Variable
Length Coding (CAVLC). For example, a diagonal raster
inverse-scan method can be used 1n the case of decoding
based on CABAC, and a zigzag 1inverse-scan method can be
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used 1n the case of decoding based on CAVLC. Furthermore,
the inverse scanming method may be determined based on a
s1ze of a prediction block.

The residual block decoding unit 260 inversely quantizes
a generated coellicient block using an 1mverse quantization
matrix. In order to derive the quantization matrix, a quan-
tization parameter 1s reconstructed. A quantization step size
1s reconstructed for each coding unit having a predetermined
size or greater. The predetermined size may be 8x8 or
16x16. Accordingly, i a current coding unit 1s smaller than
the predetermined size, only the quantization parameter of
the first coding unit in coding order, from among a plurality
of coding units within the predetermined size, 1s recon-
structed, and the quantization parameters of the remaining
coding units do not need to be coded because they are the
same as the quantization parameter of the first coding unit.

In order to reconstruct a quantization parameter deter-
mined for each coding unit having the predetermined size or
greater, the quantization parameter of a coding unit neigh-
boring a current coding unit 1s used. The first quantization
parameter that 1s valid when scanning 1s performed 1n order
of the left coding unit and the upper coding unit of a current
coding unit can be determined as a quantization parameter
predictor of the current coding umt. Furthermore, the first
quantization parameter that 1s valid when scanning 1s per-
formed 1n order of the left coding umit and the coding unit
right before 1n coding order, of the current coding unit, can
be determined as a quantization parameter predictor. The
quantization parameter of a current prediction unit 1s recon-
structed using the determined quantization parameter pre-
dictor and a differential quantization parameter.

The residual block decoding unit 260 reconstructs a
residual block by mnversely transforming the mversely quan-
tized coetlicient block.

The reconstruction block generation unit 270 generates a
reconstruction block by adding a prediction block generated
by the prediction block generation unit 250 and a residual
block generated by the residual block decoding unit 260.

FIG. § 1s a block diagram of the merge mode motion
information decoding unit 230 in accordance with a first
embodiment of the present invention.

The merge mode motion information decoding unit 230 1n
accordance with the first embodiment of the present inven-
tion includes a codeword determination unit 231, a spatial
merge candidate derivation unit 232, a reference picture
index derivation unit 233 for a temporal merge candidate, a
motion vector derivation unit 234 for a temporal merge
candidate, a temporal merge candidate configuration unit
235, a merge candidate list generation unit 236, a merge
candidate index decoding unit 237, and a motion informa-
tion generation unit 238. In this case, the number of merge
candidates 1s not fixed.

The codeword determination unit 231 determines whether
there 1s a codeword corresponding to a merge candidate
index or not. I, as a result of the determination, a codeword
corresponding to the merge candidate index 1s determined
not to be present, the codeword determination unit 231
determines that one merge candidate 1s present or not
present. If, as a result of the determination, one merge
candidate 1s determined not to be present, motion informa-
tion of a current block 1s reconstructed as motion informa-
tion having a motion vector of 0 and a reference picture
index of 0. If, as a result of the determination, one merge
candidate 1s determined to be present, motion information of
the current block 1s reconstructed as motion information of
the merge candidate.
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The spatial merge candidate derivation unit 232 sets valid
motion imnformation of a block that 1s adjacent to a current
block as a spatial merge candidate. As shown 1n FIG. 3, four
candidates of the left block (e.g., a block A) of a current
block, the upper block (e.g., a block B) of the current block,
the upper rnight block (e.g., a block C) of the current block,
the lower lett block (e.g., a block D) of the current block, and
the upper lett block (e.g., a block E) of the current block can
be used for setting the spatial merge candidates. In this case,
the block E can be used when one or more of the blocks A,
B, C, and D are not valid.

Furthermore, the left block (e.g., a block A') of a current
block, the upper block (e.g., a block B') of the current block,
and the comer block (e.g., any one of the blocks C, D, and
E) of the current block can be set as the spatial merge
candidates. The corner block 1s the first block that 1s valid
when scanning 1s performed 1n order of the upper right block
(e.g., a block C), the lower left block (e.g., a block D) of the
current block, and the upper lett block (e.g., a block E) of the
current block.

Furthermore, two candidates that are valid when scanming,
1s performed 1n order of the left block (e.g., a block A') of
the current block, the upper block (e.g., a block B') of the
current block, the upper right block (e.g., a block C) of the
current block, the lower left block (e.g., a block D) of the
current block, and the upper lett block (e.g., a block E) of the
current block can be set as the spatial merge candidates.

Here, the left block A' can be a block that does not
neighbor the block D, but neighbors the block E. Likewise,
the upper block B' can be a block that does not neighbor the
block C, but neighbors the block E.

In the atorementioned embodiments, motion information
of merge candidates placed on the upper side of a current
prediction unit, from among spatial merge candidates, can
be differently set based on the position of the current
prediction unit. For example, if the current prediction unit
comes 1n contact with the upper boundary of an LCU,
motion mformation of the upper prediction unit (e.g., a block
B, C or E) of the current prediction umt can be 1ts own
motion information or motion information of a neighbor
prediction unit. The motion information of the upper pre-
diction unit can be determined as 1ts own motion 1informa-
tion or motion information (e.g., a reference picture index
and a motion vector) of a neighbor prediction unit based on
the size and position of the current prediction unit.

The reference picture index derivation unit 233 obtains
the reference picture index of the temporal merge candidates
of a current block. The reference picture index of the
temporal merge candidate can be set as the reference picture
index of one of blocks (1.e., prediction units) that spatially
neighbor a current block. In another embodiment, the ref-
erence picture index of the temporal merge candidate can be
set to 0.

In order to obtain the reference indices of the temporal
merge candidates of a current block, some or all of the
reference picture indices of the left block A, the upper block
B, the upper nght block C, the lower left block D, and the
upper left block E of a current block can be used.

For example, the reference picture indices of the left block
A, the upper block B, and the corner block (e.g., any one of
the blocks C, D, and E) of a current block can be used. In
this case, the reference picture index of the first block that
1s valid when scanning 1s performed 1n order of the upper
right block C, the lower left block D, and the upper lett block
E can be determined as the reference picture index of the
corner block. For example, a reference picture index having
the highest frequency, from among valid reference picture
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indices of the reference picture indices, can be set as the
reference picture index of a temporal skip candidate. If there
1s a plurality of reference picture indices having the highest
frequency, from among valid candidates, a reference picture
index having a minimum value, from among the plurality of
reference picture mdices, can be set as a reference picture
index for a temporal skip candidate.

In order to obtain the reference indices of the temporal
merge candidates of a current block, the reference picture
indices of three blocks that are valid when scanning is
performed 1n order of the left block A, the upper block B, the
upper right block C, the lower left block D, and the upper left
block E of a current block may be used. Although three or
more valid reference picture indices are 1llustrated as being,
used, all the valid reference picture indices may be used or
only a reference picture index at a predetermined position
may be used. It there 1s no valid reference picture index, the
reference picture index may be set to 0.

The motion vector derivation umt 234 determines a
picture to which the temporal merge candidate block
belongs (hereinafter referred to as a temporal merge candi-
date picture). The temporal merge candidate picture can be
set as a picture having a reference picture index of 0. In this
case, 11 a slice type 1s P, the temporal merge candidate picture
1s set as the first picture included 1n a list O (1.e., a picture
having an index of 0). If a slice type 1s B, the temporal merge
candidate picture 1s set as the first picture of a reference
picture list indicated by a flag, the flag being indicative of a
temporal merge candidate list 1n a slice header. For example,
the temporal merge candidate picture can be set as a picture
in a list O when the flag 1s 1 and as a picture 1n a list 1 when
the flag 1s O.

The motion vector derivation unit 234 obtains a temporal
merge candidate block within the temporal merge candidate
picture. One of a plurality of corresponding blocks corre-
sponding to a current block within the temporal merge
candidate picture can be selected as the temporal merge
candidate block. In this case, the order of priority can be
assigned to the plurality of corresponding blocks, and a first
valid corresponding block can be selected as the temporal
merge candidate block based on the order of prionty.

For example, a lower left corner block BR_C that neigh-
bors a block corresponding to a current block within the
temporal merge candidate picture or a lower left block BR
within a block corresponding to a current block within the
temporal merge candidate picture can be set as a first
candidate block, and a block C1 that includes an upper leit
pixel at the central position of a block corresponding to a
current block within the temporal merge candidate picture or
a block C2 that includes a lower right pixel at the central
position ol a block corresponding to a current block within
the temporal merge candidate picture can be set as a second
candidate block.

When the first candidate block 1s valid, the first candidate
block can be set as the temporal merge candidate block.
When the first candidate block 1s not valid and the second
candidate block 1s valid, the temporal merge candidate block
can be set as the second candidate block. In another embodi-
ment, only the second candidate block can be used depend-
ing on the position of a current block. For example, if a

current block neighbors the lower boundary of a slice or the
lower boundary of an LCU, only the second candidate block
can be used. If the second candidate block 1s not present, the
temporal merge candidate 1s determined not to be valid.
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After the temporal merge candidate prediction block 1s
determined, the motion vector of a temporal merge candi-
date 1s set as the motion vector of the temporal merge
candidate prediction block.

Meanwhile, the temporal merge candidate may not be
adaptively used depending on the size of a current block. For
example, 1n the case of a 4x4 block, the temporal merge
candidate may not be used 1n order to reduce complexity.

The temporal merge candidate configuration unit 235
determines a reference picture index obtained by the refer-
ence picture index derivation unit 233 and a motion vector
obtained by the motion vector derivation unit 234 as the
reference picture index and the motion vector of a temporal
merge candidate.

The merge candidate list generation unit 236 generates a
list of merge candidates in predetermined order using valid
merge candidates. If a plurality of merge candidates has the
same motion information (e.g., the same motion vector and
the same reference picture index), merge candidates having,
lower order of priority are deleted from the list. For example,
the predetermined order can be order of blocks A, B, Col, C,
and D. Here, Col means a temporal merge candidate. If one
or more of the blocks A, B, C, and D are not valid, motion
information of a valid block E can be inserted into the
position of the invalid first block. Furthermore, the motion
information of the valid block E can be inserted into the last
position.

The merge candidate index decoding unit 237 selects a
decoding table corresponding to the number of valid candi-
dates obtained by the merge candidate list generation unit
236. Furthermore, the merge candidate index decoding unit
237 determines an idex, corresponding to the merge can-
didate codeword within the decoding table, as the merge
candidate index of a current block.

The motion information generation unit 238 selects a
merge predictor, corresponding to the merge candidate
index, from the list generated by the merge candidate list
generation unit 236 and determines motion information (i.e.,
a motion vector and a reference picture index) of the selected
merge predictor as motion information of a current block.

FIG. 6 1s a block diagram of the merge mode motion
information decoding unit 230 in accordance with a second
embodiment of the present invention.

The merge mode motion information decoding unit 230 1n
accordance with the second embodiment of the present
invention mcludes a merge predictor mdex decoding unit
331, a spatial merge candidate derivation unit 332, a refer-
ence picture mdex dertvation unit 333 for a temporal merge
candidate, a motion vector dertvation unit 334 for a temporal
merge candidate, a temporal merge candidate configuration
unit 335, a merge predictor selection unit 336, and a motion
information generation unit 337. In this case, 1t 1s assumed
that the number of merge candidates 1s fixed. The number of
merge candidates can be fixed for each picture or slice.

The merge predictor index decoding unit 331 reconstructs
a merge predictor index, corresponding to a recerved merge
predictor codeword, using a predetermined table corre-
sponding to the number of merge candidates.

The operation of the spatial merge candidate derivation
unit 332 is the same as that of the spatial merge candidate
derivation unit 232 shown 1n FIG. 5, and thus a description
thereof 1s omitted.

The operations of the reference picture index derivation
unit 333, the motion vector derivation unit 334, and the
temporal merge candidate configuration unit 3335 are the
same as those of the reference picture index derivation unit
233, the motion vector dertvation unit 234, and the temporal
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merge candidate configuration unit 235 shown 1 FIG. 5,
respectively, and thus a description thereof 1s omatted.

The merge predictor selection unit 336 selects a merge
candidate, corresponding to a merge predictor index recon-
structed by the merge predictor index decoding unit 331,
from a list of merge candidates and selects the selected
merge candidate as the merge predictor of a current block.
The list of merge candidates 1s generated using valid merge
candidate. In this case, 1f a plurality of merge candidates has
the same motion information (e.g., the same motion vector
and the same reference picture index), merge candidates
having lower order of priority are deleted from the list. For
example, the predetermined order can be order of blocks A,
B, Col, C, and D. Here, Col means a temporal merge
candidate. However, 1f one or more of the blocks A, B, C,
and D are not valid, motion information of a valid block E
can be inserted into the position of the invalid first block.
Furthermore, the motion information of the valid block E
can be inserted into the last position.

Meanwhile, 11 the number of merge candidates 1s smaller
than a predetermined number, a merge candidate can be
generated. The added merge candidate can be generated by
combining motion information of two valid merge candi-
dates. For example, a merge candidate can be generated by
combining the reference picture index of a temporal merge
candidate and the valid spatial motion vector of a spatial
merge candidate. I a plurality of merge candidates can be
generated, the generated merge candidates can be added to
a list 1in predetermined order. A merge candidate generated
by combining the reference picture imndex of a temporal
merge candidate and the motion vector of a spatial merge
candidate can be first added to a list. If the number of merge
candidates to be generated 1s insuilicient, a merge candidate
having a motion vector of O and a reference picture index of
0 may be added. The predetermined number can be deter-
mined for each picture or slice.

The motion mformation generation unit 337 selects a
merge predictor, corresponding to the merge candidate
index, from the list generated by the merge candidate list
generation unit 236 and determines motion information (i.e.,
a motion vector and a reference picture index) of the selected
merge predictor as motion mformation of a current block.

FIG. 7 1s a block diagram of the merge mode motion
information decoding unit 230 1n accordance with a third
embodiment of the present invention.

The merge mode motion information decoding unit 230 1n
accordance with the third embodiment of the present inven-
tion further includes a merge candidate generation unit 437
that 1s added to the configuration of the merge mode motion
information decoding unit 230 1n accordance with the sec-
ond embodiment of the present invention. Accordingly, the
operations of a merge predictor index decoding unit 431, a
spatial merge candidate derivation unit 432, a reference
picture index derivation unit 433 for a temporal merge
candidate, a motion vector dertvation unit 434 for a temporal
merge candidate, a temporal merge candidate configuration
umt 435, a merge predictor selection unit 436, and a motion
information generation unit 438 are the same as those of the
second embodiment, and thus a description thereof 1s omit-
ted.

The merge candidate generation unit 437 can generate a
merge candidate when the number of merge candidates 1s
smaller than a predetermined number. In this case, an added
merge candidate can be generated by combining motion
information of two valid merge candidates. For example, an
added merge candidate can be generated by combining the
reference picture index of a temporal merge candidate and
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the valid spatial motion vector of a spatial merge candidate.
If a plurality of merge candidates can be generated, the
plurality of merge candidates can be added to a list in
predetermined order. A merge candidate generated by com-
bining the reference picture index of a temporal merge
candidate and the motion vector of a spatial merge candidate
can be first added to a list. The number of merge candidates
added as described above can be predetermined. If the
number of merge candidates to be generated 1s 1nsuflicient,
a merge candidate having a motion vector of 0 and a
reference picture mdex of 0 may be added to the list. The
predetermined number can be determined for each picture or
slice.

The merge predictor selection unit 436 obtains a list of
merge candidates using a spatial merge candidate derived by
the spatial merge candidate derivation umt 432, a temporal
merge candidate generated by the temporal merge candidate
configuration unit 435, and merge candidates generated by
the merge candidate generation unmit 437. If a plurality of
merge candidates has the same motion information (i.e., the
same motion vector and the same reference picture index),
a merge candidate having a lower order of priority 1s deleted
from the list. For example, a predetermined order 1s order of
A, B, Col, C, and D. Here, Col means a temporal merge
candidate. However, 11 one or more of A, B, C, and D are not
valid, motion information on a valid block F can be inserted
into the position of the first invalid block. Furthermore, the
motion information of the valid block E can be 1nserted into
the last position. The merge predictor selection unit 436
selects a merge candidate, corresponding to a merge 1ndex
reconstructed by the merge predictor index decoding unit
431, from the list of merge candidates and selects the
selected merge candidate as the merge predictor of a current

block.

FIG. 8 1s a block diagram of an AMVP mode motion
information decoding unit in accordance with a first embodi-
ment of the present invention.

The AMVP mode motion information decoding unit in
accordance with the first embodiment of the present inven-
tion 1includes an AMVP predictor index decoding unit 341,
a residual motion information reading unit 342, a spatial
AMVP candidate derivation umit 343, a temporal AMVP
candidate derivation unit 344, an AMVP predictor selection
unit 345, a motion vector predictor generation unit 346, and
a motion information generation umt 347. The present
embodiment 1s applied when the number of AMVP candi-
dates 1s variable.

The AMVP predictor index decoding unit 341 determines
whether there 1s a codeword corresponding to an AMVP
predictor index or not. If, as a result of the determination, a
codeword corresponding to an AMVP predictor index 1is
determined not to be present, the AMVP predictor index
decoding unit 341 determines that one AMVP candidate 1s
present or not present. If an AMVP candidate 1s determined
not to be present, the motion vector predictor generation unit
346 reconstructs a motion vector of 0 into the motion vector
of a current block. In contrast, 1if one AMVP candidate 1s
determined to be present, the motion vector predictor gen-
eration unit 346 reconstructs the motion vector of the AMVP
candidate 1nto the motion vector of a current block.

The residual motion information reading unit 342 reads
the reference picture mdex and differential motion vector of
a current block.

The spatial AMVP candidate derivation unit 343 can
select one of the left block (e.g., a block A) and lower left
block (e.g., a block D) of a current block as a left spatial
candidate and select one of the upper block (e.g., a block B)
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of the current block, the upper right block (e.g., a block C)
of the current block, and the upper left block (e.g., a block
E) of the current block as an upper spatial candidate. Here,
the motion vector of the first block that 1s valid when
scanning 1s performed 1n predetermined order 1s selected as
the candidate. The predetermined order can be order of the
block A and the block D or a reverse order thereof 1n the case

of a left block and can be order of the block B, the block C,
and the block E or order of the block C, the block B, and the
block E 1n the case of an upper block. The position of the
block of the AMVP candidate 1s 1dentical with the position
of the block of a merge candidate.

The temporal AMVP candidate derivation umit 344
obtains a temporal merge candidate using the motion vector
ol a temporal merge candidate obtained by the motion vector
derivation unit 123 of FIG. 2.

The AMVP predictor selection unit 345 generates a list
using valid AMVP candidates derived by the spatial AMVP
candidate derivation unit 343 and the temporal AMVP
candidate derivation unit 344. The AMVP predictor selec-
tion unit 345 generates a list of AMVP candidates in
predetermined order using the valid AMVP candidates. In
this case, 1I a plurality of AMVP candidates has the same
motion vector (here, the plurality of AMVP candidates does
not need to have the same reference picture), AMVP can-
didates having a lower order of priority are deleted from the
list. The predetermined order can be order of the left side, the
upper side, and Col or can be order of Col, the left side, and
the upper side.

Furthermore, the AMVP predictor selection unit 345
selects a decoding table corresponding to the number of
valid AMVP candidates within the generated list and selects
the AMVP predictor of a current block using the selected
decoding table.

The motion vector predictor generation unit 346 deter-
mines the motion vector of a candidate, selected by the
AMVP predictor selection umt 345, as a motion vector
predictor of a current block.

The motion information generation unit 347 generates the
motion vector of a current block by adding a motion vector
predictor generated by the motion vector generation unit 346
and a diflerential motion vector read by the residual motion
information reading unit 342. Furthermore, the motion infor-
mation generation unit 347 sets a reference picture index,
read by the residual motion information reading unit 342, as
the reference picture index of the current block.

FIG. 9 1s a block diagram of an AMVP mode motion
information decoding unit 1n accordance with a second
embodiment of the present invention.

The AMVP mode motion information decoding unit in
accordance with the second embodiment of the present
invention includes an AMVP predictor index decoding unit
441, a residual motion information reading unit 442, a
spatial AMVP candidate derivation unit 443, a temporal
AMVP candidate derivation unit 444, an AMVP predictor
selection unit 445, an AMVP candidate generation unit 446,
a motion vector predictor generation unit 447, and a motion
information generation unit 448. The present embodiment 1s
applied when the number of AMVP candidates 1s variable.

The operations of the AMVP predictor index decoding
unit 441, the residual motion information reading unit 442,
the spatial AMVP candidate derivation unit 443, the tem-
poral AMVP candidate derivation unmit 444, the AMVP
predictor selection unit 445, the motion vector predictor
generation unit 447, and the motion mnformation generation
unit 448 are the same as those of the respective elements of
FIG. 11, and thus a description thereof 1s omitted.
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The AMVP candidate generation unit 446 determines
whether 1t 1s necessary to generate an AMVP candidate or
not. Assuming that the number of AMVP candidates 1s set to
a fixed value 1n the above AMVP candidate configuration, 1

18

motion vector of the temporal merge candidate if the
current block 1s adjacent to a lower boundary of the
largest coding unit.}

[2. The apparatus of claim 1, wherein the temporal merge

the number of valid AMVP candidates 1s smaller than afixed 5 candidate configuration unit determines a temporal merge

value, an AMVP candidate 1s generated. Furthermore, the
generated AMVP candidate 1s added to a position next to an
AMVP candidate having the lowest order of priority in a list.
If a plurality of AMVP candidates 1s sought to be added, the
plurality of AMVP candidates 1s added in predetermined
order. The added AMVP candidates can include a candidate
having a motion vector of 0.

The AMVP predictor selection unit 445 generates a list of
AMYVP candidates using a spatial AMVP candidate derived
by the spatial AMVP candidate derivation unit 443, a
temporal AMVP candidate generated by the temporal
AMVP candidate derivation unit 444, and AMVP candidates
generated by the AMVP candidate generation unit 446. It a
plurality of AMVP candidates has the same motion vector
(1.e., the same motion vector and the same reference picture
index), AMVP candidates having a lower order of priority
are deleted from the list. The predetermined order can be
order of the lett side, the upper side, and Col or can be order
of Col, the left side, and the upper side. Furthermore, a
decoding table corresponding to the number of valid AMVP
candidates 1n the generated list 1s selected, and the AMVP
predictor of a current block i1s selected using the selected
decoding table.

Although the some exemplary embodiments of the pres-
ent mnvention have been described, a person having ordinary
skill 1n the art will appreciate that the present invention may
be modified and changed 1n various manner without depart-
ing from the spirit and scope of the present invention which
are written 1n the claims below.

The 1nvention claimed 1s:

[1. An apparatus for decoding motion information in

merge mode, comprising:

a merge predictor mmdex decoding unit configured to
reconstruct a merge predictor index of a current block
using a recerved merge codeword;

a spatial merge candidate derivation unit configured to
derive spatial merge candidates of the current block;

a temporal merge candidate configuration unit configured
to generate a temporal merge candidate of the current
block:

a merge candidate generation unit configured to generate
one or more merge candidates when a number of valid
merge candidates of the current block 1s smaller than a
predetermined number;

a merge predictor selection unit configured to generate a
list of merge candidates using the merge candidates and
select a merge predictor based on the merge predictor
index reconstructed by the merge predictor index
decoding unit; and

a motion mformation generation unit configured to gen-
erate a relerence picture index and a motion vector of
the current block,

wherein the temporal merge candidate configuration unit
1s configured to set a reference picture index of the
temporal merge candidate as O, and

wherein a motion vector of the temporal merge candidate
1s selected among a motion vector of a first merge
candidate block and a motion vector of a second merge
candidate block based on a position of the current block
within a largest coding umit, and the motion vector of
the second merge candidate block 1s selected as the
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candidate picture and determines a temporal merge candi-
date block within the temporal merge candidate picture, 1n
order to generate the motion vector of the temporal merge
candidate.]

[3. The apparatus of claim 2, wherein the temporal merge
candidate block 1s a valid bock retrieved when the first
candidate block and the second candidate block are searched
for in due order, depending a position of the current block.}

4. An apparatus for decoding motion information in
merge mode, comprising:

a merge predictor index decoding unit configured to
reconstruct a merge predictor index of a current block
using a received merge codeword;

a spatial merge candidate derivation unit configured to
derive spatial merge candidates of the curvent block;

a temporal merge candidate configuration unit configured
to generate a temporal merge candidate of the curvent
block;

a merge candidate genervation unit configured to generate
one orv more merge candidates when a number of valid
merge candidates of the current block is smaller than a
predetermined number;

a merge predictor selection unit configured to generate a
list of merge candidates using the spatial merge can-
didates devived by the spatial merge candidate deriva-
tion unit, the temporal merge candidate generated by
the temporal merge candidate configuration unit, and
the one or more merge candidates generated by the
merge candidate genervation unit and to select a merge
predictor based on the merge predictor index vecon-
structed by the merge predictor index decoding unit;

a motion information genervation unit configuved to gen-
erate a reference picture index and a motion vector of
a merge candidate, selected by the merge predictor
selection unit, as a veference picture index and motion
vector of the current block; and

a motion vector derivation unit configured to determine a
temporal merge candidate picture and determine a
temporal merge candidate block within the temporal
merge candidate picture in ovder to generate a motion
vector of the temporal merge candidate,

wherein the temporal merge candidate picture is deter-
mined differently depending on a slice tvpe, and the
motion vector derivation unit determines, on a basis of
the slice type, whether the temporal merge candidate
picture is set in a rveference picture list indicated by a
flag indicative of a list for the temporal merge candi-
date picture in a slice header;

wherein the motion vector dervivation unit is configured to
set a reference picture index of the temporal merge
candidate as 0, and

wherein a motion vector of the temporal merge candidate
is selected among a motion vector of a first merge
candidate block and a motion vector of a second merge
candidate block based on a position of the curvent
block within a largest coding unit, and the motion
vector of the second merge candidate block is selected
as the motion vector of the temporal merge candidate
if the curvent block is adjacent to a lower boundary of
the largest coding unit.
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5. The apparatus of claim 4, further comprising:

a reference picture index dervivation unit configured to set
a reference picture index of one of blocks neighboring
the current block or 0 as a reference picture index of the
temporal merge candidate.

6. The apparatus of claim 4, wherein the temporal merge

candidate picture has a reference picture index of 0.

7. The apparatus of claim 4, wherein:

the temporal merge candidate block is a first candidate
block or a second candidate block,

the first candidate block is a lower left corner block of a
block corresponding to a current prediction unit within
the temporal merge candidate picture, and

the second candidate block is a block comprising a lower
vight pixel at a central position of the block corre-
sponding to the current prediction unit within the
temporal merge candidate picture.

8. The apparatus of claim 7, wherein the temporal merge

candidate block is a valid block retvieved when the first
candidate block and the second candidate block are
searched for in due ovder or only the second candidate block
is searched for depending on a position of the current block.
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9. The apparatus of claim 4, wherein the merge candidate
generation unit genervates the merge candidate by combining
pieces of motion information on valid merge candidates or
generates the merge candidate having a motion vector of 0
and a reference picture index of 0.

10. The apparatus of claim 9, wherein the merge candi-
date generation unit generates the merge candidate whose
number is equal to or smaller than the predetermined
number if the merge candidate is generated by combining

) pieces of motion information on predetermined valid merge

candidates.

11. The apparatus of claim 4, wherein the temporal merge
candidate configuration unit determines a temporal merge
candidate picture and determines a temporal merge candi-
date block within the temporal merge candidate picture, in
order to generate the motion vector of the temporal merge
candidate.

12. The apparatus of claim 11, wherein the temporal
merge candidate block is a valid block retrieved when the
first candidate block and the second candidate block are
searched for in due ovder, depending a position of the
current block.
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