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(57) ABSTRACT

According to one embodiment, an information processing
apparatus includes a memory includes a bufler area, a first
storage, a second storage and a driver. The bufler area 1s
reserved 1n order to transifer data between the driver and a
host system that requests for data writing and data reading.
The driver 1s configured to write data into the second storage
and read data from the second storage in units of predeter-
mined blocks using the first storage as a cache for the second
storage. The driver 1s further configured to reserve a cache
area 1 the memory, between the buller area and the first
external storage, and between the bufler area and the second
storage. The driver 1s further configured to manage the cache
area 1n units of the predetermined blocks.
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INFORMATION PROCESSING METHOD IN
A MULTI-LEVEL HIERARCHICAL MEMORY
SYSTEM

Matter enclosed in heavy brackets | ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue; a claim printed with strikethrough
indicates that the claim was canceled, disclaimed, or held
invalid by a prior post-patent action or proceeding.

[CROSS-REFERENCE TO RELATED APPLICA-
TIONS]

CROSS REFERENCE 10O RELATED
APPLICATIONS

[This application is based upon and claims the benefit of
priority from prior Japanese Patent Application No. 2010-
111280, filed May 13, 2010; the entire contents of which are

incorporated herein by reference.}

This application is a continuation reissue application of

U.S. application Ser. No. 15/009,093, filed Jan. 28, 2016
(now Reissue U.S. Pat. No. RE4S,127). Both this application
and U.S. application Ser. No. 15/009,093 are reissues of U.S.
Pat. No. §,639 881 B2, issued on Jan. 28, 2014, from U.S.
application Ser. No. 13/079,621, filed Aprv. 4, 2011, which is
based upon and claims the benefit of priority from prior
Japanese Patent Application No. 2010-111280, filed May 13,
2010. The entire contents of the above-identified applica-
tions are incovporated herein by reference in theiv entivety.

FIELD

Embodiments described herein relate generally to an
information processing apparatus such as a personal com-
puter that incorporates, for example, a solid sate drive (SSD)
and a hard disk drive (HDD), using the SSD as a cache for
the HDD thereby to increase the speed of accessing to the
HDD, and also to a driver that operates in the information
processing apparatus.

BACKGROUND

In today’s information society, great amounts of data are
used. HDDs are widely used as data storage media. This 1s
because each HDD has a large storage capacity and 1s
relatively mexpensive. Although the HDD can hold much
data and 1s relatively inexpensive, 1t has a relatively low
access speed.

In comparison with the HDD, the flash memory has
indeed a high access speed. It 1s, however, expensive. If
SSDs each having a flash memory are used 1n place of all
HDDs 1n a file server that has several HDDs, the manufac-
turing cost of the file server will greatly increase.

In view of this, various high-speed data storage systems
have been proposed, in which a plurality of data storage
media of different characteristics are combined to attain a
large storage capacity and achieve a high access speed.

In a data storage system including a first data storage
medium that 1s expensive and operates at high speed, and a
second data storage medium that 1s inexpensive and operates
at low speed, the first data storage medium may be used as
a cache for the second data medium. Then, an access to the
second data storage media can be apparently faster.
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In a data storage system having this configuration, the first
data storage medium and the second storage medium are
accessed independently 1n most cases. Some measures must
therefore be taken to increase the speed and efliciency of the

data transfer between the first and second data storage
media.

BRIEF DESCRIPTION OF THE DRAWINGS

A general architecture that implements the various fea-
tures of the embodiments will now be described with
reference to the drawings. The drawings and the associated
descriptions are provided to illustrate the embodiments and
not to limit the scope of the mvention.

FIG. 1 1s an exemplary diagram showing a system con-
figuration of an information processing apparatus according
to an embodiment.

FIG. 2 1s an exemplary conceptual diagram illustrating the
operating principle of the HDD/SSD driver (cache driver)
incorporated 1n the information processing apparatus
according to the embodiment.

FIG. 3 1s an exemplary first diagram showing an exem-
plary existent sector bit map and dirty sector bit map
reserved 1n the information processing apparatus according
to the embodiment.

FIG. 4 1s an exemplary second diagram showing an
exemplary existent sector bit map and dirty sector bit map
provided in the information processing apparatus according
to the embodiment.

FIG. 5 1s an exemplary diagram showing an exemplary
Dirty flag and Partial flag provided in the information
processing apparatus according to the embodiment.

FIG. 6 1s an exemplary diagram showing an exemplary
ownership flag provided 1n the information processing appa-
ratus according to the embodiment.

FIG. 7 1s an exemplary diagram showing an exemplary
write trace area reserved in the information processing
apparatus according to the embodiment.

FIG. 8 1s an exemplary diagram showing an exemplary
area reserved in the iformation processing apparatus, to
record the ID data about the SSD and HDD and the number
of times the power switch has been closed.

FIG. 9 1s an exemplary diagram showing an exemplary
pin tlag provided in the information processing apparatus
according to the embodiment.

FIG. 10 1s an exemplary conceptual diagram explaining,
how the mformation processing apparatus according to the
embodiment reads a minimum amount of data that should be
processed to achieve data merging.

FIG. 11 1s an exemplary conceptual diagram explaining
how the information processing apparatus according to the
embodiment manages data in the set associative mode.

DETAILED DESCRIPTION

Various embodiments will be described herematter with
reference to the accompanying drawings.

In general, according to one embodiment, an information
processing apparatus includes a memory comprising a bufler
area, a {irst storage, a second storage and a driver. The buller
area 1s reserved 1n order to transfer data between the driver
and a host system that requests for data writing and data
reading. The driver i1s configured to write data into the
second storage and read data from the second storage in
units of predetermined blocks using the first storage as a
cache for the second storage. The driver 1s further configured
to reserve a cache area 1in the memory, between the bufler
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arca and the first external storage, and between the buller
area and the second storage. The driver 1s further configured
to manage the cache area 1n units of the predetermined
blocks.

FIG. 1 1s an exemplary diagram showing a system con-
figuration of an information processing apparatus according
to an embodiment. The information processing apparatus 1s
implemented as a personal computer.

As shown 1n FIG. 1, the information processing apparatus
includes a central processing unmit (CPU) 11, a memory
controller hub (MCH) 12, a main memory 13, an I/O control
hub (ICH) 14, a graphics processing unit (GPU, or display
controller) 15, a video memory (VRAM) 15A, a sound
controller 16, a basic input/output system-read only memory
(BIOS-ROM) 17, an HDD 18, an SSD 19, an optical disc
drive (ODD) 20, various peripheral devices 21, an electri-
cally erasable programmable ROM (EEPROM) 22, and an
embedded controller/keyboard controller (EC/KBC) 23.

The CPU 11 1s a processor that controls the other com-
ponents of the information processing apparatus, and
executes the various programs loaded into the main memory
13 from the HDD 18 or ODD 20. The programs the CPU 11
may execute include OS 110 that manages resources, an
HDD/SSD drniver (cache driver) 120 and various application
programs 130 that operate under the control of the OS 110.
The HDD/SSD driver 120 1s a program that controls the
HDD 18 and the SSD 19. In the information processing
apparatus, the SSD 19 1s used, either 1n part or in entirety,
as a cache for the HDD 18, thereby to access the HDD 18
faster than otherwise. The HDD/SSD driver 120 1s config-
ured to make the SSD 19 function as a cache. The operating
principle of the HDD/SSD driver 120 will be described
below, 1n detail.

If a part of the SSD 19 1s used as a cache for the HDD 18,
the other part of the SSD 19 1s allocated as a data area that
the various application programs 130, for example, can use,
merely 1ssuing commands to the SSD 19. If the entire SSD
19 1s used as a cache for the HDD 18, the existence of the
SSD 19 1s concealed to the various application programs
130, etc.

The CPU 11 also executes a BIOS stored in the BIOS-
ROM 17. The BIOS 1s a hardware control program. Here-
inafter, the BIOS stored in the BIOS-ROM 17 will be
described as BIOS 17 1n some cases.

The MCH 12 operates as a bridge that connects the CPU
11 and the ICH 14, and also as a memory controller that
controls the access to the main memory 13. The MCH 12
includes the function of performing communication with the
GPU 15.

The GPU 15 operates as a display controller to control the
display incorporated in or connected to the information
processing apparatus. The GPU 15 includes the VRAM 15A
and 1incorporates an accelerator that generates, 1n place of the
CPU 11, the images that the various programs may display.

The ICH 14 incorporates an integrated device electronics
(IDE) controller that controls the HDD 19, SSD 19 and

ODD 20. The ICH 14 also controls the various peripheral
devices 21 connected to a peripheral component intercon-
nection (PCI) bus. Further, the ICH 14 includes the function
of performing communication with the sound controller 16.

The sound controller 16 1s a sound source device that
outputs audio data items the various programs may play
back, to a speaker or the like which 1s either incorporated in
or connected to the information processing apparatus.

The EEPROM 22 1s a memory device configured to store,
for example, ID data of the information processing apparatus
and environment-setting data. The EC/KBC 23 1s a one-chip
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4

micro processing unit (MPU) in which an embedded con-
troller and a keyboard controller are integrated. The embed-
ded controller manages power. The keyboard controller
controls data input at a keyboard and a pointing device.

FIG. 2 1s an exemplary conceptual diagram illustrating the
operating principle of the HDD/SSD driver that operates 1n
the 1nformation processing apparatus configured as
described above.

A user bufler 250 1s an area reserved 1n the main memory
13 by the OS 110, which the application programs 130 uses
to write data in the HDD 18 or read data from the HDD 18.
The HDD/SSD driver 120 performs a process of writing data
in the HDD 18 so that the data may be written in the user
bufler 250, or a process of storing, in the user buller 250, the
data read from the HDD 18. That 1s, the user bufler 250 1s
a storage area reserved 1n the main memory 13 in order to
achieve data transfer between a higher system (host system)
and the HDD/SSD driver 120.

As described above, the information processing apparatus
uses the SSD 19 as a cache for the HDD 18, thereby
accessing the HDD 18 {faster than otherwise. Thus, the
HDD/SSD driver 120, which controls the HDD 18 and the
SSD 19, reserves an L1 cache area 201 in the main memory
13, between the user bufier 250, on the one hand, and the
HDD 18 and SSD 19, on the other. In this embodiment, the
SSD 19 1s used as a storage medium that functions as a cache
for the HOD 18. Nonetheless, a data storage medium can of
course be used istead, as a nonvolatile cache (NVC).

The HDD/SSD driver 120 manages the L1 cache area 201
in the main memory 13, in units of blocks each having a size
of, for example, 64 [bytes] kilobytes. The HDD/SSD driver
120 receives a write request or a read request from the host
system, the former requesting data writing into the HDD 18,
and the latter requesting data reading from the HDD 18. The
HDD/SSD driver 120 divides the write request into write-
request segments associated with data blocks, respectively,
and the read request into read-request segments associated
with data blocks, respectively. The HDD/SSD driver 120
1ssues the write-request segments or read-request segments,
as needed, to the HDD 18 or the SSD 19. In order to manage
the data 1n the L1 cache area 201 and the data 1n the SSD 19
(used as cache for the HDD 18), the HDD/SSD driver 120
reserves a management data storage area 202 in the main
memory 13.

(Process of Reading Data)

How the HDD/SSD driver 120 reads data in response to
a read request coming Ifrom the host system will be
explained first.

If all read data 1s stored in the L1 cache area 201, the
HDD/SSD driver 120 stores the data in the L1 cache area
210 1nto the user builer 250 (a3 in FIG. 2). The HDD/SSD
driver 120 then notifies the host system that the data reading
process has been completed.

If a part of the read data exists in the L1 cache area 201,
the

HDD/SSD driver 120 reads the other part of the data,
which does not exist in the L1 cache area 201, from the HDD
18 1nto the L1 cache area 201 (a$ in FIG. 2), and stores, 1n
the user bufler 250, the data request by the host system (a3
in FI1G. 2). At this point, the HDD/SSD driver 120 notifies
the host system that the data reading process has been
completed. Thereafter, the HDD/SSD driver 120 reserves a
space 1n the SSD 19 and accumulates the request data 1n this
space (a8 in FI1G. 2). At the time the data 1s stored 1n the user
bufter 250, or betore the data 1s accumulated 1n the SSD 19,
the HDD/SSD driver 120 notifies the host system that the

data reading process has been completed. The host system
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can therefore go to the next process. Note that the HDD/SSD
driver 120 reserves a space in the SSD 19, by using an
unused area or an area which does not hold data to be written
to the HDD 18 and which remains not accessed longer than
any other area. Whenever necessary, the HDD/SSD driver

120 reserves a space in the SSD 19 1n the same way.

If the read data does not exist in the L1 cache area 201,
but exists 1n the SSD 19, the HDD/SSD driver 120 reads the
data stored 1n the SSD 19 and stores the data into the user
butler 250 (a9 1n FIG. 2). Then, the HDD/SSD driver 120
notifies the host system that the data reading process has
been completed.

If the read data does not exist in the L1 cache area 201 and
iI a part of the data exists 1n the SSD 19, the HDD/SSD
driver 120 reserves a space 1n the L1 cache area 201. Then,
the HDD/SSD driver 120 reads a part of the data from the
SSD 19 and the data from the HDD 18 and stores them 1n
the space thus reserved in the L1 cache area 201 (a5 and a7
in FIG. 2). To reserve a space 1n the L1 cache area 201, the
HDD/SSD driver 120 uses an unused area or an area which
does not hold data to be written to the HDD18 and not
accumulated 1n the SSD 19 and which remains not accessed
longer than any other area. Whenever necessary, the HDD/
SSD driver 120 reserve a space 1n the L1 cache area 201 1n
the same way. The HDD/SSD driver 120 stores the data
read, 1.e., requested data read 1nto the space reserved in the
[.1 cache area 201, into the user builer 250 (a3 1n FIG. 2).
Then, the HDD/SSD driver 120 notifies the host system that
the data reading process has been completed. Thereatfter, the
HDD/SSD driver 120 reserves a space in the SSD 19 and
accumulates the data in the space reserved in the SSD 19 (a8
in FIG. 2).

If the read data exists neither in the L1 cache area 201 nor

the SSD 19, the HDD/SSD driver 120 reserves a space in the
[.1 cache area 201 and reads the data stored 1n the HDD 18
into the space reserved 1n the L1 cache area 201 (a5 in FIG.
2). The HDD/SSD driver 120 stores the data read into the
space reserved 1n the L1 cache area 201, 1.e., data requested,
into the user bufler 250 (a3 1n FIG. 2). Then, the HDD/SSD
driver 120 notifies the host system that the data reading
process has been completed. Thereafter, the HDD/SSD
driver 120 reserves a space in the SSD 19 and accumulates
the data 1n the space reserved 1n the SSD 19 (a8 in FIG. 2).

(Process of Writing Data)

How the HDD/SSD driver 120 writes data 1n response to
a write request coming from the host system will now be
explained.

If the data to update exits in the L1 cache area 201 only,
not 1 the SSD 19 at all, the HDD/SSD driver 120 rewrites
the data stored in the L1 cache area 201 (a4 in FIG. 2) and
notifies the host system that the data writing process has
been completed. Thereafter, the HDD/SSD driver 120
reserves a space in the SSD 19 and accumulates the rewritten
data in the space reserved 1n the SSD 19 (a8 in FIG. 2).

If the data to update exits 1n both the L1 cache area 201
and the SSD 19, the HDD/SSD driver 120 invalidates the
data 1n the SSD 19 and rewrnites the data stored in the L1
cache area 201 (a4 1n FIG. 2). Then, the HDD/SSD dniver
120 notifies the host system that the data writing process has
been completed. Thereafter, the HDD/SSD driver 120
reserves a space in the SSD 19 and accumulates the rewritten
data 1n the space reserved 1n the SSD 19 (a8 1n FIG. 2).

If the data to update exits in the SSD 19 only, not in the
.1 cache area 201, the HDD/SSD driver 120 rewrites the
data stored in the SSD 19 (al0 in FIG. 2). Then, the
HDD/SSD driver 120 notifies the host system that the data

writing process has been completed.
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If the data to update exits 1n neither the SSD 19 nor the
[L1 cache area 201, the HDD/SSD driver 120 reserves a
space 1n the L1 cache area 201 and stores the write data, 1n
the space reserved 1n the L1 cache area 201 (a4 1n FIG. 2).
Then, the HDD/SSD driver 120 notifies the host system that

the data writing process has been completed. Thereatfter, the
HDD/SSD driver 120 reserves a space in the SSD 19 and

accumulates the data stored in the .1 cache area 201, in the
space reserved in the SS 19 (a9 i FIG. 2).

(Process of Flushing Data)

The HDD/SSD driver 120 performs a process of flushing
data, transferring, to the HDD 18, data that has not ever been
written 1n the HDD 18. That 1s, the HDD/SSD driver 120
writes the data stored 1n the L1 cache area 201 into the HDD
18 (a6 1n FIG. 2). The data stored in the SSD 19 1s written
into the HDD 18, after 1t has been stored 1n the .1 cache area
201 (a7 and a6 i FIG. 2).

In the information processing apparatus, the SSD 19 1s
thus used as a cache for the HDD 18. The HDD/SSD driver
120, which controls the HDD 18 and the SSD 19, reserves
an L1 cache area 201 1n the main memory 13, between the
user bufler 250, on the one hand, and the HDD 18 and SSD
19, on the other. Moreover, the HDD/SSD driver 120
manages the L1 cache area 201 1n units of blocks, whereby
data 1s transferred between the HDD 18 and the SSD 19 at
high speed and high e 1C1ency (a3 to a8 1n FIG. 2).

The host system may i1ssue a write force-unit access
(FUA) request for a process of writing data in the write-
through mode. In this case, the HDD/SSD driver 120 not
only performs the ordinary data writing process, but also
issues a write FUA request to the HDD 18, upon receiving
the write FUA request. Then, the HDD/SSD driver 120
notifies the host system of the completion of the data writing
process after 1t has recerved a notification of the data writing
process from the HDD 18.

As described above 1 conjunction with “(Process of
Reading Data),” the HDD/SSD driver 120 reads the data
stored 1n the SSD 19 and stores the data into the user builer
250 if the data to read does not exist in the L1 cache area
201, but exists 1n the SSD 19 (a9 m FIG. 2). This data
reading process may be performed via the L1 cache area
201. That 1s, the HDD/SSD driver 120 may first reserve a
space 1n the L1 cache area 201, may then read the data stored
in the SSD 19 and store the same 1nto the space, and may
finally store this data into the user bufler 250 (a7 and a3 1n
FIG. 2). In this case, the data can be read again, as needed,
from the L1 cache area 201 that achieves higher perfor-

mance than the SSD 19.

Assume that the data to read does not exist in the .1 cache
area 201, but exists 1n the SSD 19. Then, to read the data
stored 1n the SSD 19 and store the same into the user bufler
250, a parameter indicating whether the data should be read

via the L1 cache area 201 or not may be supplied to the
HDD/SSD drniver 120. If this 1s the case, only one driver, 1.e.,

HDD/SSD driver 120, can cope with both a system 1n WhJCh
data should not better be read via the L1 cache area 201 (a9
in FIG. 2) and a system 1n which data should better be read
via the L1 cache area 201 (a7 and a3 in FIG. 2).

As described above 1 conjunction with “(Process of
Writing Data),” the HDD/SSD driver 120 notifies the host
system of the completion of the data writing process when
the data 1s accumulated in the L1 cache area 201 or the SSD
19. This operating mode shall heremafter be referred to as
“write-back (WB) mode.” The information processing appa-
ratus can operate not only in the WB mode, but also in the
write-through (W) mode. In the WT mode, the HDD/SSD

driver 120 may accumulate data in the L1 cache area 201 or
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the SSD 19 and wire the data into the HDD 18, and may then
notily the host system of the completion of the data writing,
process. Further, a parameter indicating whether the data
should be written 1n the WB mode or the WT mode may be
supplied to the HDD/SSD driver 120. How the HDD/SSD

driver 120 operates in the WI mode 1n response to a write

request coming from the host system 1 will be explained
below.

The data to update may exist in the L1 cache area 201

only, that 1s, the data may exist in the L1 cache area 201 but
not 1n the SSD 19. In this case, the HDD/SSD driver 120

rewrites the data 1n both the .1 cache area 201 and the HDD
18 (a4 and a2 i1n FIG. 2). When the data 1s written in both
the .1 cache area 201 and the HDD 18, the HDD/SSD driver

120 notifies the host system of the completion of the data

writing process. When the data 1s completely rewritten 1n the
HDD 18, the HDD/SSD driver 120 reserves a space 1n the

SSD 19, and accumulates the data stored in the L1 cache

area 201, in the space reserved 1n the SSD 19 (a8 1n FIG. 2).

The data to update may exist in both the L1 cache area 201
and the [.1 cache area 201. In this case, the HDD/SSD driver
120 rewrites the data 1n both the L1 cache area 201 and the
L1 cache area 201 (a4, al10 and a2 1n FIG. 2). When the data
1S so rewritten, the HDD/SSD driver 120 notifies the host
system of the completion of the data writing process. As the
data 1s rewritten 1n the SSD 19, first, HDD/SSD driver 120
may invalidate the data stored 1n the SSD 19. After the data
has been rewritten 1n the L1 cache area 201 (a4 1n FIG. 2),
HDD/SSD driver 120 may reserve a space i the SSD 19 and
may then accumulate the rewritten data in the space reserved
in the SSD 19 (a8 1n FIG. 2).

The data to update may exist in the SSD 19 only, that 1s,
it may exist 1 the SSD 19 but not 1n the L1 cache area 201.
I1 this 1s the case, the HDD/SSD driver 120 rewrites data in
both the SSD 19 and the HDD 18 (al10 and a2 in FIG. 2).
When the data 1s rewritten 1n both the SSD 19 and the HDD
18, the HDD/SSD driver 120 notifies the host system of the
completion of data rewriting process.

The data to update may exist 1n neither the L1 cache area
201 nor the SSD 19. In this case, the HDD/SSD driver 120
rewrites data in the HDD 18 (a2 in FIG. 2). After the data 1s
so rewritten, the HDD/SSD driver 120 notifies the host
system of the completion of the data rewriting process. The
data rewriting process performed 1f the data to rewrite exists
in neither the L1 cache area 201 nor the SSD 19 includes
writing new data (i.e., replacing invalid data with valid
data).

The HDD/SSD driver 120 thus operates in the WB mode
or the WT mode in accordance with the parameter. One
driver, 1.e., HDD/SSD driver 120, can therefore cope with
both a system 1n which data should better be write 1n the WB
more and a system 1n which data should better be write 1n the
WT mode.

Further, in the WT mode, the HDD/SSD driver 120 may
not rewrite the data to update, if stored 1n the SSD 19, but
may instead invalidate the data stored in the SSD 19. This
operating mode shall be called “WI mode.” If the WI mode
1s selected 1n accordance with the parameter, the HDD/SSD
driver 120 can operate more efliciently 11 the SSD 19 has a
lower data-rewriting performance than the HDD 18.

(Process of Managing Data)

As described above, the HDD/SSD driver 120 manages
the L1 cache area 201 reserved 1n the main memory 13, in
units of blocks, and writes and reads data into and from the
HDD 18 1n units of blocks. How the HDD/SSD driver 120

manages data will be now explained.
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In the WB mode, a write request coming from the host
system does not always request that data be written 1n unaits
of blocks. If one block 1s composed of 128 sectors, 1t must
be determined which sectors hold valid data and which
sectors hold the data (Dirty) to be written to the HDD 18. To
this end, the HDD/SSD driver 120 provides an existent-
sector bit map (“A” of FIG. 3) and a dirty-sector bit map
(“B” of FIG. 3), each for the blocks of the L1 cache area 201
in the main memory 13 and the SSD 19 (part of the SSD 19
used as a cache for the HDD 18). The existent-sector bit map
and the dirty-sector bit map are provided as management
data managed in the management data storage arca 202.

The existent-sector bit map 1s management data repre-
senting which sector in the associated block 1s valid. The
dirty-sector bit map 1s management data representing which
sector 1n the associated block 1s dirty. These two sector bit
maps hold bits, as shown 1n FIG. 4, each representing the
state of each sector 1in the block. Hence, if one block 1is
composed ol 128 sectors, either sector bit map holds 128
bits, or 16 bytes, for each block.

These two bit maps are managed. The HDD/SSD drniver
120 can therefore use the L1 cache area 201 reserved 1n the
main memory 13 and the SSD 19, thereby appropnately
writing or reading data into and from the HDD 18.

As described above, the dirty-sector bit map 1s provided
to determine which sector 1s dirty 1n each block. Therefore,

a large storage capacity 1s required, which 1s (number of
blocks 1n the L1 cache area 201+the number of blocks 1n the
SSD 19)x16 bytes. In view of this, the HDD/SSD drniver 120
may not provide the dirty-sector bit map, and may provide
a Dirty flag and a Partial flag (both shown in FIG. §) for each
block 1n the L1 cache area 201 of the main memory 13 and
for each block 1n the SSD 19 used as cache for the HDD 18.
The Dirty flag indicates whether the data (Dirty) to be
written to the HDD 18 exists in the block. The Partial flag
indicates whether the data (Dirty) existing 1n the block 1s
partial or not. These flags are provided as management data
managed 1n the management data storage area 202 reserved
in the main memory 13.

The dirty flag 1s true 1f the data (Dirty) to be written to the
HDD 18 exists 1in the block, and 1s false 1f the data (Dirty)
to be written to the HDD 18 does not exist in the block. The
Partial flag 1s true if all sectors exist in the block, and 1s false
if only some sectors exist in the block. Since all sectors exist
in the block 11 the Partial flag is false, the existent-sector bit
map need not be referred to, 1n some cases.

(Nonvolatile Operation)

The HDD/SSD driver 120 performs a nonvolatile opera-
tion so that the data accumulated 1n the SSD 19 may be used
even after the imformation processing apparatus has been
activated again. The nonvolatile operation 1s based on the
assumption that the host system includes a function of
transmitting a shutdown notice to the HDD/SSD driver 120.
Even after transmitting the shutdown notice to the HDDY/
SSD driver 120, the host system may indeed i1ssue a write
request or a read request, but to the HDD/SSD driver 120
only. To perform the nonvolatile operation on these condi-
tions, the HDD/SSD driver 120 reserves a management data
save area 191 reserved mn the SSD 19, for storing the
management data controlled 1n the management data storage
area 202 reserved in the main memory 13.

After recerving the shutdown notice, the HDD/SSD driver
120 operates in the W1 mode even 11 the WB mode 1s set,
and starts a flush operation. At the time the flush operation
1s completed, the HDD/SSD driver 120 guarantees that the
write data remains neither 1 the L1 cache area 201 of the
main memory 13 nor in the SSD 19.
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When the flush operation 1s completed, the HDD/SSD
driver 120 stores the management data held 1n the manage-
ment data storage area 202 reserved 1n the main memory 13,
into the management data save area 191 reserved 1n the SSD
19. At this point, the HDD/SSD driver 120 needs to write an
existent-sector bit map, but no dirty data exists. Therefore,
the HDD/SSD driver 120 need not write a dirty-sector bit
map or a Dirty flag/a Partial tlag.

After writing the management data from the management
data storage area 202 reserved in the main memory 13 into
the management data save area 191 reserved 1n the SSD 19,
the HDD/SSD driver 120 operates, not changing the man-

agement data and not causing data contradiction between the
HDD 18 and the SSD 19. That 1s, the HDD/SSD driver 120

rewrites data 1in both the HDD 18 and the SSD 19 when 1t
receives a write request from the host system and the SSD
19 holds the data to update, and does not perform the
accumulation (learning) of the read data 1n the SSD 19 1n
response to a read request.

After the information processing apparatus 1s activated
again, the HDD/SSD driver 120 loads the management data
stored 1n the management data save area 191 reserved in the
SSD 19, into the management data storage area 202 reserved
in the main memory 13, without imitializing the management
data. (This 1s because the main memory 13, which has the L1
cache area 201, 1s volatile.) The HDD/SSD driver 120
initializes only the management data about the L1 cache area
201. By performing the nonvolatile operation described
above, the HDD/SSD driver 120 makes it possible to use the
data accumulated in the SSD 19, even after the information
processing apparatus has been activated again, and can
guarantee that the write data remains neither in the L1 cache
area 201 of the main memory 13 nor 1n the SSD 19. In most
systems, another module (capable of accessing the HDD
18), such as the BIOS 17, operates before the HDD/SSD
driver 120 operates. If there remains data not written into the
HDD 18, the module (e.g., BIOS 17) must have a function
of controlling the cache (1.e., the SSD 19 and the L1 cache
area 201 of the main memory 13). In the information
processing apparatus, however, the BIOS 17 or the like need
not have the function of controlling the cache. This 1s
because the HDD/SSD dniver 120 performs the nonvolatile
operation, guaranteeing that the write data remains neither 1in
the L1 cache area 201 of the main memory 13 nor 1n the SSD
19.

(Guarantee of Data 1n Nonvolatile Operation)
The HDD/SSD driver 120 includes a function, which waill

be described. This function i1s for determiming whether the
data accumulated 1n the SSD 19 1s consistent with the data
stored 1n the HDD 19. If the HDD/SSD driver 120 deter-
mines that the data accumulated in the SSD 19 1s not
consistent with the data stored in the HDD 19, 1t will
perform a volatile operation to destroy the data accumulated
in the SSD 19.

To perform this function, the HDD/SSD driver 120 pro-
vides an Ownership flag (shown 1n FIG. 6) 1n the manage-
ment data save area 191 reserved in the SSD 19. The
Ownership flag has a value “Driver” or the other value
“None.” The value “Driver” indicates that the HDD/SSD
driver 120 1s operating. The value “None” indicates that the
HDD/SSD driver 120 1s not operating.

When the HDD/SSD driver 120 1s loaded, the HDD/SSD
driver 120 checks the Ownership flag. If the Ownership flag
has the value “None,” the HDD/SSD driver 120 determines
that the data accumulated in the SSD 19 can be guaranteed
as consistent with the data stored in the HDD 19, and then
loads the management data stored in the management data
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save area 191, from the SSD 19 to the L1 cache area 201 of
the main memory 13. If the Ownership flag does not have the
value “None,” the HDD/SSD driver 120 determines that the
data accumulated 1n the SSD 19 cannot be guaranteed as
consistent with the data stored in the HDD 19, and then
initializes the management data and makes the SSD 19
volatile (invalid).

The rule of updating the Ownership flag will be explained.
The HDD/SSD driver 120 rewrites the Ownership tlag to the
value “Driver” before 1t starts a cache operation. In order to
save the management data after the completion of the cache
operation 1n the nonvolatile operation, the HDD/SSD driver
120 rewrites the Ownership flag to the value “None.”

The data cannot be guaranteed as consistent with the data
stored 1n the HDD 19 1if the power-supply interruption, a
clash or a hang-up occurs while the data information appa-
ratus 1s operating. Nonetheless, the reliability of the data can
be raised because the HDD/SSD driver 120 uses the data
accumulated 1n the SSD 19 only 11 the data consistency can

be guaranteed by using the Ownership flag as described
above.

As described above, the HDD/SSD driver 120 alone
guarantees the data 1in the nonvolatile operation. Neverthe-
less, another module (1.e., BIOS 17, here) capable of access-
ing the HDD 18 before the HDD/SSD driver 120 starts
operating may have a minimal cache controlling function to
perform the nonvolatile operation as described below, even
if the module has written data into the HDD 18.

In this case, the Ownership flag can have a third value
“BIOS,” which indicates that the BIOS 17 1s operating.
Hence, the value “None” indicates that neither the BIOS 17
nor the HDD/SSD driver 120 1s operating. Note that a write
trace area 1s reserved 1n the management data save area 191.

When activated, the BIOS 17 examines the Ownership
flag. IT the Ownership flag has the value “None,” the BIOS
17 determines that the data consistency can be guaranteed
and then rewrites the Ownership flag to the value “BIOS.”
It the Ownership flag has not the value “None,” the BIOS 17
determines that the data consistency cannot be guaranteed.
In this case, the BIOS 17 leaves the Ownership flag not
rewritten.

If the BIOS 17 finds that the data consistency can be
guaranteed, 1t therefore changes the Ownership flag to the
value “BIOS.” In this case, the BIOS 17 accumulates write
commands for writing data mto the HDD 18, 1n units of
blocks as shown 1n FIG. 7, in the write trace area reserved
in the management data save area 191, when 1t writes data
into the HDD 18. Since the write command 1s written 1n
units of blocks, no request length 1s required. That 1s, the
logical block addresses (LBAs) of the respective data blocks
are used, thereby reducing the amount of trace data. If the
write trace area overtlows, the BIOS 17 first stops accumu-
lating the write commands, and then rewrites the Ownership
flag to the value “None.”

On the other hand, the HDD/SSD driver 120 examines the
Ownership flag, when 1t 1s loaded. It the Ownership flag has
the value “BIOS.,” the HDD/SSD driver 120 finds that the
data consistency can be guaranteed. The HDD/SSD dniver
120 then loads the management data from the management
data save area 191 reserved in the SSD 19 into the man-
agement data storage area 202 reserved in the main memory
13. Further, the HDD/SSD driver 120 refers to the write
trace area reserved 1n the management data save area 191 of
the SSD 19. If the data to update exists 1n the SSD 19, the
HDD/SSD driver 120 invalidates this data. If the Ownership
flag has not the value “BI10OS,” HDD/SSD driver 120 deter-

mines that the data consistency cannot be guaranteed. In this
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case, the HDD/SSD driver 120 1nitializes the management
data and makes the SSD 19 volatile (invalid).

Then, the HDD/SSD driver 120 rewrites the Ownership
flag to the value “None” when the management data 1s stored
alter the completion of the flush operation during the above-
mentioned nonvolatile operation.

The nonvolatile operation can thus be performed even it
the other module writes data into the HDD 18, only by
adding a minimal function to the other module capable of
accessing the HDD 18 (e.g., BIOS 17) betfore the HDD/SSD
driver 120 starts operating.

The data consistency cannot be guaranteed (1) if data in
the HDD 18 1s rewritten not via the HDD/SSD driver 120,
for example, the data 1s rewritten by a program booted from
the CD-ROM set 1n the ODD 20, (11) if the HDD 18 or the
SSD 19 are replaced by others, or (111) 11 the HDD 18 or SSD
19 1s removed from the mformation processing apparatus,
data 1n the HDD 18 or SSD 19 1s then updated in any other
information processing apparatus and the HDD 18 or SSD
19 1s incorporated back into the information processing
apparatus. The HDD/SSD driver 120 has a function of
determining, 1 such an event, that the data consistency
cannot be guaranteed. This function that the HDD/SSD
driver 120 has will be described below.

Assume that the HDD 18 and the SSD 19 used in the
information processing apparatus has two functions. One
function 1s to hold data pertaining to individuals (hereinafter
referred to as “individual data”) and provide the same in
response to a request. The other function 1s to hold the data
representing the number of times the power switch has been
closed and provide this data in response to a request. It 1s
also assumed that the number of times the power switch has
been closed 1s updated when data 1s written not through the
HDD/SSD driver 120. It 1s further assumed that the infor-
mation processing apparatus can incorporate a plurality of
HDDs 18.

To implement these functions, the HDD/SSD driver 120
reserves an area 1n the management data save area 191 of the
SSD 19. In this area, the individual data is recorded, together
with the number of times the power switch has been closed,
as shown in FIG. 8.

The HDD/SSD driver 120 acquires the individual data
and the number of times the power switch has been closed
from the SSD 19 and the HDD 18, respectively, at the time
of loading. Then, the HDD/SSD driver 120 compares the
individual data about the SSD 19 and HDD 18, stored 1n the
area reserved in the management data save areca 191 of the
SSD 19, with the number of times the power switch has been
closed. The individual data acquired from the SSD 19 may
differ from the individual data recorded 1n the management
data save area 191, or the number of times the power switch
has been closed, recorded 1n the management data save area
191, may not be smaller by one than the number now
acquired from the SSD 19. In this case, the HDD/SSD driver
120 determines that the data consistency cannot be guaran-
teed, mitializes the management data, and makes the SSD 19
volatile (1nvalid).

The individual data acquired from the HDD 18 may differ
from the individual data recorded 1n the management data
save area 191, or the number of times the power switch has
been closed, recorded 1n the management data save area 191,
may not be smaller by one than the number now acquired
from the HDD 18. If this 1s the case, the HDD/SSD driver
120 determines that the data consistency cannot be guaran-
teed for the HDD 18, mitializes the management data about
the HDD 18, and invalidates the management data about the
HDD 18, which 1s stored in the SSD 19.
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The HDD/SSD driver 120 writes the number of times the
SSD 19 and HDD 18 have been turned on, 1in the manage-
ment data save area 191 of the SSD 19, when the manage-
ment data 1s saved after the completion of the tflush operation
during the above-mentioned nonvolatile operation.

Thus, the data consistency can be determined not to be
guaranteed 1n various cases where the data cannot be guar-
anteed as consistent with the data stored i the HDD 19.

(Cache Control by BIOS)

Not only the HDD/SSD drniver 120, but also the BIOS 17
may utilize the data accumulated 1n the SSD 19. How the
BIOS 17 utilizes the data will be explained.

When activated, the BIOS 17 checks the data consistency
by using not only the Ownership flag, but also the individual
data about the SSD 19 and HDD 18 and the number of times
the SSD 19 and HDD 18 have been turned on (the power
cycle counter). If the BIOS 17 determines that the data
consistency can be guaranteed, 1t rewrites the Ownership
flag to the value “BIOS.” If the BIOS 17 determines that the
data consistency cannot be guaranteed, 1t leaves the Own-
ership flag not rewritten.

In the process of reading data, when data consistency 1s
guaranteed, the BIOS 17 reads the read data from the SSD
19 11 the data exists, 1n its entirety, 1n the SSD 19. Otherwise,
or 1f the data exists, 1 part, 1n the SSD 19 or if the data does
not exist at all in SSD 19, the BIOS 17 reads data from the
HDD 18. When data consistency 1s not guaranteed, the BIOS
17 reads the read data from the HDD 18 only.

In the process of writing data, the BIOS 17 writes data
into the HDD 18 only. When the data consistency 1s guar-
anteed, the BIOS 18 invalidates data to update, 11 any, 1n the
SSD 19.

If the BIOS 17 operates as described above, write com-
mands for writing data need not be recorded, as shown in
FIG. 7, 1n the write trace area reserved 1n the management
data save area 191 of the SSD 19.

This additional simple function enables the BIOS 17 to
utilize the data accumulated 1n the SSD 19, thereby to
shorten the activation time. If the data to update exists in the
SSD 19 at the time of writing data, the BIOS 17 may write
the data imnto both the HDD 18 and the SSD 19. In general,
the BIOS 17 cannot operate (o write data into both the HDD
18 and the SSD 19 1n parallel, so it 1s therefore disadvan-
tageous 1n terms of ability. In view of this, the BIOS 17 may
be a module able to write data into both the HDD 18 and the
SSD 19 1n parallel. In this case, data can be written 1nto not
only the HDD 18, but also the SSD 19.

If the BIOS 17 also utilizes the data accumulated 1n the
SSD 19, it must refer to the existent-sector bit map 1n order
to determine whether all data to read exists in the SSD 19.
In view of the limited ability of the BIOS 17, 1t 1s too much
for the BIOS 17 to refer to the existent-sector bit map. A
technique that enables the BIOS 17 to determine whether all
data to read exists 1in the SSD 19, without the necessity of
referring to the existent-sector bit map, will be explained
below.

When the HDD/SSD driver 120 stores the management
data after the completion of the flush operation during the
above-mentioned nonvolatile operation, the HDD/SSD
driver 120 1nvalidates block of the SSD 19 for which the
Partial tlag 1s true, indicating that some sectors exist in the
block. Any block (.e., Partial block) holding a part of
cllective data 1s thereby expelled from the SSD 19 after the
shutdown. This makes it easier to determine whether all data
to read exists 1n the SSD 19. Moreover, the existent-sector
b1t map need not be written since the Partial block has been
expelled at the time of the shutdown.
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If the Partial block 1s invalidated as described above when
the management data 1s saved after the completion of the
flush operation during the above-mentioned nonvolatile
operation, the hit rate 1n reading data after the management
data has been stored will decrease. A technique will be
explained, which facilitates determining whether all read
data exists in the SSD 19, without decreasing the hit rate
alter the management data has been stored.

After the completion of the flush operation during the
above-mentioned nonvolatile operation, the HDD/SSD
driver 120 saves the management data, regardless of the

Partial flag. The BIOS 17 reads data from the SSD 19 1f all
the data exists 1n the SSD 19 and 11 the Partial flag 1s false
(that 1s, all sectors exist 1in the block). When activated, the

HDD/SSD dniver 120 invalidates any block for which the

Partial flag 1s true. This sequence also makes 1t unnecessary
to write the existent-sector bit map at the time of saving the

management data.

(High-Speed Boot)

The data used to achieve boot mn any information pro-
cessing apparatus 1s read, every time from the same area 1n
most cases. The imnformation processing apparatus according,
to this embodiment uses a techmique of achieving boot at
high speed. This technique will be described below.

To achieve the high-speed boot, the HDD/SSD driver 120
provides a Pin flag (shown 1n FIG. 9) for each block, 1n both
the L1 cache area 201 of the main memory 13 and that part
of the SSD 19, which 1s used as a cache for the HDD 18. The
Pin flag indicates that the data has been used to achieve the
boot.

The BIOS 17 sets the Pin flag associated with the block
if the read data exists 1n the SSD 19. If the read data does
not exist 1 the SSD 19, the BIOS 17 accumulates the
identifier and block LBA of the HDD 19 in the trace area
reserved in the management data save area 191 of the SSD
19.

In this case, software 1s provided as one of the various
application programs 130, which operates when the OS 110
1s activated. When this software starts operating, 1t transmuits
an activation completion notice to the HDD/SSD driver 120.

When the HDD/SSD drniver 120 1s activated or when 1t
receives the activation completion notice, it reads data from
the HDD 18 into the SSD 19 and sets the Pin tlag associated
with the block of the SSD 19, by referring to the trace the
BIOS 17 has accumulated 1n the management data save area
191 of the SSD 19. If the data to read until the activation
completion notice arrives exists i the L1 cache area 201 of
the main memory 13 or in the SSD 19, the HDD/SSD driver
120 sets the Pin flag associated with the block. If the data to
read does not exist 1n the SSD 19, the HDD/SSD driver 120
reads the data from the HDD 18 into the SSD 19 and then
sets the Pin flag associated with the block of the SSD 19.

Thereatter, the HDD/SSD driver 120 utilizes the L1 cache
arca 201 of the main memory 13 or the SSD 19, writing data
to the HDD 18 or reading data from the HDD 18, as
requested by the host system. Thus, the HDD/SSD driver
120 exchanges data 1n the L1 cache area 201 of the main
memory 13 or the SSD 19, so that the data accessed last may
be accumulated before the data accessed previously. At this
point, the HDD/SSD driver 120 performs a control not to
invalidate the data in the SSD 19, for which the Pin flag 1s
set (even 1f the data has been accessed a long time before).

That 1s, the hit rate 1n reading data stored 1n the SSD 19
at the time of the booting is increased, because the data used
to achieve the boot 1s read from the same area 1n most cases.
This helps to accomplish the boot at high speed.
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When the HDD/SSD driver 120 saves the management
data in the management data save area 191 of the SSD 19 at
the time of the shutdown, it resets all Ping flags and then
starts writing the management data. All Ping flags are reset
at the time of the shutdown, because every time the boot 1s
achieved, the learning of the read data must be performed for
the next boot. As a result, the boot at high speed can be
sufliciently accomplished even 1f the data area used to
achieve the boot 1s changed to another.

A write (rewrite) request may be made to write the data
for which the Pin flag is set. A method of coping with this
case will be explained.

As described above, the data for which the Pin flag 1s set
has a high possibility of being read at the next boot.
However, this possibility 1s low, 1 a write request 1s made
for the data. In this case, the BIOS 17 and the HDD/SSD
driver 120 reset the Pin flag for the data.

This 1s because even the data used 1n the boot has a low
possibility of being read at the next boot. In view of this, the
Pin flag for such data is reset, invalidating the data as
needed. The area for achieving the boot can therefore be
used for other data. This increases the hit rate.

As described above, the data for which the Pin flag 1s set
has a high possibility of being read at the next boot. This 1s
why the HDD/SSD driver 120 performs a control so that the
data accumulated in the SSD 19 may not be invalidated. The
data therefore remains i the SSD 19, meVltably reducing
the storage capacity of the SSD 19 that 1s used as a cache.
The HDD/SSD driver 120 monitors the amount of data for
which the Pin flag 1s set. If the amount of data exceeds a
preset value, the HDD/SSD driver 120 stops setting the Pin
flag, thereby excluding the subsequent data (used in the
boot) as data to remain in the SSD 19. The storage capacity
of the SSD 19 used as a cache therefore 1s limited, prevent-
ing a decrease in the cache hit rate.

(Option Process in Response to the Flush/Write FUA
Request)

If a flush/write FUA request 1s strictly processed, the
write-back operation will be greatly impaired 1n terms of
performance. Therefore, the HDD/SSD driver 120 performs

n “option flush process™ function 1n response to the tlush/
write FUA request. The “option flush process” function can

be “enabled” or “disabled.” If the function 1s enabled, the
HDD/SSD driver 120 will operate as described below.

In the write-through operation (W1 mode or after the
receipt of the shutdown notice 1n the WB mode), the
HDD/SSD drniver 120 strictly processes the flush/write FUA

request, no matter whether the “option flush process™ func-
tion 1s set to “Enable” or “Disable.” If the “option flush
process” Tunction 1s set to “Enable,” the HDD/SSD driver
120 strictly processes the flush/write FUA request. That 1s,
in response to the flush FUA request, the HDD/SSD driver
120 writes all write data existing in the L1 cache area 201
of the main memory 13 and the SSD 19, which 1s not written
yet, into the HDD 18. The HDD/SSD driver 120 then 1ssues
a Flush request to the HDD 18. When the process response
to the 1ssued flush request 1s finished, the HDD/SSD driver
120 notifies the host system of the completion of the process
response to the flush FUA request. In response to the write
FUA request, the HDD/SSD driver 120 operates as
described above.

The “option flush process™ function may be set to “Dis-
able” during the write-back operation. If this 1s the case, the
HDD/SSD driver 120 does nothing 1n response to the flush
FUA request, and transmits a completion notice to the host
system. In response to the write FUA request, the HDD/SSD
driver 120 processes this request as an ordinary write request
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(that 1s, not as a write FUA request), and transmits a
completion notice to the host system. In this case, the
HDD/SSD driver 120 starts the flush operation at one or both
of the following events. One event 1s the lapse of a pre-
scribed time from the previous flush operation. The other
event 1s that the number of the blocks (Dirty blocks), each
containing data not written yet from the SSD 19 into the
HDD 18, exceeds a predetermined value. The HDD/SSD
driver 120 flushes all Dirty blocks when it starts the flush
operation.

Having the “option flush process™ function, which can be
set to either “Enable” or “Disable,” the HDD/SSD driver
120 can work well for both a user who wants to preserve the
data at the expense of the performance, and a user who wants
to maintain the performance at the expense of the data
preservation. In addition, the operating time of the HDD 18
can be shortened, reducing the power consumption, because
the data not written yet into the HDD 18 1s flushed alto-
gether.

(Data Merging Process)

As indicated above, the HDD/SSD driver 120 reserves the
L1 cache area 201 1n the main memory 13, between the user
buffer 250, on the one hand, and the HDD 18 and SSD 19,
on the other. Further, the HDID/SSD driver 120 manages the
data stored 1n the [.1 cache area 201, in units of blocks. The
HDD/SSD driver 120 includes a function of merging the
data in the L1 cache area 201 or SSD 19 with the data 1n the
HDD 18 at high efliciency. This function will be explained
below.

The data 1n the L1 cache area 201 or SSD 19 must be
merged with the data in the HDD 18 11 a part of the read data
1s stored 1n the L1 cache area 201 or 1f the read data 1s not
stored 1n the L1 cache area 201 and 1s stored 1n part in the
SSD 19. Generally, data 1s read from a plurality of areas
reserved 1 the HDD 18, and a plurality of read requests
must be 1ssued to the HDD 18. Therefore, a plurality of read
requests must be 1ssued to the SSD 19, too, 1in order to merge
the data 1n the SSD 19 with the data in the HDD 18.
However, 1if a plurality of read requests are 1ssued, the
overhead will increase.

In order to prevent such an overhead increase, the HDDY/
SSD driver 120 first reserves a merge bufler 203 in the main
memory 13. The merge builer 203 has the same size as the
block size. One or more merge bullers may be reserved in
the main memory 13, each used under exclusive control.
Alternatively, a plurality of merge buflers 203 may be
reserved, each for one block in the L1 cache area 201.

To merge the data stored 1n the L1 cache area 201 with the
data stored 1n the HDD 18, the HDD/SSD driver 120 reads
data, in a minimal amount necessary, from the HDD 18 into
a merge bufler 203. As shown in FIG. 10, the “minimal
amount necessary” ranges from the head sector (lacking
valid data) to the tail sector (lacking valid data), in one block
stored 1n the L1 cache area 201. After reading this amount
of data from the HDD 18 into a merge bufler 203, the
HDD/SSD drniver 120 copies the data lacking in the L1 cache
arca 201, from the merge bufler 203.

To merge the data stored 1in the SSD 19 with the data
stored 1n the HDD 18, the HDD/SSD driver 120 reads data,
in a minimal amount necessary, from the SSD 19 1nto the L1
cache area 201, and reads data, in a minimal amount

necessary, irom the HDD 18 into a merge bufler 203. After
reading these amounts of data from the SSD 19 and the HDD

18, respectively, the HDD/SSD driver 120 copies the data
lacking 1n the L1 cache area 201, from the merge bufler 203.

The merge buflers 203 can be utilized 1n the flush opera-
tion, too. During the flush operation, data 1s written 1nto the
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HDD 18, exclusively from the L1 cache area 201. The valid
data 1n the L1 cache area 201 may be dispersed and may
ultimately be flushed. If this 1s the case, a plurality of write
requests must be 1ssued to the HDD 18, inevitably increasing
the overhead. If the valid data in the L1 cache area 201 1s
dispersed, the HDD/SSD driver 120 reads data, in a minimal

amount necessary, from the HDD 18 into a merge buller
203. After reading this amount of data from the HOD 18 into
the merge buller 203 and merging this data into the L1 cache

area 201, the HDD/SSD driver 120 fimishes writing data into
the HDD 18 by issuing one write request.

(Page Control)

The function the HDD/SSD driver 120 has to write data
at high ethiciency will be described below.

The SSD 19, which 1s a nonvolatile cache (NVC), can

read and write data in units of sectors. In the SSD 19,
however, the data 1s managed 1n units of pages 1n most cases.
Data not mounting to one page 1s written in three steps. First,
the present data 1s read 1n units of pages. Then, each page 1s
merged with the data to write. Finally, the resulting data 1s
written 1n units of pages. Inevitably, the data 1s written at a
lower speed than 1n the case 1t 1s written 1n units of pages.
Theretore, the HDD/SSD driver 120 performs a control of
the data writing from the L1 cache area 201 into the SSD 19,
so that the data written may have a size multiples of page
s1ze as measured from the page boundary. The data repre-
senting the page size of the SSD 19 can be acquired by two
methods. In one method, the HDD/SSD drniver 120 acquires
the data from the SSD 19. In the other method, the data 1s
given, as a set of data item (e.g., parameter), to the HDD/
SSD drniver 120.

In order to write the data having a size multiples of page
s1ze as measured from the page boundary, from the L1 cache
area 201 into the SSD 19, the HDD/SSD driver 120 allocates
the storage area of the SSD 19 1n units of pages and sets the
block size as a multiple of the page size.

(Set Associative)

In order to increase the cache retrieval speed, the HDDY/
SSD driver 120 can use a set associative method to manage
the data stored 1n the L1 cache area 201 and SSD 19 (used
as cache for the HDD 18). More specifically, the HDD/SSD
driver 120 manages such a table as shown i FIG. 11, in the
management data storage area 202 reserved in the main
memory 13, for both the L1 cache area 201 and the SSD 19.
Of the LBA 1indicating a block, some lower n bits are used
as “Index” representing the number of entries 1n the table.
The table 1s controlled so that data equivalent to the maximal
number of Ways may be accumulated for any block that has
“Index.”

Using the set associative method, the HDD/SSD driver
120 may monitor, for each “Index,” the number of data items
tor which Pin flags are set, thereby to prevent the number of
such data items from exceeding a value prescribed for the
“Index.”

Moreover, using the set associative method, the HDDY/
SSD drniver 120 may start the flush operation when the
number of the Dirty blocks of any “Index” exceeds a
predetermined value, 1f the “option flush process” function
1s set to “Disable.”

As has been described, the SSD 19 1s used as a cache for
the HDD 18 in the information processing apparatus. In
order to access the HDD 18 faster, the HDD/SSD driver 120
that controls the HDD 18 and the SSD 19 reserves the L1
cache area 201 in the main memory 13, between the user
buffer 250, on the one hand, and the HDD 18 and SSD 19,

on the other, and manages the data stored in the L1 cache
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arca 201, 1n units of blocks. The speed and efliciency of the
data transier between the HDD 18 and the SSD 19 1s thereby
increased.

The various modules of the systems described herein can
be implemented as soitware applications, hardware and/or
soltware modules, or components on one or more comput-
ers, such as servers. While the various modules are 1illus-
trated separately, they may share some or all of the same
underlying logic or code.

While certain embodiments have been described, these
embodiments have been presented by way of example only,
and are not intended to limit the scope of the mventions.
Indeed, the novel embodiments described herein may be
embodied 1n a variety of other forms; furthermore, various
omissions, substitutions and changes 1n the form of the
embodiments described herein may be made without depart-
ing from the spirit of the inventions. The accompanying
claiams and their equivalents are intended to cover such
forms or modifications as would fall within the scope and
spirit of the inventions.

What 1s claimed 1s:
[1. An information processing apparatus comprising:
a memory comprising a bufler area;
a first external storage separate from the memory;
a second external storage separate from the memory; and
a driver configured to control the first and second external
storages 1n units of predetermined blocks, wherein the
driver comprises
a cache reservation module configured to reserve a
cache area in the memory, the cache area being
logically between the bufler area and the first exter-
nal storage and between the bufler arca and the
second external storage, and the cache reservation
module 1s configured to manage the cache area 1n
units of the predetermined blocks, using the cache
area, secured on the memory by the cache reserva-
tion module, as a primary cache for the second
external storage and a cache for the first external
storage, and using part or the entire first external
storage as a secondary cache for the second external
storage, the bufler area being reserved in order to
transier data between the driver and a host system
that requests for data writing and data reading;
a read controller configured to operate 1n response to a
read request 1ssued by the host system, and config-
ured to:
store data 1n the cache area into the bufler area 1f
whole data to be read exists in the cache area,

read a first part of data not existing 1n the cache area
from the second external storage into the cache
area, store the read first part of data and a second
part ol data existing in the cache area into the
buller area, and accumulate the stored data in the
first external storage, 1f a part of the data to be read
exists 1n the cache area,

read data in the first external storage and store the
read data into the bufler area if data to be read does
not exist 1n the cache area and whole data to be
read exists 1n the first external storage,

read a first part of data in the first external storage
and a second part of data in the second external
storage 1nto the cache area, store the read data into
the bufler area, and accumulate the read data in the
first external storage, 1f data to be read does not
ex1st 1n the cache area and a part of data to be read
exists 1n the first external storage, and
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read data in the second external storage into the
cache area, store the read data in the bufller area
and accumulate the read data 1n the first external
storage, 1I data to be read does not exist in the
cache area or the first external storage;
a write controller configured to operate 1n response to
a write request 1ssued by the host system, and
configured to:
rewrite data in the cache area by data to be written
and accumulate the rewritten data in the first
external storage, 11 data to be updated exists 1n the
cache area and does not exist in the first external
storage,

invalidate data in the first external storage, rewrite
data in the cache area by data to be written and
accumulate the rewritten data in the first external
storage, 11 data to be updated exists in the cache
area and the first external storage,

rewrite data 1n the first external storage by data to be
written 11 data to be updated does not exist in the
cache area and exists 1n the first external storage,
and

store data to be written into the cache area and
accumulate the stored data into the first external
storage, 11 data to be updated does not exist 1n the
cache area or the first external storage; and

a Tlush controller configured to store data existing in the
cache area and not written yet into the second
external storage, into the second external storage,
and to store data existing 1n the first external storage
and not written yet into the second external storage,
into the second external storage through the cache
area.}

[2. The apparatus of claim 1, wherein the write controller
1s configured to execute storing data into the cache area or
rewriting data in the cache area or the first external storage
in accordance with conditions, and to 1ssue a write force-unit
access (FUA) request to the second external storage, on
receiving from the host system the write FUA request.}

[3. The apparatus of claim 1, wherein the read controller
1s configured to store data in the first external storage mto the
bufler area through the cache area 1f data to be read does not
exist 1n the cache area and whole data to be read exists 1n the
first external storage.]

[4. The apparatus of claim 3, wherein the read controller
1s configured to store data in the first external storage into the
bufler area 1n two modes, not through the cache area 1n one
mode, and through the cache area in order to accumulate the
data 1n the cache area in the other mode, 1f data to be read
does not exist in the cache area and whole data to be read
exists in the first external storage.]

[5. The apparatus of claim 1, wherein the write controller
1s configured to operate 1n a write-through mode, and 1s
configured to:

rewrite data in the cache area and data in the second

external storage by data to be written and accumulate

the rewritten data in the first external storage if data to
be updated exists 1n the cache area and does not exist
in the first external storage;

rewrite data in the cache area, data in the first external

storage and data 1n the second external storage by data

to be written, if data to be updated exists 1n the cache
arca and the first external storage;

rewrite data in the first external storage and data 1n the

second external storage by data to be written, 11 data to

be updated does not exist in the cache area and exists
in the first external storage; and
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rewrite data 1n the second external storage by data to be
written 11 data to be updated does not exist 1n the cache
area or the first external storage.]

[6. The apparatus of claim 5, wherein the write controller
1s configured to be able to operate another operating mode
in the write-through mode,

in the other operating mode, the write controller 1s con-

figured to invalidate data in the first external storage,
instead of rewriting the data 1n the first external storage,
if data to be updated exists in the first external storage.}

[7. The apparatus of claim 1, wherein the driver further
comprises an intra-block data managing module configured
to provide a {irst sector bit map and a second sector bit map
tor each block of the cache area and the first external storage,
and to manage the first sector bit map and the second sector
bit map as management data in a management data storage
area 1n the memory, the first sector bit map indicating
whether the data 1 each block 1s valid or invalid 1n units of
sectors, and the second sector bit map indicating whether
any data in the block 1s not written yet into the second
external storage in units of sectors.]

[8. The apparatus of claim 1, wherein the driver further
comprises an intra-block data managing module configured
to provide a sector bit map, a first flag and a second flag for
cach block of the cache area and the first external storage,
and to manage the bit map, the first flag and the second flag
as management data 1n a management data storage area 1n
the memory, the sector bit map indicating whether the data
in each block 1s valid or invalid 1n units of sectors, the first
flag indicating whether data not written yet into the second
external storage exists in the block, and the second flag
indicating whether data exists in the whole or part of the
block.]

[9. The apparatus of claim 7, wherein the driver further
comprises a data guaranteeing module configured to:

cause the flush controller to store, into the second external

storage, data existing 1n the cache area and not written
yet 1nto the second external storage and data existing in
the first external storage and not written yet mto the
second external storage, at the time of receiving a
shutdown notice from the host system:;

cause the intra-block data managing module to store the

management data in the management data storage area
into a management data save area 1n the first external
storage, after the flush controller fimshed operating;
and

cause the intra-block data managing module to store the

management data 1n the management data save area
into the management data storage area, and to mitialize
the management data about the cache area, at the time
of activation.]

[10. The apparatus of claim 9, wherein the data guaran-
teeing module 1s configured to:

provide a third flag in the management data save area, the

third flag indicating whether data accumulated 1n the
first external storage 1s consistent with data stored 1n
the second external storage, and the third flag compris-
ing a first value when the drniver 1s operating and a
second value when the driver 1s not operating;

update the value of the third flag by the second value

when the intra-block data managing module stores the
management data in the management data storage area
into the management data save area 1n the first external
storage;

cause the intra-block data managing module to store the

management data in the management data save area
into the management data storage area and update the
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value of the third flag by the first value, 11 the third flag
comprises the second value when the drniver 1s acti-
vated:; and

imitialize the management data in the management data

save area to discard data 1n the first external storage and
update the value of the third flag by the first value, 11 the
third tlag comprises the first value when the driver 1s
activated.]

[11. The apparatus of claim 9, further comprising an
activating module configured to write data into the second
external storage and read data from the second external
storage before the driver starts operating, wherein:

the data guaranteeing module 1s configured to provide a

third flag 1n the management data save area, the third
flag indicating whether data accumulated 1n the first
external storage 1s consistent with data stored in the
second external storage and the third flag comprising a
first value when the driver 1s operating, a second value
when the activating module 1s operating and a third
value when neither the driver nor the activating module
1S operating;

the activating module 1s configured to update the value of

the third flag by the second value, and to accumulate a
write request 1ssued to the second external storage, as
trace data, in the management data save area, 1f the
third flag comprises the third value at the time of
activation; and

the data guaranteeing module 1s further configured to:

update the value of the third flag by the third value, when

the intra-block data managing module stores the man-
agement data 1n the management data storage area into
the management data save area in the first external
storage;

cause the intra-block data managing module to store the

management data in the management data save area
into the management data storage area, invalidate the
updated data by the activating module, which exists in
the first external storage, by referring to the trace data,
and update the value of the third flag by the first value,
if the third flag comprises the second value when the
driver 1s activated; and

imitialize the management data in the management data

save area to discard data in the first external storage,
and update the value of the third flag by the first value,
if the third flag comprises a value other than the second
value when the driver is activated.]

[12. The apparatus of claim 11, wherein the activating
module 1s configured to terminate accumulating the trace
data and to update the value of the third flag by the third
value, 1f the amount of the trace data exceeds a predeter-
mined amount.]

[13. The apparatus of claim 9, wherein the data guaran-
teeing module 1s configured to:

manage individual data and the power cycle counter about

the second external storage in the management data
save area;

acquire the individual data and the power cycle counter

from the second external storage at the time of activat-
ing the driver; and

imitialize the management data about the second external

storage 1n the management data save area to discard
data about the second external storage stored 1n the first
external storage, if the individual data acquired from
the second external storage diflers from the individual
data managed in the management data save area or if
the value obtained by subtracting one from the power
cycle counter acquired from the second external storage
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differs from the power cycle counter managed in the
management data save area.]

[14. The apparatus of claim 13, further comprising an
activating module configured to write data into the second
external storage and read data from the second external
storage before the driver starts operating,

wherein the activating module 1s configured to:

acquire the individual data and the power cycle counter

from the second external storage at the time of activa-
tion;

read data from the first external storage if data to be read

exists 1n the first external storage when the individual
data acquired from the second external storage 1s
identical to the individual data managed in the man-
agement data save area and the value obtained by
subtracting one from the power cycle counter acquired
from the second external storage 1s identical to the
power cycle counter managed 1n the management data
save area; and

invalidate data in the first external storage, if data to be

updated due to writing data into the second external
storage exists in the first external storage, when the
individual data acquired from the second external stor-
age 1s 1dentical to the individual data managed in the
management data save area and the value obtained by
subtracting one from the power cycle counter acquired
from the second external storage 1s i1dentical to the
power cycle counter managed 1n the management data
save area.}

[15. The apparatus of claim 14, wherein the data guaran-
teeing module 1s configured to mnvalidate the data of a block
in the first external storage, 1f the second flag associated with
the block indicates that a part of data exists when the data
guaranteeing module makes the intra-block data managing
module store the management data 1n the management data
storage area into the management data save area.]

[16. The apparatus of claim 14, wherein:

the activating module 1s configured to read data from the

first external storage only 11 the second flag associated
with the data indicates that whole data exists 1n the first
external storage when data to be read exists 1n the first
external storage; and

the data guaranteeing module 1s configured to invalidate

data of a block 1n the first external storage, if the second
flag associated with the block indicates that a part of the
data exists when the driver is activated.]

[17. The apparatus of claim 14, wherein:

the driver further comprises a boot data managing module

configured to provide a fourth flag 1n the management
data save area for each block of the cache area and the
first external storage, the fourth flag indicating whether
data 1s requested to be read when the host system 1is
activating;

the activating module 1s configured to:

set the fourth flag associated with data 1n the first external

storage to 1indicate that the data 1s requested to be read
when the host system 1s activating, i1 data to be read
exists 1n the first external storage; and

accumulate a read request 1ssued to the second external

storage, as trace data, in the management data save
area, 1f data to be read does not exist 1n the first external
storage;

the read controller 1s configured to:

read data from the second external storage, which was

read by the activating module, by referring to the trace
data, accumulate the read data in the first external
storage and set the fourth flag associated with the data
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in the first external storage to indicate that the data 1s
requested to be read when the host system 1s activating,
when the driver 1s activated or when an activation
completion notice 1s received from the host system:;

set the fourth flag associated with the data in the first
external storage to indicate that the data 1s requested to
be read when the host system 1s activating, 1f data to be
read exists in the cache area or the first external storage
when the host system 1ssues a read request until the
activation completion notice 1s received from the host
system; and

accumulate data read from the second external storage in

the first external storage and set the fourth flag asso-
ciated with the data in the first external storage to
indicate that the data 1s requested to be read when the
host system 1s activating, 1f data to be read does not
ex1st 1n the first external storage when the host system
issues a read request until the activation completion
notice 1s received from the host system;

the read controller and the write controller are configured

to maintain data 1n the first external storage so that data,
for which the fourth flag indicates that the data 1is
requested to be read when the host system 1s activating,
remains in the first external storage; and

the boot data managing module 1s configured to reset the

fourth flag to indicate that the data 1s not requested to
be read when the host system 1s activating, upon
receiving a shutdown notice from the host system.}

[18. The apparatus of claim 17, wherein the activating
module and the write controller are configured to reset the
fourth flag associated with data to be updated in the first
external storage to indicate that the data 1s not requested to
be read when the host system 1s activating, if data to be
updated exists in the first external storage.]

[19. The apparatus of claim 17, wherein the read control-
ler 1s configured to terminate setting the fourth flag to
indicate that the data i1s requested to be read when the host
system 1s activating, before recerving the activation comple-
tion notice, 1t the amount of data for which the fourth flag
1s set to indicate that the data 1s requested to be read when
the host system 1s activating, reaches a predetermined
amount. ]

[20. The apparatus of claim 1, wherein the flush controller
1s configured to operate a first mode and a second mode, 1n
the first mode, the flush controller 1s configured to 1ssue, on
receiving from the host system a flush request for writing
cached data, a write request to the second external storage so
that data not written yet into the second external storage in
the cache area and the first external storage 1s written 1nto the
second external storage, and to 1ssue, after 1ssuing the write
request, a flush request to the second external storage so that
cached data 1n the second external storage 1s written 1nto the
second external storage; and

in the second mode, the tlush controller 1s configured to

do nothing on receiving from the host system a flush
request, to 1ssue a write request to the second external
storage so that data not written yet into the second
external storage in the cache area and the first external
storage 1s written into the second external storage,
when a predetermined time elapses from a previous
flush operation or when the amount of data to be
written, 1n the first external storage, increases to a
predetermined amount.}

[21. The apparatus of claim 2, wherein the write controller
comprises another operating mode,

in the other operating mode, the write controller 1s con-

figured to store data into the cache area or rewrite data
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in the cache area or the first external storage and to
notily the host system of the write completion, without
issuing a write FUA request to the second external

storage, on receiving from the host system the write
FUA request.]

[22. The apparatus of claim 1, wherein the read controller
COmMprises:

a first module configured to reserve a merge builer area in
the memory, 1n which a first part of data to be read in
the cache area or the first external storage 1s combined
with a second part of data to be read i1n the second
external storage; and

a second module configured to read data 1n a minimal
amount necessary for combining data to be read, from
the second external storage into the merge buller area,
and to transier data lacking 1n the cache area or the first
external storage, from the merge bufler area into the
cache area.]

[23. The apparatus of claim 22, wherein the flush con-
troller 1s configured to combine data in the second external
storage with data not written yet into the second external
storage, dispersed 1n the cache area, using the merge builer
area, and to store the combined data into the second external
storage, when data not written yet into the second external
storage is dispersed in the cache area.]

[24. The apparatus of claim 1, wherein the driver further
comprises a setting module configured to acquire a page size
of the first external storage, and to allocate blocks to the first
external storage with reference to page boundaries in the
first external storage, data length of the blocks being set a
multiple of the page size.]

[25. The apparatus of claim 1, wherein data exchange of
the cache area and the first external storage 1s controlled by
a set associative method.]

[26. A driver stored in a non-transitory computer readable
medium which operates in an information processing appa-
ratus comprising a memory comprising a builer area which
1s reserved 1n order to transfer data between the driver and
a host system that requests for data writing and data reading,
a first external storage and a second external storage, the
driver being configured to control the first and second
external storages 1n units of predetermined blocks, the driver
comprising:

a cache reservation module configured to reserve a cache
areca 1n the memory, the cache area being logically
between the bufler area and the first external storage
and between the bufler area and the second external
storage, the driver being configured to manage the
cache area 1n units of the predetermined blocks using
the cache area, secured on the memory by the cache
reservation module, as a primary cache for the second
external storage and as a cache for the first external
storage, and using part or the enftire first external
storage as a secondary cache for the second external
storage;

a read controller configured to operate in response to a
read request 1ssued by the host system, and configured
to:

store data 1n the cache area into the buller area 1f whole
data to be read exists 1n the cache area;

read a first part of data not existing 1n the cache area from
the second external storage into the cache area, store
the read first part of data and a second part of data
existing 1n the cache area into the bufler area, and
accumulate the stored data in the first external storage,
if a part of data to be read exists 1n the cache area;
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read data in the first external storage and store the read
data 1nto the bufler area 11 data to be read does not exist
in the cache area and whole data to be read exists in the
first external storage;
read a first part of data 1n the first external storage and a
second part of data in the second external storage into
the cache area, store the read data into the buffer area,
and accumulate the read data in the first external
storage, 11 data to be read does not exist in the cache
area and a part of data to be read exists 1n the first
external storage; and
read data in the second external storage into the cache
area, store the read data in the buller area and accu-
mulate the read data 1n the first external storage, 1f data
to be read does not exist 1n the cache area or the first
external storage;
a write controller configured to operate 1n response to a
write request 1ssued by the host system, and configured
to:
rewrite data in the cache area by data to be written and
accumulate the rewrntten data in the first external
storage, 11 data to be updated exists in the cache area
and does not exist in the first external storage;
invalidate data 1n the first external storage, rewrite data 1n
the cache area by data to be written and accumulate the
rewritten data 1n the first external storage, 1f data to be
updated exists 1n the cache area and the first external
storage;
rewrite data in the first external storage by data to be
written 1f data to be updated does not exist 1n the cache
area and exists 1n the first external storage; and
store data to be written into the cache area and accumulate
the stored data into the first external storage, 11 data to
be updated does not exist in the cache area or the first
external storage; and
a flush controller configured to store data existing in the
cache area and not written yet 1nto the second external
storage, into the second external storage, and to store
data existing 1n the first external storage and not written
yet into the second external storage, into the second
external storage through the cache area.]
27. An information processing apparvatus comprising a
circuitry that interfaces with a first storage, a second stor-
age, and a volatile memory device that storves a set of
instructions, the volatile memory device including a buffer
area and a cache avea, the circuitry being configured to
execute the set of instructions to:
in vesponse to a first vead request for acquiring first data:
acquire the first data from the second storage,
storve the first data in the volatile memory device, and
storve the first data in the first storage;
in response to a second read request for acquiring the first
data:
determine whether the first data is stored in the volatile
memovry device;

if the first data is not stoved in the volatile memory
device:
acquirve the first data from the first storage, and
storve the first data in the volatile memory device.

28. The information processing apparatus of claim 27,
wherein the circuitry is configured to execute the set of
instructions to:

receive the first vead request; and

receive the second read request.

29. The information processing apparatus of claim 28,
wherein the first read request is veceived before the second
read request.
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30. The information processing apparatus of claim 28,
wherein the first and second read requests are received
consecutively.

31. The information processing apparatus of claim 27,
wherein the storving of the first data in the volatile memory
device constitutes a completed vesponse to the first read
request.

32. The information processing apparatus of claim 27,
wherein the first and second storvages use different storvage
mediums.

33. The information processing apparatus of claim 27,
wherein the second storvage includes a magnetic storage
device, and wherein the first storage includes a solid state
storage device.

34. The information processing apparatus of claim 27,
wherein the circuitry is further configured to execute the set
of instructions to:

determine whether the first data is stored in the volatile

memory device ov not; and

acquirve the first data from the first storage after deter-

mining that the first data is not stoved in the volatile
memory device.

35. The information processing apparatus of claim 34,
wherein the civcuitry is further configured to execute the set
of instructions to:

determine whether the first data is stoved in the first

storage or not; and

acquive the first data from the second storvage after

determining that the first data is not stoved in the
volatile memory device or the first storage.

36. An information processing apparatus comprising a
circuitry that interfaces with a first storage, a second stor-

age, and a volatile memory device that stores a set of

instructions, the volatile memory device including a buffer
area and a cache avea, the circuitry being configured to
exectte the set of instructions to:
in response to a first vead request for acquiring first data.
acquire the first data from the second storage,

store the first data in the volatile memory device, and

store the first data in the first storage;
in response to a second read vequest for acquiring the first

data:

determine whether the first data is stored in the volatile
memory device;

if the first data is not stoved in the volatile memory
device:
acquirve the first data from the first storage, and

store the first data in the volatile memory device; and

in response to a first write request:
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rewritten data in the first storage, if data to be
updated exists in the cache area and the first storage,

rewrite data in the first storage by data to be written if
data to be updated does not exist in the cache area
and exists in the first storage, and

store data to be written into the cache area and
accumulate the storved data into the first storage, if
data to be updated does not exist in the cache area
or the first storage; and

store data existing in the cache area and not written yet

into the second storvage, into the second storage, and
store data existing in the first storage and not written
vet into the second storage, into the second storage
through the cache area.

37. The information processing apparatus of claim 36,
wherein the circuitry is configured to execute the set of
instructions to:

receive the first vead request; and

receive the second read request.

38. The information processing apparatus of claim 37,
wherein the first read request is veceived before the second
read request.

39. The information processing apparatus of claim 37,
wherein the first and second rvead rvequests are rveceived
consectutively.

40. The information processing apparatus of claim 36,
wherein the storing of the first data in the volatile memory
device constitutes a completed vesponse to the first read
request.

41. The information processing apparatus of claim 36,
wherein the first and second storvages use differvent storage
mediums.

42. The information processing apparatus of claim 36,
wherein the second storage includes a magnetic storage
device, and wherein the first storage includes a solid state
storage device.

43. The information processing apparatus of claim 36,
wherein the civcuitry is further configured to execute the set
of instructions to:

determine whether the first data is stoved in the volatile

memory device or not; and

acquire the first data from the first storage after deter-

mining that the first data is not stored in the volatile
memory device.

44. The information processing apparatus of claim 36,
wherein the civcuitry is further configured to execute the set
of instructions to:

determine whether the first data is stoved in the first

storage or not; and

acquive the first data from the second storage after

determining that the first data is not stored in the
volatile memory device or the first storage.
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