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(57) ABSTRACT

A constellation 1s determined 1n reference to a particular
combination of devices and/or software, some or all of
which may be coupled with a network. A constellation
addresses aggregate capabilities provided by a combination
of devices and/or software available on the network. The
network may define multiple constellations. Services are
written for constellations, and the services may be pulled
from external sources for use on the network. A server on the
network, such as a service host, may coordinate and manage
obtaining services ifrom the external sources, and removing

or disabling services for constellations no longer valid.
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1
SERVICING DEVICE AGGREGATES

Matter enclosed in heavy brackets | ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue; a claim printed with strikethrough
indicates that the claim was canceled, disclaimed, or held
invalid by a prior post-patent action or proceeding.

CROSS-REFERENCE 10O RELATED
APPLICATIONS

This application is a broadening reissue of U.S. Pat. No.
8,356,067, issued Jan. 15, 2013, which is incorporated

hervein by reference.

FIELD OF THE INVENTION

The mvention generally relates to providing services to
devices, and more particularly to aggregating installed
devices to define a virtual device, which may then be
provisioned according to the capabilities of the wvirtual
device.

BACKGROUND

Generally, when a device 1s purchased, such as a com-
puter, audio player, Compact Disc (CD) recorder, etc.,
certain drivers and/or software 1s provided to utilize the
device. Historically, there has been no way to automatically
make use of the combined potential of multiple devices
within a particular environment. For example, a user may
have, over time, purchased a computer for word processing,
a speaker system 1ncident to a game purchase, and a micro-
phone incident to a dictation soitware purchase. Each of
these devices was purchased for a particular purpose, and
their associated software 1s designed for a specific use
towards that purpose. However, 1n theory, these devices, in
combination, may be used to implement other devices, such
as an Internet telephone, answering system, etc.

Recently, some eflort has been made to aggregate existing,
hardware to present a new device, such as the Internet
telephone. Various technologies and protocols are being
studied 1 an effort to build a framework in which such
device combinations may be described. For example, the
Web Services Description Language (WSDL) may be used
to describe service capabilities; Universal Description, Dis-
covery and Integration (UDDI) may be used to enable
discovery of networked machines providing certain services
(e.g., a services “yellow pages”), Universal Plug and Play
(UPNP) may be used to enable identification and facilitate
installation of devices attached to a network, etc.

Two particular well-known provisioning services, which
may use UPNP or another web service description environ-
ment, includes the CableHome™ framework and the Open
Service Gateway Initiative (OSGi), both of which are inter-
tace specifications defining delivery of services over wide-
area networks (WANSs) to local area networks (LANs) and
devices on the LAN. Unfortunately, while allowing for
providing an Internet telephone device as an aggregate of
other devices on a LAN, these provisioning services lack
flexibility 1n their ability to provision devices. These ser-
vices restrict a user on a L AN, such as one connected to the
Internet by way of a broadband connection such as a cable
modem, XDSL (digital subscriber line) modem, etc., by not
involving the user in the provisioning of services that may
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2

be applicable to the particular LAN devices. Instead, these
provisioning services implement a supervised service
“push” framework 1n which a technician athliated with the
provisioning service 1s responsible for identifying aggregate
abilities that may exist on a LAN, and then pushing/offering
services (perhaps exclusively) accordingly.

BRIEF DESCRIPTION OF THE DRAWINGS

The features and advantages of the present invention will
become apparent from the following detailed description of
the present invention in which:

FIG. 1 illustrates an environment in which certain aspects
of the mvention may be performed.

FIG. 2 illustrates a flowchart of exemplary operations for
managing devices communicatively coupled to a network.

FIG. 3 illustrates a flowchart of exemplary operations
performed by the FIG. 1 service host from which managed
devices are decoupled.

FIG. 4 1llustrates a high-level view of a home network
according to one embodiment.

FIG. § illustrates a suitable computing environment in
which certain aspects of the invention may be implemented.

DETAILED DESCRIPTION

In the following detailed description, numerous details are
set forth 1n order to provide a thorough understanding of the
present disclosed subject matter. However, 1t will be under-
stood by those skilled 1n the art that the disclosed subject
matter may be practiced without these specific details. In
other instances, well-known methods, procedures, compo-
nents, and circuits have not been described in detail so as not
to obscure the disclosed subject matter.

A local environment including a network, such as a Local
Area Network (LAN), may define a “resource matrix”
comprised of web services and devices communicatively
coupled 1n some manner, e.g., wired or wirelessly, to the
network. A particular combination of devices and services
constitutes a logical platform referenced herein as a resource
“constellation.” A “service” 1s defined as an operation per-
formed by a service host in conjunction with a resource
constellation. The operation of the service 1s defined by a
soltware program that 1s packaged and made available to the
service host by the service source. A service may provide an
interface, resources, etc. and thus become a resource within
a constellation for another service, e.g., a service may be
built on an aggregation of other services, devices, efc.

As devices, machines, or services are added to the net-
work, new services may be automatically obtained for
constellations now definable with respect to the current state
of the network. It 1s assumed that devices are either directly
connectable to the network, or may be operated through an
interface device. Thus, as one example, 1T a network envi-
ronment already included an Internet link, a computer, and
speaker system, and then a microphone were later added,
this addition would allow defining a constellation which
supports an Internet telephone service. Or, as another
example, 1iI a networked compact disc (CD) player were
added, a constellation supporting a music jukebox service
could be implemented.

Traditional service provider environments, such as Cable-
Home or OSG1, operate as a service-push system, where the
service provider attempts to track the nature of the local
environment and offer/push services accordingly. This 1is
ineflicient, and often the information is out of date since the
push provider may not be aware of changes to a local
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environment, €.g., network device additions/deletions. In
illustrated embodiments, instead a service-pull system 1s
used where services are pre-written for interfaces of pre-
sumed constellations. A service may be automatically pulled
to a local environment once a constellation exists with the
required 1nfrastructure for the service, e.g., necessary hard-
ware and/or software to support the service. Addition or
removal of devices, machines or software from a network
can be tracked so that constellations can be defined, sus-
pended, removed, or updated automatically. And, costs may
be associated with services, and local rules or policies
applied, to determine if and how services may be automati-
cally or manually obtained and utilized in a particular
environment. It will be appreciated that advertising may also
be targeted to constellations, and that a push and/or pull
model may be employed to obtain them. Advertising may be
used to sponsor or otherwise support making services avail-
able.

For the purposes of the following description and claims,
a “service host” refers to a machine, such as a local server
on the network, from which services may be obtained, e.g.,
this machine hosts services which may be provided to
devices on the network. It will be appreciated that a service
host may dynamically, opportunistically, predictively, etc.
obtain services, just links thereto (e.g., a Uniform Resource
Locator (URL) or other reference), or some combination
thereof, from a “service source,” e.g., typically a source
external to the network. In the context of a link to a service,
access of the link results 1n the service being obtained from
its service source.

FI1G. 1 illustrates an environment 1n which certain aspects
of the mvention may be performed. Illustrated are various
devices, such as a printer 102, computer 104, e.g., a desktop,
notebook, personal digital assistant (PDA), etc., telephone
106, stereo 108, display 110, e.g., a television, monitor,
projector, liquid crystal display (LLCD), etc., and storage 112,
¢.g., a network accessible mass storage device such as a hard
drive. The phrase “resource context” will be used to refer to
devices coupled with the server. It will be appreciated that
the 1llustrated devices are for exemplary purposes only and
are not intended to limit the invention.

Devices 102-112 are communicatively coupled to a ser-
vice host 100, e.g., a local or remote server, workstation,
desktop computer, Internet gateway or other computing
device or machine, by way of a communication channel 114
which may be a combination of wired and/or wireless
communication technologies. The service host 1s coupled
with a network 120, such as the Internet, a wide area
network (WAN) or other network. As will be discussed
turther below, the service host 1s operative to monitor when
devices, such as illustrated device 102-112, are added or
removed from the communication channel 114. In one
embodiment, a service host determines what constellations
are defined by available devices. It 1s assumed software,
application programs, drivers, etc. (hereafter “software”)
have been prepared for presumed constellations, and the
service host implements a supervisory pull system 1n which
the service host automatically obtains software for constel-
lations actually present 1n a resource context.

The service host 100 may be communicatively coupled
with service sources 116, 118 which provide the software for
various constellations. Although only two service [hosts]
sources are 1llustrated, 1t will be appreciated that an arbitrary
number of service [hosts] sources may be utilized. Service
host 100 may be pre-configured with the identity of the
service [hosts] sources, or a discovery protocol, such as
UDDI, may be used to discover their presence.
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It will be appreciated that constellation determination may
be a resource and communication bandwidth intensive task
beyond the capabilities of the service host 100 and/or its
local network 114. Consequently, in another embodiment, a
service source (or other external resource), such as one of
the illustrated service [hosts] sources 116, 118, is responsible
for comparing a resource matrix against available services
provided by various service sources. In a still further
embodiment, to facilitate the comparing, the service source
maintains a “catalog” of available services, e.g., in a data-
base, and performs an intersection of the catalog against the
resource matrix to identity applicable services.

FIG. 2 1llustrates a flowchart of exemplary operations for
managing devices communicatively coupled to a network.
In one embodiment, the illustrated operations may be per-
formed by a FIG. 1 service host 100. In another embodi-
ment, resource intensive tasks are offloaded to a high-
performance device (or even to servers 1 a peer-to-peer
network).

The service host may be configured to perform the
illustrated operations continuously, or periodically. When
the service host discovers 200 a device change, e.g., such as
a power-up event or addition of a device to a resource
context, the service host determines 202 a new resource
matrix. It will be appreciated that resource matrices may be
identified incrementally and retained, such that adding a new
device results 1n 1dentifying only the newly defined matri-
ces.

After determining 202 the new resource matrix, constel-
lations applicable to the resource matrix may be i1dentified
204. It will be appreciated that with suflicient resources, one
may skip the operation of identifying constellations, and
simply map a resource context against all possible services
to see which will operate 1n a given resource context.

A catalog may be searched 206 for soiftware that is
available for the constellations of the resource context. The
catalog can be dynamically generated, such as through
real-time queries to FIG. 1 service sources 116, 118, and/or
the service host may advance query service sources for their
service ollerings and store results 1 a local storage, e.g., a
database, etc., for later searching/matching. It will be appre-
ciated the service host may catalog services for various
constellations, including those not yet seen 1n a particular
resource context. For example, common services, or popular
services, may be predictively obtained in advance of an
appropriate constellation being present.

In one embodiment, each available service may be pre-
sented [206] 208 to a user with an interface allowing
inspection and/or selection of the service. It will be appre-
ciated that the service may have access requirements, such
as agreeing to licensing terms, arranging for payment for the
software, or the like, and that the interface may be config-
ured to prevent access to the software for the service until
required terms are met. It will be appreciated that various
cryptographic techniques may be employed to prevent tam-
pering with software.

As noted above, resource intensive tasks, such as identi-
fying 204 constellations, and [search] searching 206 cata-
logs for services, may be [are] offloaded to higher-perfor-
mance devices that operate on behalf of the service host. For
example, 1n a typical home environment, i1t i1s likely the
service host will have inferior capabilities 1n comparison to
a service source. Consequently, 1n one embodiment, a ser-
vice source operates on behalf of a home network’s service
host to perform diflicult tasks such as constellation 1denti-
fication and mapping against available services. The results
ol these intensive operations are provided to the service host.
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FIG. 3 illustrates a flowchart of exemplary operations
performed by the FIG. 1 service host 100 from which
managed devices are decoupled. The service host may be
configured to perform the illustrated operations continu-
ously, or periodically, and may operate in conjunction with
FIG. 2, or separately.

When the service host discovers 300 a device change,
¢.g., such as a power-down event or removal of a device
from a resource context, currently known constellations for
the resource context are ispected to determine 302 which
contexts, 1 any, have been invalidated by the device
removal. It will be appreciated that invalid contexts may be
deleted from storage, or simply marked as unavailable.

Assuming an invalid constellation 1s marked 304 as being
unavailable, the services associated with the now-invalid
constellation are appropnately updated 306. For example, 1
a now-mvalid service had a monthly fee, in one embodi-
ment, the service host providing the service may be notified
that charges should be suspended while the service 1s
unavailable. Alternatively, updating 306 may be, or may
include, displaying a dialog box or user-interface allowing a
user to determine what action to take with respect to
now-invalid services.

FIG. 4 illustrates a high-level view of a home network
according to one embodiment. The FIG. 4 embodiment 1s a
detailed vanation of the FIG. 1 embodiment. Illustrated are
various devices, such as a printer 402, computer 404,
telephone 406, stereo 408, television 410, and storage 412.
It will be appreciated that the illustrated devices are for
exemplary purposes only and are not mtended to limit the
invention.

Devices 402-412 are communicatively coupled to a ser-
vice host 400 by way of a communication channel 414,
which may be a combination of different wired and/or
wireless communication technologies. In the illustrated
embodiment, devices unable to directly communicate over
the channel 414, such as telephone 406, stereo 408, televi-
sion 410, etc., may be coupled to the channel by way of an
adapter 416-420. In the illustrated embodiment, 1t 1s
assumed that the communication channel 414 1s a network,
such as a Transmission Control Protocol/Internet Protocol
(TCP/IP) based network, and that a discovery protocol, such
as Universal Plug and Play (UPNP), 1s utilized to track
addition and removal of devices from a hardware context.
Thus, as 1llustrated, adapters 416-420 include UPNP adapt-
ers that identify the presence of, and integrate communica-
tion with, the devices 1n the resource context.

The service host may also have a local bus 422, e.g., a
Universal Serial Bus (USB), Personal Computer Memory
Card International Association (PCMCIA) or PC-CARD
bus, or the like, to which may be attached devices (not
illustrated) local to the service host. The local bus may also
support attached storage 424, such as a large hard disk, for
storing services 426 and related data. The local bus may also
include local network adapters 428, such as specialized
interfaces built-in to the service host to support communi-
cation with various types of devices 430, such as devices
using the X10 protocol or equivalent operating over a
power-line network, e.g., home electrical wiring.

The service host may be commumcatively coupled, at
least intermittently, to a network 434, such as the Internet, a
wide area network (WAN), broadband network, or other
network. In the 1llustrated embodiment, the service host 400
monitors UPNP events to identify when devices, such as
illustrated devices 402-412, are added or removed from
communication channel 414. In the 1llustrated embodiment,
the service sources 116, 118 are configured to determine
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what constellations are defined by the current resource
context, e.g., based on which devices are presently available.
As discussed above, the service host may mmplement a
supervisory pull system in which the service host automati-
cally obtains from service sources 116, 118 drivers, sofit-
ware, etc. which may be contained within service packages
for constellations applicable to the resource context.
Acquired services, e.g., services 426, are associated with the
service host for later use in various resource contexts.

To demonstrate exemplary operation of the illustrated
embodiment, consider an end-user who had a UPNP IP
Telephone Adapter 416, a UPNP Audio Adapter, 418, speak-
ers operative 1n several rooms, and later added storage
device 412, such as a UPNP Media Storage Sever or other
device capable of being instructed by other UPNP devices to
store and retrieve data when needed. The storage 412 and
adapters 416, 418 correspond to one logical constellation
defined in the context of the illustrated network. As dis-
cussed above, whenever a new device 1s added to the home
network, the service host 400 discovers 1t and adds the
device information the resource context. It will be appreci-
ated that various database technology may be employed by
the service host to track resource contexts.

When a user adds storage 412 to the home network, 1n one
embodiment, the service host 400 makes a Web Service
invocation to the service source, such as a Simple Object
Access Protocol (SOAP) message with input arguments
describing the resource matrix, which could include all the
UPNP devices 1in the network, all Web Services the user
subscribes to, configuration details of the service host, e.g.,
software libraries devices local to the service host, and other
resources. It will be appreciated that various resource
description languages may be used to describe the resource
matrix. For example, RDF (Resource Description Frame-
work), an XML-based framework for describing resources,
could be used to describe the resource matrix, and be sent as
a single XML document argument 1n the SOAP call. It will
be appreciated that other document structures defined by a
future XML Schema may be used, e.g., 1n accord with new
document standards. It will also be appreciated that SOAP
1s 1dentified for exemplary purposes only, and that other
technologies may be used to transport a current resource
context.

In one embodiment, also i1dentified are services which
may be used as resources for other services, e.g., to allow
aggregating a service into another service. The Web Service
function 1dentified 1n the SOAP message 1s received by the
service source (or another device acting as a broker for the
home network), and when processed (e.g., executed, inter-
preted, etc.) results 1n the service source searching through
all of the cataloged services of known service sources (e.g.,
services offered by service sources 116, 118. In one embodi-
ment, the infrastructure between the service host and service
sources 1s based upon Web Services, 1.e., extensible Markup
Language (XML) based technologies including WSDL,
SOAP, and UDDI.

Published operating requirements of different services are
compared against the resource context of the home network.
It will be appreciated that there may be thousands of
cataloged services located on many networked service
sources. Matching resource contexts against potentially
applicable services may be a resource intensive task. Thus,
in one embodiment, specialized intermediaries (e.g., service
cataloging agents or service brokers) offload matching
operations of the service host. When a match 1s found, the
service mformation 1s extracted and saved to a list. In one
embodiment, only new or updated services are saved to the
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list. When all available services have been inspected, a
SOAP response imcluding the list may be returned to the
service host. The service host may then notify a user of the
available services through a user interface, such as by way
of a web browser directed towards a web server of the
service host, email, or other notification technique.

Thus, for example, the user may receive notification that
a Telephone Answering Machine (TAM) service 1s available
for a resource constellation comprised of the telephone 406,
storage 412, which the service could use to store outgoing
and incoming messages, and stereo 408 which the service
could use to play received messages to the user. The user
may choose a particular service based on various consider-
ations, mcluding price and performance considerations, as
well as the nature of the equipment in the identified con-
stellation. It will be appreciated that various techniques,
including a conventional telephone call to a support center,
or an online commerce transaction, may be used to allow the
user to select a service and satisly payment requirements or
other requirements.

Assume the user 1s able to use a web browser to purchase
the service, and then receive an authorization certificate.
This certificate can be given to the service host along with
an 1nstruction to nstall the purchased service. If the software
for the service has not already been obtained, the service
host can download it from its service source. In one embodi-
ment, the service host gives the certificate to the service
source to prove authorization of the service host to obtain a
copy ol the software. The user now may use the acquired
Telephone Answering Machine.

In one embodiment, a service, such as the TAM service,
may provide multiple interfaces. For example, the TAM may
provide a user interface for a user of the TAM, and a

programmatic interface described by a WSDL. A service
host could thus host a Web Service locally that other local
services could access via local SOAP invocations, or over
the WAN, e.g., the service host may operate as a service
source for the TAM service. Thus, for example, an end-user
could access the home TAM from work via an appropriate
control program operating over the WAN.

FIG. 5 and the following discussion are intended to
provide a brief, general description of a suitable machine in
which certain aspects of the illustrated invention may be
implemented. As used herein, the term “machine” includes
a single machine, such as a computer, handheld device,
transportation device, etc., or a system of commumnicatively
coupled machines or devices.

Typically, a machine 500 includes a system bus 3502 to
which 1s attached processors 504, a memory 506, e.g.,
random access memory (RAM), read-only memory (ROM),
or other state preserving medium, storage devices 508, a
video interface 510, and mput/output interface ports 512.
The machine may be controlled, at least 1n part, by 1mput
from conventional input devices, such as keyboards, mice,
etc., as well as by directives recerved from another machine,
interaction with a virtual reality (VR) environment, biomet-
ric feedback, or other input source or signal.

The machine may include embedded controllers, such as
programmable or non-programmable logic devices or
arrays, Application Specific Integrated Circuits, embedded
computers, smart cards, and the like. The machine may
utilize connections to one or more remote machines 514,
516, such as through a network interface 518, modem 520,
or other communicative coupling. Machines may be inter-
connected by way of a physical and/or logical network 522,
such as the network 120 of FIG. 1. One skilled in the art will

appreciate that network 522 may utilize various wired and/or
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wireless short range or long range carriers and protocols,
including radio frequency (RF), satellite, microwave, Insti-
tute of Electrical and Electronics Engineers (IEEE) 802.11,
Bluetooth, optical, infrared, cable, laser, etc.

The invention may be described by reference to or in
conjunction with associated data including functions, pro-
cedures, data structures, application programs, etc. which
when accessed by a machine results 1n the machine per-
forming tasks or defining abstract data types or low-level
hardware contexts. Associated data may be stored in, for
example, volatile and/or non-volatile memory 506, or 1n
storage devices 508 and their associated storage media,
including hard-drives, floppy-disks, optical storage, tapes,
flash memory, memory sticks, digital video disks, biological
storage, etc. Associated data may be delivered over trans-
mission environments, including network 522, in the form of
packets, serial data, parallel data, propagated signals, etc.,
and may be used 1 a compressed or encrypted format.
Associated data may be used 1n a distributed environment,
and stored locally and/or remotely for access by single or
multiprocessor machines, portable computers, handheld
devices, e.g., Personal Digital Assistants (PDAs), cellular
telephones, tablets, etc.

Thus, for example, with respect to the 1llustrated embodi-
ments, assuming machine 500 embodies the service host 100
of FIG. 1, then remote machines 514, 516 may respectively
be two service sources (see, €.g., FIG. 1 service sources 116,
118) providing services to the service host 100. It will be
appreciated that remote machines 514, 5316 may be config-
ured like machine 500, and therefore include many or all of
the elements discussed for machine. It will be appreciated
that the service host may optionally be configured to operate
as a service control proxy for local control devices on 1ts
network, such as handheld devices, where services may be
viewed and executed by the local control devices even
though they do not actually contain the service 1tself. That 1s,
a local control device may operate as a front-end providing
a convenient mobile user interface, while the service host
operates as a back-end where services are actually hosted
and managed.

Having described and illustrated the principles of the
invention with reference to illustrated embodiments, 1t will
be recognized that the illustrated embodiments can be modi-
fied 1n arrangement and detail without departing from such
principles. And, though the {foregoing discussion has
focused on particular embodiments, other configurations are
contemplated. In particular, even though expressions such as
“in one embodiment,” “in another embodiment,” or the like
are used herein, these phrases are meant to generally refer-
ence embodiment possibilities, and are not intended to limat
the invention to particular embodiment configurations. As
used herein, these terms may reference the same or diflerent
embodiments that are combinable 1into other embodiments.

Consequently, 1n view of the wide variety of permutations
to the embodiments described herein, this detailed descrip-
tion 1s intended to be illustrative only, and should not be
taken as limiting the scope of the invention. What 1s claimed
as the invention, therefore, 1s all such modifications as may
come within the scope and spirit of the following claims and
equivalents thereto.

What 1s claimed 1s:

1. A method for a service source to provision resources
communicatively coupled with a first local area network,
said resources including devices or web services [associated
with] iz an environment, the method comprising:

recerving from a service host a resource context identi-

fyving comstellations of the resources for the environ-
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ment [constellation of resources] in response to an
addition of a first electronic device to the first local
area network, different sets of the devices included in
different constellations;

accessing service descriptions of services offered by the >
service source as well as services oflered by other
service sources communicatively coupled with the ser-
vice source;

mapping the [resource context] constellations against the
accessed service descriptions to determine at least one
service operable Jon selected ones of the resources in
the resource context, said selected ones corresponding
to a constellation] o aggregate a first function of the
fivst electronic device and a second function of a second
electronic device, the first and second electronic
devices corresponding to at least one of the constella-
tions:; and

providing an 1dentification of the at least one determined
service to the service host to facilitate provisioning of 20
the first and second electronic devices in at least one of
the at least one constellations to collectively perform
an aggregated function utilizing the first and second
functions of the first and second electronic devices in
the first local arvea network, the aggregated function 25
corresponding to a thivd device which is diffevent from

the first electronic device and different from the second
electronic device.

2. The method of claim 1, wherein the resource context 1s
received over a second network different from the first local 30
area network.

3. The method of claim 1, wherein the resource context 1s
determined based at least 1n part on a monitoring of com-
municative couplings of machines to the first local network.

4. The method of claim 1, wherein the accessing of the 35
service descriptions of the services oflered by the service
SOUrces Comprises:

cataloging, prior to receiving the resource context, ser-

vices provided by the service sources.

5. The method of claim 1, wherein the accessing of the 40
service descriptions of the services oflered by the service
[hosts] sources comprises:

cataloging services provided by the service sources.

6. The method of claim 1, further comprising:

responsive to receiving the resource context, querying a 45

service catalog for descriptions of services currently
offered by the service sources.

7. The method of claim 1, further comprising;:

receiving a request to use the at least one determined

service; and 50
facilitating access to program code required to use the at
least one determined service.

8. The method of claim 7, wherein the facilitating of the
access to program code comprises a selected one of:

providing a Uniform Resource Locator (URL) to the 55

program code; or

providing a Web Service URI (Uniform Resource Iden-

tifier) for accessing and downloading the program
code.

9. The method of claim 7, wherein the facilitating of the 60
access 1o the program code comprises:

copying the program code from a storage containing the

at least one determined service; and

sending the program code to the service host.

10. The method of claim 1, further comprising;: 65

charging the service host a fee associated with the deter-

mined service.
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11. A non-transitory computer-readable storage medium
[storing] comprising stored data [thereon] for a service
source to provision resources communicatively coupled
with a first network, said resources including devices or web
services associated with an environment, wherein the data,
when accessed, [results in] causes a machine [performing]
lo:

[receiving] receive from a service host a resource context
[for] 70 identify said devices of the environment ir
response to an addition of a first device to the first
network;,

[accessing] access service descriptions of services offered
by the service source as well as services offered by
service cataloging agents or brokers representing
sources communicatively coupled with the service
SOUrcCe;

[mapping] map the resource context against the accessed
service descriptions to determine at least one service
operable [on] 7o aggregate functions of selected ones of
the resources including a first function of the first
device and a second function of a second device, said
selected resources corresponding to a constellation
including the first device and the second device, the
second function different from the first function, the
selected vesources to collectively implement an aggre-
gated function utilizing the first and second functions of
the first and second devices in the first network, the
aggregated function corresponding to a thivd device
which is diffevent from the first device and different from
the second device;, and

[providing] provide an identification of the at least one
determined service to the [source] service host.

12. The non-transitory computer readable storage medium
of claim 11 [further including data which] wherein the data,
when accessed, [results in] causes the machine [performing]
{o:

[receiving] receive the resource context over a second

network different from the first network.

13. The non-transitory computer readable storage medium
of claim 11 [further including data which] wherein the data,
when accessed, [results in] causes the machine [performing]
lo:

[determining] determine the resource context based at
least 1 part on a momtoring of communicative cou-
plings of machines to the first network.

14. The non-transitory computer readable storage medium
of claim 11 wherein the data[for accessing], wher accessed,
causes the machine to access the service descriptions of
services offered by the service sources [further includes data
which, when accessed, results in the machine performing]
by:

cataloging, prior to recerving the resource context, ser-
vices provided by the service sources.

15. The non-transitory computer readable storage medium
of claim 11 [further including] wherein the data[which],
when accessed, [results in] causes the machine [performing]
lo:

[cataloging] catalog services provided by the service

SOurces.

16. The non-transitory computer readable storage medium
of claim 11 [further including] wherein the data[which],
when accessed, [results in] causes the machine [performing]
{o:

responsive to receiving the resource context, [querying}
query the service sources for descriptions of services
currently offered by the service sources.
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17. The non-transitory computer readable storage medium
of claim 11 [further including] wherein the datafwhich],
when accessed, [results in] causes the machine [performing]
lo:

[receiving] receive a request to use the at least one

determined service; and

[facilitating] facilitate access to program code required to

use the at least one determined service.

18. The non-transitory computer readable storage medium
of claim 17, wherein the data[for facilitating access to the
program further includes data which], when accessed,
[results in] causes the machine [performing] zo facilitate
access to the program code at least by:

providing a Uniform Resource Locator (URL) to the

program code.

19. The non-transitory computer readable storage medium
of claim 11 [further including] wherein the datafwhich],
when accessed, [results in] causes the machine [performing]
lo:

[charging] charge the source a fee associated with the az

least one determined service.

20. The method of claim 1, wherein the resource context
includes at least one service and the at least one constella-
tion includes at least one of the at least one service.

21. The non-transitory computer-readable storage
medium of claim 11, wherein the resource context includes
at least one additional service and the constellation includes
at least one of the at least one additional service.

22. A non-transitory computer storage medium compris-
ing instructions that, when executed by one or more pro-
cessors, cause the one or move processors to at least:

obtain a vesource context identified by a first device, the

resource context corresponding to a plurality of elec-

tronic devices in a peer-to-peer network, different com-

binations of the electronic devices corresponding to

different constellations, different constellations provid-

ing different logical platforms, at least one of the

logical platforms including at least a first electronic

device and a second electronic device, the first elec-

tronic device different than the second electronic

device, the first electronic device having a first function,

the second electronic device having a second function

different than the first function, the vesource context to

be updated in response to at least one of:

an addition of a new device to the peer-to-peer net-
work,

an addition of a new service to the peer-to-peer net-
work,

a removal of an existing device from the electronic
devices, or

a removal of an existing service from the peer-to-peer
network;

access a plurality of service descriptions corresponding

to the resource context, the plurality of service descrip-
tions describing additional services at least one of
which corresponds to an aggregated function which
may be implemented by the at least one of the logical
platforms;

storve information identifving the at least one additional

service, the at least one additional service is discover-
able in vesponse to a first vequest from a second device
in the peer-to-peer network;

utilize a supervisory pull system to automatically obtain

software to provision at least the first and second
electronic devices in the at least one logical platform to
implement the aggregated function in the peer-to-peer
network, the aggregated function utilizing the first
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function and the second function, the aggregated func-
tion different from the first function and different from
the second function, wherein the software defines ser-
vices that ave pre-written for interfaces of the resource
context; and

wherein the first device and the second device are con-
figurable as both:

(i) a service host within the peer-to-peer network, wherein
the service host is operative as a local or remote server
to monitor at least one communication channel com-
municatively coupling the devices to detect the at least
one of: the addition of the new device, the addition of
the new service, the removal of the existing device, or
the removal of the existing service; and,

(ii) a peer device within the peer-to-peer network,
wherein the peer device is operative as a local or
remote server to monitor the at least one communica-
tion channel to detect the at least one of: the addition
of the new device, the addition of the new service, the
removal of the existing device, or the removal of the
existing service.

23. The non-transitory computer storage medium of claim
22 wherein the instructions cause the one or more proces-
sors to access the plurality of service descriptions at least by
receiving one ov movre service descriptions from the peer
device.

24. The non-transitory computer storage medium of claim
23 wherein the instructions cause the one or more proces-
sors to at least catalog one or movre of the plurality of service
descriptions corresponding to the electronic devices.

25. The non-transitory computer storage medium of claim
24 whevrein the second device is charged for access to the
information identifving the at least one additional service.

26. The non-transitory computer storage medium of claim
25 wherein the instructions cause the one or more proces-
sors to access the plurality of service descriptions corre-
sponding to the electronic devices of the vesource context at
least by querving a service catalog accessible to the peer-
to-peer network.

27. The non-transitory computer storage medium of claim
26 wherein the at least one additional service is software
executable to cause at least the first and second electronic
devices to collectively perform the aggregated function to
implement a third device.

28. The non-transitory computer storage medium of claim
27 wherein the instructions cause the one or more proces-
sors to access the plurality of service descriptions corre-
sponding to the electronic devices of the vesource context at
least by:

accessing the service catalog of available services for the
resource context.

29. The non-transitory computer storage medium of claim
22, wherein the resource context includes the existing ser-
vice and the at least one constellation includes the existing
service.

30. A non-transitory computer storage medium compris-
ing storved instructions that, when executed, cause one or
more processors to at least:

identify, at a first device, a vesource context, wherein the
resource context identifies a plurality of devices that
are accessible to the first device in a peer-to-peer
network;

access a plurality of service descriptions corresponding
to the devices of the resource context, a first one of the
plurality of service descriptions corresponding to soft-
ware that may be executed to combine functionality of
at least two of the devices in the peer-to-peer network
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to implement a second device in the peer-to-peer net-

work, the second device having functionality diffevent

than the functionality of the at least two devices; and
store information identifyving the software,

wherein the second device is implemented utilizing the

software and the at least two of the devices in the
peer-to-peer network, and

wherein the service descriptions are discoverable in

response to a first vequest from a third device in the
peer-to-peer network.

31. The non-transitory computer storage medium of claim
30 wherein the instructions cause the one or movre proces-
sors to at least:

receive from the first device an indication of at least one

device or service added to or removed from the peer-
to-peer network; and

access at least one of the service descriptions correspond-

ing to the at least one device or service added to or
removed from the peer-to-peer network.

32. The non-transitory computer storage medium of claim
30 whevrein the instructions cause the one or more proces-
sors to access the plurality of service descriptions at least by
receiving one or more service descriptions from a peer
device.

33. The non-transitory computer storage medium of claim
30 wherein the instructions cause the one or movre proces-
sors to access the plurality of service descriptions at least by
receiving a link to one or movre service descriptions.

34. The non-transitory computer storage medium of claim
33 whevrein the instructions cause the one or more proces-

sors to veceive the link to the one or more service descrip-
tions at least by receiving a Uniform Resource Locator
(URL) or Web Service Uniform Resource Indicator (URI).

35. The non-transitory computer storage medium of claim
33 wherein the link is received predictively.

36. The non-transitory computer stovage medium of claim
33 wherein the link is a link to a constellation.

37. The non-transitory computer storage medium of claim
30 wherein the instructions cause the one or movre proces-
sors to identify the vesource context at least by receiving an
identification of at least one of the plurality of the devices.

38. The non-transitory computer storage medium of claim
30 wherein the instructions cause the one or more proces-
sors to at least transmit a vesponse to a discovery protocol
request.

39. The non-transitory computer storage medium of claim
38 whevrein the instructions cause the one or more proces-
sors to transmit the rvespomnse utilizing a Web Services
protocol.

40. The non-transitory computer storage medium of claim
39 wherein the Web Services protocol is a tag-based mavkup
language comprising an extensible markup language

(XML), Web Services Description Language (WSDL),
Simple Object Access Protocol (SOAP), or Universal
Description Discovery and Integration (UDDI) protocol.

41. The non-transitory computer storage medium of claim
30 wherein the instructions cause the one or more proces-
sors to at least track addition and removal of devices of the
resource conlext.

42. The non-transitory computer storage medium of claim
30 whevrein the instructions cause the one or more proces-
sors to at least catalog one or move of the plurality of service
descriptions corresponding to the devices.

43. The non-transitory computer storage medium of claim
30 wherein the first device is charged for access to the
second device.

10

15

20

25

30

35

40

45

50

55

60

65

14

44. The non-transitory computer storage medium of claim
30 wherein the first device is charged for access to the
information identifving the second device.

45. The non-transitory computer storage medium of claim
30 wherein the instructions cause the one or movre proces-
sors to access the plurality of service descriptions corre-
sponding to the devices of the vesource context at least by
querying a service catalog accessible to the peer-to-peer
network.

46. The non-transitory computer storage medium of claim
30 wherein the first device and the thivd device are peer
devices.

47. The non-transitory computer storage medium of claim
46 wherein the first device controls operation of the second
device by executing the software.

48. The non-transitory computer storage medium of claim
30 wherein the instructions cause the one or more proces-
sors to at least:

utilize a supervisory pull system to automatically obtain

the software to provision the at least two devices to
implement the second device.

49. The non-transitory computer storage medium of claim
48 wherein the software defines services that ave pre-written
for interfaces of the resource context.

50. The non-transitory computer storage medium of claim
49 wherein the software is suspended, vemoved, or updated
automatically.

51. The non-transitory computer storage medium of claim
30 wherein the instructions cause the one or more proces-
sors to access the plurality of service descriptions corre-
sponding to the devices of the vesource context by at least
accessing a catalog of available services for the resource
conlext.

52. The non-transitory computer storage medium of claim
51 wherein the instructions cause the one or more proces-
sors to access the catalog of available sevvices in response
to a real-time guery.

53. The non-transitory computer storage medium of claim
51 wherein the accessed plurality of service descriptions
includes service descriptions corresponding to devices or
services that are predicted to be part of the resource context.

54. The non-transitory computer storage medium of claim
51 wherein the instructions cause the one or movre proces-
sors to at least receive a subset of the available services for
the resource context within the catalog.

55. The non-transitory computer storage medium of claim
30 wherein the instructions cause the one or more proces-
sors to at least:

store information identifving at least one predicted aggre-

gate service.

56. The non-transitory computer storage medium of claim
30 wherein the instructions cause the one or more proces-
sors to at least:

storve Information identifving at least one additional

aggregate service for an additional device to amalgam-
ate two or more functions available in the peer-to-peer
network.

57. The non-transitory computer storage medium of claim
30 wherein the instructions cause the one or more proces-
sors to at least:

control the second device.

58. The non-transitory computer storage medium of claim
30 wherein the instructions cause the one or more proces-
sors to at least:

receive one or more commands for contrvolling the second

device.
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59. The non-transitory computer storage medium of claim
30 whevrein the instructions cause the one or more proces-
sors to at least:

transmit one or morve commands for controlling the sec-

ond device.

60. The non-transitory computer storage medium of claim
30, wherein the resource conmntext includes at least one
service and the at least one constellation includes at least
one of the at least one service.

61. A method of identifving virtual devices to be delivered
in a peer-to-peer network, the method comprising.

obtaining a resource context identifving a plurality of

devices that are accessible to a first device in the
peer-to-peer network, a first constellation of the
devices to collectively implement a first virtual device
and a second constellation of the devices to collectively
implement a second virtual device different than the
fivst virtual device, the first constellation differvent thaw
the second constellation;

accessing a plurality of service descriptions correspond-
ing to the devices, the plurality of service descriptions
describing functionality of the devices; and

stoving information identifving at least one of the first or

the second virtual devices, wherein the at least one of

the first ov the second virtual device is constructed
utilizing the accessed plurality of service descriptions,
and wherein a service description for the at least one
of the first or the second virtual device is discoverable
in vesponse to a first vequest from a second device in the
peer-to-peer network.
62. The method of claim 61 further comprising:
receiving an indication of at least one device or service
added to ov vemoved from the peer-to-peer network;
accessing at least one service description corrvesponding
to the at least one device or service added to or
removed from the peer-to-peer network; and

storing a service description for at least one subsequent
virtual device diffevent from the first and the second
virtual devices, wherein the at least one subsequent
virtual device is constructed utilizing the at least one

service description corresponding to the at least one
device or service added to or removed from the peer-
to-peer network, and wherein a service description for
the at least one subsequent virtual device is discover-
able in vesponse to a second rvequest from the second
device in the peer-to-peer network.

63. The method of claim 61 wherein the accessing of the
plurality of service descriptions comprises receiving one or
movre service descriptions from a peer device.

64. The method of claim 61 wherein the accessing of the
plurality of service descriptions comprises rveceiving a link
to one ov more service descriptions.

65. The method of claim 61 wherein the identifying of the
resource context comprises veceiving an identification of at
least one of the plurality of devices.

66. The method of claim 61 further comprising transmit-
ting a response to a discovery protocol request received from
the second device.

67. The method of claim 61 further comprising tracking
the addition and vemoval of devices of the resource context.

68. The method of claim 61 further comprising cataloging
the plurality of sewrvice descriptions corresponding to the
devices.

69. The method of claim 61 wherein the second device is
charged for access to the first virtual device.

16

70. The method of claim 61 wherein the second device is
charged for access to the information identifving the at least
one first or second virtual device.

71. The method of claim 61 wherein the accessing of the

5 plurality of service descriptions corresponding to the
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devices of the resource context comprises querying a service
catalog accessible to the peer-to-peer network.

72. The method of claim 61 wherein the first device and

the second device are peer devices.
73. The method of claim 61 further comprising utilizing a
supervisory pull system to automatically obtain software to

provision the devices of the first constellation to implement

the first virtual device.

74. The method of claim 73 wherein the software defines
services that ave pre-written for interfaces of the resource
conlext.

75. The method of claim 74 wherein the software is
suspended, vemoved, or updated automatically.

76. The method of claim 61 wherein the accessing of the

plurality of service descriptions corvesponding to the

devices of the resource context comprises accessing a cata-
log of available services for the resource context.

77. The method of claim 76 wherein a real-time guery is
utilized for accessing the catalog of available services.

78. The method of claim 76 wherein the accessed plurality
of service descriptions includes services descriptions corre-
sponding to devices ov services that ave predicted to be part
of the resource context.

79. The method of claim 61, wherein the resource context
includes at least one service and the at least one constella-
tion includes at least one of the at least one service.

80. A system for identifving aggregate services of a

peer-to-peer network, the system comprising:

a first device of the peer-to-peer network, the first device
including:
a memory including computer-executable instructions;
and
a processor to execute the instructions to:
generate a vesource context identifving a plurality of
devices that are accessible to the first device in the
peer-to-peer network, diffevent combinations of
the devices corresponding to different constella-
tions, the processor to update the resource context
in response to at least one of: an addition of a new
device, an addition of a new service, a removal of
an existing device, or a removal of an existing
service; and
a second device including:
memory including computer-executable instructions;
and
a processor to execute the instructions to:
obtain the resource context from the first device;
access a plurality of service descriptions corre-
sponding to the devices of the vesource context, the
plurality of service descriptions describing func-
tionality of the devices;
return information identifving a first aggregate sev-
vice corresponding to a first of the constellations
to the first device, wherein the first aggregate
service is to provide a first virtual device via the
first constellation; and
return information identifving a second aggregate
service corresponding to a second of the constel-
lations to the first device, the second aggregate
service to provide a second virtual device via the
second constellation, the second virtual device
different than the first virtual device.
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81. The system, of claim 80, wherein the rvesource context
includes the existing service and the first constellation
includes the existing service.
82. A system for identifving aggregate services of a
peer-to-peer network, the system comprising.
means for identifying a resource context specifyving a
plurality of devices in the peer-to-peer network, differ-
ent combinations of the devices corresponding to dif-
Jerent constellations;

means for accessing a plurality of service descriptions
corresponding to the devices of the resource context,
the plurality of service descriptions describing func-
tionality of the devices; and

means for storving information identifving at least one

virtual device corresponding to at least one of the
constellations, wherein the at least one virtual device is
constructed utilizing the accessed plurality of service
descriptions, and wherein the service description for
the at least ome virtual device is discoverable in
vesponse to a first request from a device in the peer-

to-peer network.

83. The system of claim 82 further comprising:

means for tracking addition and removal of devices within
the peer-to-peer network, the identifying means to
update the resource context in vesponse to the tracking
means detecting at least one of: an addition of a new
device to the peer-to-peer network, an addition of a

new service to the peer-to-peer network, a vemoval of

an existing device from the peer-to-peer network, or a
removal of an existing service from the peer-to-peer
network.
84. The system of claim 82, wherein the resource context
includes at least one service and the at least one of the
constellations includes at least one of the at least one
service.
83. A non-transitory computer storage medium compris-
ing stored instructions that, when executed, cause one or
movre processors external to a peer-to-peer network to at
least:
access a plurality of service descriptions corresponding
to a plurality of devices of a resource context, wherein
the resource context at least identifies the devices that
are in the peer-to-peer network, the plurality of service
descriptions describe functionality of the devices;

identify a first aggregate service corresponding to an
aggregation of the functionality of a first subset of the
devices in the peer-to-peer network based on corre-
sponding ones of the service descriptions;

identify a second aggregate service corresponding to an

aggregation of the functionality of a second subset of

the devices in the peer-to-peer network based on cor-
responding ones of the service descriptions; and

provide software to the peer-to-peer network, the software
to enable at least one of the first aggregate service or
the second aggregate service within the peer-to-peer
network.
86. The non-transitory computer storage medium of claim
85 wherein the instructions cause the one ov movre proces-
sors to at least:
receive an indication of at least one device or service
added to or vemoved from the peer-to-peer network;

access at least one service description corresponding to
the at least one device or service added to or removed
from the peer-to-peer network; and

storve a service description for at least one subsequent

aggregate service,
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wherein the at least one subsequent aggregate service is
selected utilizing the at least one service description
corresponding to the at least one device or service
added to or removed from the peer-to-peer network,
and

wherein the service description for the at least one

subsequent aggregate service is discoverable in
response to a second rvequest from the device in the
peer-to-peer network.

87. The non-transitory computer stovage medium of claim
85 wherein the instructions cause the one ov move proces-
sors to access the plurality of service descriptions at least by
receiving one ov more service descriptions from a peer
device.

88. The non-transitory computer storage medium of claim
85 wherein the instructions cause the one or move proces-
sors to access the plurality of service descriptions at least by
receiving a link to one ov more service descriptions.

89. The non-transitory computer storage medium of claim
88 wherein the instructions cause the one ov movre proces-
sors to receive the link to the one or more service descrip-
tions at least by receiving a Uniform Resource Locator
(URL) or Web Service Uniform Resource Indicator (URI).

90. The non-transitory computer storage medium of claim
88 wherein the link is rveceived predictively.

91. The non-transitory computer storage medium of claim
88 wherein the link is a link to a constellation.

92. The non-transitory computer storage medium of claim
85 wherein the instructions cause the one or move proces-
sors to at least transmit a vesponse to a discovery protocol
request.

93. The non-transitory computer storage medium of claim
92 wherein the instructions cause the one or more proces-
sors to transmit the vesponse utilizing a Web Services
protocol.

94. The non-transitory computer storage medium of claim
93 wherein the Web Services protocol is a tag-based marvkup
language comprising an extensible markup language

(XML), Web Services Description Language (WSDL),
Simple Object Access Protocol (SOAP), or Universal
Description Discovery and Integration (UDDI) protocol.

95. The non-transitory computer storage medium of claim
85 wherein the instructions cause the one or move proces-
sors to at least track the addition and removal of devices of
the resource context.

96. The non-transitory computer storage medium of claim
85 wherein the instructions cause the one ov movre proces-
sors to at least catalog one or move of the plurality of service
descriptions corresponding to the devices.

97. The non-transitory computer storage medium of claim
85 wherein a device within the peer-to-peer network is
charged for access to the at least one of the first aggregate
service or the second aggregate service.

98. The non-transitory computer storage medium of claim
85 wherein a device within the peer-to-peer network is
charged for access to the information identifving the at least
one of the first aggregate service or the second aggregate
service.

99. The non-transitory computer storage medium of claim
85 wherein the instructions cause the one ov movre proces-
sors to access the plurality of service descriptions corre-
sponding to the devices of the rvesource context by at least
querying a service catalog accessible to the peer-to-peer
network.

100. The non-transitory computer storage medium of
claim 85 wherein the first aggregate service is different than
the second aggregate service.
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101. The non-transitory computer storage medium of
claim 85 whevrein the instructions cause the one or more
processors to access the plurality of service descriptions by
at least:

utilizing a supervisory pull system to automatically obtain >

the software for the at least one of the first or the second
aggregate service.

102. The non-transitory computer storage medium of
claim 101 wherein the software defines services that are
pre-written for interfaces of the rvesource context.

103. The non-transitory computer storage medium of
claim 102 wherein the software for the at least one of the first
or the second aggregate service is suspended, vemoved, or
updated automatically.

104. The non-transitory computer storage medium of
claim 85 whevrein the instructions cause the one or more
processors to access the plurality of sewvvice descriptions
corresponding to the devices of the vesource context by at
least accessing a catalog of available services for the >
resource context.

105. The non-transitory computer storage medium of
claim 104 wherein the instructions cause the one ov more
processors to access the catalog of available services in
response to a real-time gquery.

106. The non-transitory computer storage medium of
claim 104 wherein the accessed plurality of service descrip-
tions includes services descriptions corresponding to

devices or services that are predicted to be part of the
resource conlext.

107. The non-transitory computer storage medium of
claim 104 wherein the instructions cause the one or more
processors to at least obtain a subset of the available
services for the vesource context within the catalog.

108. The non-transitory computer storage medium of 35
claim 85 wherein the instructions cause the one or more
processors to at least store information identifying at least
one predicted aggregate service.

109. The non-transitory computer storage medium of
claim 85 whevrein the instructions cause the one or more 40
processors to at least store information identifving at least
one additional aggregate service for an additional identified
constellation.

110. The non-transitory computer storage medium of
claim 85 wherein the instructions cause the one or more 453
processors to at least control the at least one of the first or
the second aggregate service.

111. The non-transitory computer storage medium of
claim 85 wherein the instructions cause the one or more
processors to at least obtain one or more commands to 50
control the at least one of the first or the second aggregate
service.,

112. The nomn-transitory computer stovage medium of
claim 85 wherein the instructions cause the one or more
processors to at least transmit one ov move commands to 55
control the at least one of the first or the second aggregate
service.

113. The non-transitory computer storage medium of
claim 835, wherein the resource context includes at least one
service accessible in the peer-to-peer network and the first 60
virtual device utilizes the at least one service.

114. A method of provisioning software within a peer-to-
peer network, the method comprising:

accessing a plurality of service descriptions correspond-

ing to a plurality of devices of a resource context,
wherein the vesource context identifies the devices that
are accessible to a first device in the peer-to-peer
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network, the plurality of service descriptions describe
Junctionality of the devices;

operating one or more processors to provision the peer-
to-peer network with first software to implement a first
virtual device corresponding to a first constellation of
two or move of the devices based on one or more of the
accessed plurality of service descriptions, the two or
more devices of the first constellation respectively
having corresponding functionalities, the first virtual
device having an aggregated functionality diffevent
from the functionalities corresponding to the two or
movre devices of the first constellation; and

operating the one ov more processors to provision the

peer-to-peer network with second software to imple-
ment a second virtual device corresponding to a second
constellation of two or more of the devices, the two or
movre devices of the second constellation including a
different set of the devices than the first constellation.

115. The method of claim 114 further comprising:

receiving at the first device an indication of at least one

device or service added to or removed from the peer-
to-peer network;

accessing at least one service description corresponding

to the at least one device or service added to or
removed from the peer-to-peer network; and

storing a service description for at least one subsequent

aggregate service corresponding to a subsequent con-
stellation,

wherein the at least one subsequent aggregate service is

constructed utilizing the at least one service description
corresponding to the at least one device or service
added to or removed from the peer-to-peer network,
and whevrein the service description for the at least one
subsequent aggregate service is discoverable in
response to a rvequest from a second device in the
peer-to-peer network.

116. The method of claim 115 whervein the method further
comprises transmitting a vesponse to a discovery protocol
request veceived from a second device.

117. The method of claim 116 wherein the first device is
charged for access to the first virtual device.

118. The method of claim 116 wherein the first device is
charged for access to the information identifying the first
virtual device.

119. The method of claim 115 wherein the first device and
a second device are peer devices.

120. The method of claim 114 wherein the accessing of the
plurality of service descriptions comprises receiving one or
movre service descriptions from a peer device.

[21. The method of claim 114 wherein the accessing of the
plurality of service descriptions comprises veceiving a link
to one or more service descriptions.

122. The method of claim 114 wherein the method further
comprises tracking the addition and removal of devices of
the resource context.

123. The method of claim 114 wherein the method further
comprises cataloging the plurality of service descriptions
corresponding to the devices.

124. The method of claim 114 wherein the accessing of the
plurality of service descriptions corvesponding to the
devices or services of the resource context comprises que-
rving a service catalog accessible to the peer-to-peer net-
Work.

125. The method of claim 114 further comprising utilizing
a supervisory pull system to automatically obtain the soft-
ware to provision the first constellation.



US RE49,505 E

21

126. The method of claim 125 wherein the at least one
constellation defines services that are pre-written for inter-
faces of the resource context.

127. The method of claim 126 wherein the software for the
first constellation is suspended, removed, or updated auto-
matically.

128. The method of claim 114 wherein the accessing of the
plurality of service descriptions corvesponding to the
devices of the resource context comprises accessing a cata-
log of available services for the resource context.

129. The method of claim 128 wherein a real-time query
is utilized for accessing the catalog of available services.

130. The method of claim 128 wherein the accessed
plurality of service descriptions includes services descrip-
tions corresponding to devices or services that arve predicted
to be part of the resource context.

131. The method of claim 114, wherein the resource
context includes at least one service and the first constella-
tion includes at least one of the at least one service.

132. A first device for delivering an aggregate service to
a peer-to-peer network, the first device comprising:

a memory including computer-executable instructions;

and

at least one processor to execute the instructions to:

access a plurality of service descriptions correspond-
ing to a plurality of devices of the peer-to-peer
network, the plurality of service descriptions
describing functionality of the devices;

deliver a first aggregate service to provision the peer-
to-peer network to implement a first virtual device
corresponding to a first constellation of two or more
of the devices based on one or more of the accessed
plurality of service descriptions, the two or more
devices of the first constellation respectively having
corresponding functionalities, the first virtual device
having an aggregated functionality diffevent from the
Junctionalities corresponding to the two or more
devices of the first constellation; and

deliver a second aggregate service to provision a
second constellation to implement a second virtual
device, the second constellation including a different
set of the devices than the first constellation.

133. The first device of claim 132, wherein the first
constellation includes at least one service.

134. A non-transitory computer stovage medium compris-
ing stored instructions that, when executed by one or more
processors of a first device, cause the one or more proces-
sors to at least:

access a vesource context identifving vesources of a peer-

to-peer network, whevein the resources identified by the
resource context includes the first device and a plural-
ity of devices that are accessible to the first device in the
peer-to-peer network;

identify at least one virtual device to be constructed from

a plurality of service descriptions corresponding to the
resources of the resource context including at least one
first service description of the first device, the first
device and the plurality of the devices having corre-
sponding functionalities, the first virtual device having
an aggregated functionality different from the corre-
sponding functionalities; and

transmit to a second device within the peer-to-peer net-

work at least one vequest to update the at least one
virtual device with the at least one first service descrip-
tion of the first device, wherein the at least one first
service description describes functionality of devices or
services accessible to the first device.

22

135. The non-transitory computer storage medium of
claim 134 wherein the instructions cause the one or more
processors to at least veceive a response from the second
device in response to the at least one request.

d 136. The non-transitory computer storage medium of
claim 135 wherein the vesponse indicates that the at least
one virtual device is further constructed from the at least one
first service description.

137. The non-transitory computer storage medium of
claim 134, wherein the resource context includes at least one
of the services accessible to the first device.

138. A method for joining a first device to an aggregate
service within a peer-to-peer network, the method compris-

ing.

accessing a resource context within the peer-to-peer
network, wherein the resource context includes the first
device and a plurality of devices that are accessible to
the first device in the peer-to-peer network;

identifying software to provision a logical platform
including the first device and at least one of the
plurality of devices to implement at least one aggre-
gated functionality within the peer-to-peer network;
and

transmitting to a second device within the peer-to-peer

network at least one request to identifyv the at least one
fivst service description of the first device to identify the
aggregated functionality enabled by the joining of the
first device to the aggregate service.

139. The method of claim 138 wherein the method further
comprises receiving a vesponse from the second device in
response to the at least one request.

140. The method of claim 139 wherein the response
indicates that the at least one virtual device is further
constructed from the at least one first service description.

141. The method of claim 138, wherein the resource
context includes at least one service that is accessible to the
first device within the peer-to-peer network.

142. A system to identify an aggregate service to be
40 performed within a peer-to-peer network, the system com-
prising:

a memory including computer-executable instructions;

and

one or movre processors to execute the instructions to:

access a rvesource context identifving a first device added

to the peer-to-peer network and a plurality of devices
that are accessible to the first device in the peer-to-peer
network;
identify at least one virtual device to be executed by the
first device and the devices of the vesource context; and

cause transmission to a second device within the peer-
to-peer network at least one request to update the
aggregate service with at least one first service descrip-
tion of the first device, wherein the at least one first
service description describes functionality of the at
least one virtual device.

143. The system of claim 142 wherein the one or more
processors are to veceive a response from the second device
in rvesponse to the at least one request.

144. The system of claim 143 wherein the response
indicates that the at least one virtual device is further
constructed from the at least one first service description.

145. The system of claim 142, wherein the rvesource
context includes at least one service that is accessible to the
65 first device within the peer-to-peer network, and the first
service description describes functionality of at least one of
the at least one service.
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146. A non-transitory comptuter storage medium compris-
ing stored instructions that, when executed by one or more
processors of a first device, cause the one or more proces-
sors to at least:

receive a resource context which identifies a plurality of 5

devices in a peer-to-peer network;
identify at least one aggregate sevvice based on the
resource context, the at least one aggregate service
corresponding to a plurality of service descriptions of
a subset of the devices of the resource context; and

return executable instructions to control the subset of the
devices of the resource context to collectively perform
the at least omne aggregate service to implement a
virtual device in the peer-to-peer network.

147. The non-transitory computer storage medium of 15
claim 146, wherein the resource context includes at least one
service and the at least one aggregate sevvice corresponds
to at least one service description of at least one of the at
least one service.

148. A method for controlling an aggregate service, the 20
method comprising:

accessing a resourvce context identifving a plurality of

devices in a peer-to-peerv network;

identifving at least one aggregate service based on the

resource context, wherein the at least one aggregate 25
service corresponds to a plurality of service descrip-
tions of a subset of the devices of the vesource context;
and

returning executable instructions to cause the subset of

the devices of the rvesource context to collectively per-
form the at least one aggregate service in the peer-to-
peer network.

149. The method of claim 148, wherein the resource
context includes at least one service and the at least one
aggregate servvice corresponds to at least one service
description of at least one of the at least one service.

150. A system for controlling an aggregate service within
a peer-to-peer network, the system comprising.

a memory including computer-executable instructions;

and

one or more processors to execute the instructions to:

access a vesource context which identifies a plurality of

devices in the peer-to-peerv network;
identify at least one aggregate service based on the
resource context, the at least one aggregate service 45
corresponding to a plurality of service descriptions of
a subset of the devices of the resource context; and

return instructions to control the subset of the devices of
the resource context to collectively perform the at least
one aggregate service in the peer-to-peer network, the
aggregate service to emulate a device diffevent than the
devices of the subset.

151. The system of claim 150, wherein the resource
context includes at least one service and the at least one
aggregate service corresponds to at least one service
description of at least one of the at least one service.

152. A non-transitory computer storage medium compris-
ing stored instructions that, when executed by one or more
processors, cause the one or more processors to at least:

obtain information indicating at least one of a device or

service change within a rvesource context;

based upon the information indicating the device or

service change, determine a new constellation of a
plurality of separate resources in the vesource context;
search a catalog to determine at least one catalogued
service collectively executable by the plurality of the
separate vesources of the new constellation to emulate
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a device having functionality enabled by the at least
one of the device or service change; and

store information identifving the at least one catalogued

service.

153. The non-transitory computer storage medium of
claim 152 wherein the at least one catalogued sevvice is a
common service or popular service.

154. The non-transitory computer storage medium of
claim 152 wherein the instructions further cause one or
movre processors to at least:

predictively obtain at least one predicted service not yet

available for a second constellation; and

store information identifving the at least one predicted

service.

155. The non-transitory computer storage medium of
claim 152 wherein the one or more processors execute the
instructions continuously.

156. The non-transitory computer storage medium of
claim 152 wherein the catalog is dynamically generated
through a real-time query.

157. The non-transitory computer storage medium of
claim 152 wherein the instructions cause the one or more
processors to at least:

present via a user interface the at least one catalogued

service.

158. The non-transitory computer storage medium of
claim 152 wherein the instructions cause the one or more
processors to at least:

obtain a selection or information indicating an inspection

of the at least one catalogued service.

159. The non-transitory computer storage medium of
claim 152 wherein the at least one catalogued service
includes access requivements.

160. The non-transitory computer storage medium of
claim 159 wherein the access requirements comprise licens-
Ing terms or payment terms.

161. A method of service identification within a network,
the method comprising:

receiving information indicating at least one of a device

or service change within a resource context,

based upon the information indicating the at least one of

the device or service change, determining a new con-
stellation of a plurality of independent resources in the
vesource conlext;
searching a catalog to determine at least one catalogued
service collectively executable by the plurality of inde-
pendent resources of the new constellation to emulate
a device having functionality made possible by the at
least one of the device or service change; and

storing information identifying the at least one cata-
logued service.

162. The method of claim 161 wherein the at least one
catalogued service is a common service ov popular service.

163. The method of claim 161 wherein the method further
comprises.

predictively obtaining at least one predicted service not

vet available for a second constellation; and

storing information identifying the at least one predicted

service.

164. The method of claim 161 wherein the method oper-
ates continuously.

165. The method of claim 161 wherein the catalog is
dvnamically genervated through a veal-time query.

166. The method of claim 161 wherein the method further
comprises.

presenting via a user interface the at least one catalogued

service.
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167. The method of claim 161 wherein the method further based upon the information indicating the device change,
comprises. determine a constellation of a plurality of networked

peer vesources in the vesource context;

search a catalog to determine at least one catalogued
service collectively executable by the plurality of net-
worked peer resources of the constellation to emulate a
device having functionality not available in the local

receiving a selection or information indicating an inspec-
tion of the at least one catalogued service.

168. The method of claim 161 wherein the at least one >
catalogued service includes access requivements.

169. The mﬁethoﬁd of (:*Zaxm 168 wherein the access require- network prior to the at least one of the device or service
ments comprise licensing terms or payment terms. change; and
170. A system for identifying services accessible by a peer \,  Store information identifying the at least one catalogued
device within a network, the system comprising: service.
a memory including computer-executable instructions; 171. The system of claim 170 wherein the catalog is
and dyvnamically genervated through a real-time query.
one ov more processors to execute the instructions to: 172. The system of claim 170 wherein the at least one

catalogued service includes access requirements.
173. The system of claim 172 wherein the access rvequire-
ments comprise licensing terms or payment tevms.

obtain a resource context identifving a plurality of peer 5
devices or services networked in a local network;

obtain information indicating at least one of a device or
service change within the resource context, £ % % kK
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