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LATENCY-DEPENDENT CLOUD INPUT
CHANNEL MANAGEMENT

Matter enclosed in heavy brackets [ ]| appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue; a claim printed with strikethrough
indicates that the claim was canceled, disclaimed, or held
invalid by a prior post-patent action or proceeding.

REFERENCE 10 RELATED APPLICATION

This application is a reissue of application Ser. No.

14/640,506 filed 6 Mar. 2015, which is an application for
reissue of U.S. Pat. No. 10,135,890.

FIELD

The present disclosure relates to data transport over a
network. In particular, aspects of the present disclosure
relate to systems and methods for reducing the effects of
latency experienced between a server configured to operate
on a network and a client device.

BACKGROUND

With the increasing prevalence of digital streaming ser-
vices and various cloud-based computing solutions, the
ability to quickly and accurately transier large amounts of
data between remote devices 1s a critical task. Sending
digital data to a destination system through shared resources
of a network, such as the internet, a wide area network
(WAN), or local area network (LAN), typically involves the
arrangement of data into formatted blocks, known as pack-
ets, which may have fixed or variable length. Each data
packet typically includes a payload, or body, which has the
tfundamental client data being delivered to the destination, as
well as certain supplemental information used for routing
and control purposes, which commonly contained at least
partially within a header of the data packet. Broadly speak-
ing, the network, sending systems, and receiving systems
may use this supplemental information to ensure proper
routing and delivery of the payload to the intended destina-
tion.

However, digital streaming services and cloud-based
computing solutions may experience limitations 1n the qual-
ity and bandwidth of networks established or used during the
transfer ol data between remote devices when utilizing
applications that are sensitive to latencies, such as video
games. These limitations may lead to delays in the data
transmission and can thus cause latency, which typically
creates 1nconsistencies during the use of an application.
While client devices will attempt to achieve the lowest
latency through a variety of methods, inevitably, each client
device will experience a diflerent amount of latency due to
differences 1n factors such as the decode speed of transmitted
data, render rates, input polling, or even the client’s network
connection.

Additionally, an often unavoidable consequence of trans-
porting data over a packet switched network 1s packet loss,
which occurs when one or more data packets fail to properly
reach their destination. Packet loss can arise due to a variety
of factors, including channel congestion, signal degradation,
and other reasons. In order to prevent certain network
conditions which cause packet loss to occur, while also
clliciently using the available bandwidth 1n a network chan-

5

10

15

20

25

30

35

40

45

50

55

60

65

2

nel, a variety of congestion control techniques have been
developed. Moreover, there are a range of transport proto-
cols which may incorporate tools to handle packet loss, and
the particular method used to handle packet loss when 1t
does occur depends on the particular transport protocol used
during data transfer. Generally speaking, these transport
protocols can be classified under two types, reliable proto-
cols and unreliable protocols, which each present certain
tradeolls, and the particular choice of protocol used in any
instance may depend on the nature of the data transfer.

Reliable protocols incorporate guarantees that each data
packet 1s delivered to its destination 1n sequence, retrans-
mitting dropped packets in the event of packet loss. Reliable
protocols are often, but not always, connection-oriented
protocols and delivery guarantees are typically accom-
plished by establishing a backchannel from the recipient
back to the sender for a particular communication session,
which the recipient may use to send some type of acknowl-
edgement receipts to verily that packets were delivered
properly. The sender may use these acknowledgments to
guide the retransmission process when it 1s indicated that
data packets failed to properly reach their destination. A
prevalent and well-known example of a reliable protocol 1s
Transmission Control Protocol (TCP), which 1s also con-
nection-oriented. Reliable protocols, such as TCP, are well
suited to tasks where accurate transfer of data 1s a chief
concern and some amount of delay can be tolerated 1n the
interests of verifying data packets are delivered properly,
such as sending text based emails, digital content down-
loads, and media streaming services in which audio/video
can be buflered at the destination system. Unfortunately, the
data verification properties and retransmission of data intro-
duces a comparatively large overhead, rendering many reli-
able protocols undesirable for time-critical applications,
including real-time data transier, such as live audio and/or
video streaming, online video gaming, and internet tele-
phony.

Unreliable protocols, by contrast, generally forgo the type
of data delivery vernfications for particular packets as
described above, and are generally characterized by the fact
that they do not guarantee that each packet reaches its
destination, nor do they ensure that the packets are delivered
in the proper sequence. Unreliable protocols are often, but
not always, connectionless, and typically do not establish a
fixed channel during any particular communication session.
Each data packet may instead be routed independently based
on the supplemental information contained in each data
packet. A prevalent and well-known example of an unreli-
able protocol 1s User Datagram Protocol (UDP), which 1s
also connectionless. Since unreliable protocols like UDP
have comparatively reduced overhead by forgoing the reli-
ability properties mentioned above, they are better suited for
time sensitive applications where minimizing latency 1s a
chief concern, such as the real-time applications mentioned
above.

Importantly, network conditions often vary over time,
causing the maximum bitrate available to a sender over a
network channel to vary based on present load on the
channel. When a sender system attempts to send data
packets at a bitrate that exceeds the current available band-
width of the channel, it can cause congested conditions
which trigger severe packet loss in response. This might be
tolerable 1n less time-sensitive applications involving reli-
able data transport such as TCP, since retransmission of the
lost data 1s guaranteed; however, this may be unacceptable
in many real-time applications and other applications
involving unreliable transport, as the packet loss may be to
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such an extent that the recipient 1s unable to reconstruct the
loss data, causing undesirable consequences such as dropout

of the signal. On the other hand, when the maximum
available bitrate instead far exceeds the bitrate offered by the
sender, this 1s also undesirable, as the full transmission
capabilities of the network channel are mefliciently utilized,
and the quality of the signal at the recipient side may be
unnecessarily poor as a result.

Unfortunately, 1t 1s a significant challenge to transfer data
using an unreliable protocol 1n a way that efliciently utilizes
the available bandwidth of a network channel without caus-
ing congested conditions that result in unacceptable packet
loss. Traditional congestion control techmiques are often
only suitable for reliable protocols, such as TCP, which have
teedback to the sender built in to the transport layer, but are
ineflective for many unreliable protocols, such as UDP,
which typically lack the needed feedback unless indepen-
dently added over the transport layer by the client. More-
over, congestion control or congestion avoidance algorithms
designed for TCP or other reliable protocols are generally
not fast real-time streaming applications or and may be
unsuitable for many data transier applications nvolving
unreliable protocols, as the exponential reduction in bitrate
in response to congestion may cause the quality of a real-
time signal to sufler too much as a result. Moreover, while
packet loss resulting from increasing the bitrate to the point
of congestion might be tolerable 1n less time-sensitive
applications, which use TCP or other reliable protocols to
retransmit the data, 1t may be unacceptable 1n many realtime
applications due to a resulting mability of the recipient to
reconstruct the data.

Accordingly, there 1s a need 1n the art to find alternative
means for reducing a client’s unique latency constraints,
which are also suitable for use with UDP and other unreli-
able transport protocols when the data being transierred is
encrypted. It 1s within this context that aspects of the present
disclosure arise.

SUMMARY

In accordance with certain implementations of the present
disclosure, a method performed on a server configured to
operate on a network may include receiving client device
information from a client device with the server via a
network connection. The client device information may
include latency data. The method may include determining
an assistance output that takes into account the client device
latency information. The method may also include sending
the assistance output from the server to the client device. The
client device information or the assistance output may
include a stream of encrypted data packets.

In accordance with certain implementations of the present
disclosure, a sender computing system may include at least
one processor unit, and at least one memory unit coupled to
the at least one processor unit. The at least one processor unit
and the at least one memory unit may be configured to
perform a method. The method may include receiving client
device information from a client device with the server via
a network connection. The client device information may
include latency data. The method may include determining
an assistance output that takes into account the client device
latency information. The method may also include sending
the assistance output from the server to the client device. The
client device information or the assistance output may
include a stream of encrypted data packets.

In accordance with certain implementations of the present
disclosure, a non-transitory computer readable medium may
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contain computer readable instructions embodied therein.
The computer readable instructions may be configured to
implement a method when executed. The method may
receiving client device information from a client device with
the server via a network connection. The client device
information may include latency data. The method may
include determining an assistance output that takes into
account the client device latency information. The method

may also include sending the assistance output from the
server to the client device. The client device information or

the assistance output may include a stream of encrypted data
packets.

BRIEF DESCRIPTION OF TH.

L1

DRAWINGS

The teachings of the present disclosure can be readily
understood by considering the following detailed descrip-
tion 1 conjunction with the accompanying drawings, in
which:

FIG. 1 1s flow diagram of an example assistance output
technique from the client device side in accordance with
certain aspects of the present disclosure.

FIG. 2 1s a block diagram of an example system in
accordance with certain aspects of the present disclosure.

FIG. 3 1s a flow diagram of an example assistance output
technique from the client side 1n accordance with certain
aspects of the present disclosure.

FIG. 4 1s a tlow diagram of an example assistance output
technique from the server side in accordance with certain
aspects of the present disclosure.

DETAILED DESCRIPTION

Although the following detailed description contains
many specific details for the purposes of 1llustration, anyone
of ordinary skill in the art will appreciate that many varia-
tions and alterations to the following details are within the
scope of the mvention. Accordingly, the illustrative imple-
mentations of the present disclosure described below are set
torth without any loss of generality to, and without imposing
limitations upon, the claimed 1nvention.

Introduction

Aspects of the present disclosure relate to systems and
methods for reducing the effects of latency experienced
between a server configured to operate on a network and a
client device.

In accordance with certain aspects, one or more servers
coniigured to operate on a network may receive client device
information from one or more client devices with the server
via a network connection. The client device information may
include latency data. The one or more servers may determine
an assistance output that takes into account the client device
latency information.

The server may also send the assistance output from the
server to the client device. The client device information or
the assistance output may include a stream of encrypted data
packets.

Further Details

Turning now to FIG. 1, an illustrative example of how an
assistance output may be provided to a client device 1n
response to received client device latency data according to
certain aspects ol the present disclosure are depicted. In
particular, FIG. 1 depicts an example process flow for
providing a client device with an assistance output in
response to receirved client device latency data, 1 accor-
dance with certain implementations of the present disclo-
sure. It 1s noted that the example method of providing
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assistance output 1n FIG. 1 may have one or more aspects 1n
common with the methods indicated 1n FIGS. 2 and 3. It 1s
also 1important to note that the example of FIG. 1 1s only a
simplified example for purposes illustrating only certain
aspects of how an assistance output may be provided i 5
accordance with the present disclosure.

At the outset, 1t 1s important to note that 1n thus example,
an assistance output 1s provided to a client device that is
experiencing latency. However, in alternative implementa-
tions, assistance output may be sent or triggered under other 10
circumstances. As shown in FIG. 1, how the assistance
output 148 1s provided 1n response to Client Device Infor-
mation 132 that 1s received by the server from one or more
client devices may generally depend on whether or not the
client device mformation 132 indicates that latency 1s pres- 15
ent, as indicated at 146.

In accordance with certain aspects, where client device
information 132 indicates that the client device i1s experi-
encing latency 146, the server may determine that an assis-
tance output 144 should be provided to the client device in 20
order to assist the user in overcoming the eflects of the
latency. This may be 1llustrated by the following example.
Say data 1s being transmitted between the device and the
server over a network that 1s experiencing jitter (e.g., varia-
tion 1n latency as measured 1n the variability over time of the 25
packet latency across a network). Once this jitter has been
detected by the client device, the client device may report to
the server that 1t 1s experiencing latency 146. Upon receiving,
this information, the server may determine that the severity
of the latency requires an assistance output be provided to or 30
implemented by the client device 144. The type of assistance
output may depend on the severity of the latency. Accord-
ingly, as an example of one possibility of an assistance
output 148, the server may then provide assistance instruc-
tions to the client device. Alternatively, the instructions may 35
be preloaded on the client device or stored elsewhere and the
server may send a trigger signal that causes the client device
to execute pre-loaded instructions or obtain instructions
from elsewhere and execute them. Such 1nstructions may be
in the form of a script. As used herein, and as 1s generally 40
understood by those skilled 1n the art, a “script” refers to a
program written for a special run-time environment that can
interpret (rather than compile) and automate the execution of
tasks that could alternatively be executed one-by-one by a
human operator. In implementations where the assistance 45
istructions are already loaded on the client device, the
assistance output 148 may be a signal that triggers the client
device to implement preloaded assistance instructions. The
signal may contain information that indicates the amount of
latency so that the client device may select appropriate 50
assistance to execute depending on the degree of latency.

Whether pre-loaded on the client device, sent to the client
from the server, or obtained by the client from elsewhere, the
assistance instructions may take many different forms. By
way of example, and not by way of limitation, some mput 55
combinations from the client device involve several button
presses and the buttons must be pressed within 16 ms of each
other. An assisted imput script could map this combination of
button presses down to a single button press.

In another example of an assistance output 148, the server 60
may provide or trigger assistance instructions for the client
device to record the time difference (A1) between user
inputs. Assuming the next three iputs by the user are three
button presses in the sequence square, square, circle; each
iput 1s 16 ms apart. Due to the network jitter, however, the 65
server receives these mputs as square, square, circle, with
the lag between the first and second put at 16 ms and the

6

lag between the second and third mput at 33 ms. However,
by executing the assistance output instructions (e.g., script)
the client device may record the AT between 1nputs has been
executed and send them to the server. Thus, 1n addition to the
inputs, the server also receives the data regarding the AT
input at the client device. Accordingly, the server then inputs
the user commands with the appropriate AT of 16 ms
between each 1put, as opposed to input timing as originally
received by the server.

In some implementations, the client device may automati-
cally record the AT between inputs that have been executed
and send them to the server as part of the client device
information 132. The server can then compare the AT values
received from the client device to diflerences in time of
arrival of the inputs at the server (e.g., by taking the
difference) and determine the latency. The server may then
use the determined latency to select an appropriate assis-
tance output 148.

In accordance with certain aspects, client device infor-
mation may also be sent via encrypted data packets 134. As
shown 1n FIG. 1, the server may receive a stream of
encrypted data 134 via a secure or unsecure network (for
example, UDP). It the encrypted data stream 1s received out
of order, traditional methods such as Forward Error Correc-
tion (FEC) would need to be implemented in order properly
decrypt the data stream. In accordance with certain aspects
of the present disclosure, however, if the server determines
that the data stream requires reassembly 140 due to out-oi-
sequence transmission, the server may use the header infor-
mation included with each packet in order to maintain the
proper decryption order and reassemble the data stream
before decryption, as shown 1 142.

It 1s emphasized that the example techmque depicted 1n
FIG. 1 1s provided for purposes of illustration only, 1n order
to highlight certain aspects of the present disclosure. In
practice, implementations ol the present disclosure may
factor 1n additional or alternative considerations not depicted
by the example of FIG. 1, and may be more complex than
the simplified scheme depicted 1in FIG. 1.

It will be appreciated from the example of FIG. 1 that
certain aspects ol the present disclosure include various
methods of assistance output which may be provided to the
client device. This may be by way of altering a modality of
user experience with the client device. This may also be by
way of providing a variety of scripts to the client device. In
one embodiment scripts may be configured to reduce the
difliculty of an artificial intelligence asset engaging the user.
In another embodiment the scripts may be configured to
present a different scene to the user. In either case, the
assistance output allows the user to overcome the effects of
latency. It will also be appreciated from the example of FIG.
1 that certain aspects of the present disclosure include
various data streams to be encrypted and decrypted through
the usage of packet header information. Accordingly, data
sent from the server to the client device may also be
encrypted, and the client device may use encrypted packet
header information to establish the appropriate decryption
order for the data stream received.

Certain implementations of aspects of the present disclo-
sure 1nclude systems configured for assistance output. By
way of example, and not by way of limitation, FI1G. 2 depicts
a distributed computing system that includes at least one
server computing system 202 and at least one client device
computing system 204, and the computing systems 202 and
204 are configured to transfer data over a network 1in
accordance with certain aspects of the present disclosure. In
certain implementations, the server 202 may be configured
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to execute instructions that have one or more aspects in
common with those described with respect to FIG. 1 and/or
FIG. 4. In certain implementations, the client device 204
may be configured to execute instructions that have one or
more aspects in common with one or more of those
described above with respect to FIG. 1 or below with respect
to FIG. 3. Either or both the server 202 and client device 204
may be configured with suitable software and/or hardware to
implement various aspects of the methods described herein.
Either or both the server 202 and client device 204 may be
a server, an embedded system, mobile phone, personal
computer, laptop computer, tablet computer, portable game
device, workstation, game console, wearable device such as
a smart watch, and the like.

In accordance with certain implementations, the server
202 may be a cloud computing server, and the client device
204 may be a cloud computing client of the server 202, and
the client server 202 may be configured to provide a data
stream to the client device over a network 299 using an
unrclhiable protocol. By way of example, and not by way of
limitation, either the server 202 or the client device 204 may
be a computing system that is configured to provide a
real-time data stream, such as a real-time audio stream, a
real-time video stream, or a real-time audio/video stream to
the at least one server 202 or at least one client device 204
over a network 299, which may be a wide area network
(WAN) such as the mnternet. The computing system (either
server 202 or client device 204) may be configured to send
data over the network in the form of encrypted data packets
containing the data being delivered to the recipient system.
For example, the client device 204 may send these encrypted
packets concurrently to the recipient device 202 1n accor-
dance with various aspects of the present disclosure. The
recipient system 202 may decrypt the encrypted data pack-
ets, and the encrypted data packets may include a header that
indicates a place 1n the decryption order for the packet.

Either of the systems 202 and 204 (1.e., server 202, client
device 204, or both) may include one or more processor
units 270, which may be configured according to well-
known architectures, such as, e.g., single-core, dual-core,
quad-core, multi-core, processor-coprocessor, cell proces-
sor, and the like. Either of the systems 202 and 204 may also
include one or more memory units 272 (e.g., RAM, DRAM,
ROM, and the like). The processor unit 270 may execute one
or more programs 274, which may be stored in the memory
272, and the processor 270 may be operatively coupled to
the memory 272, e.g., by accessing the memory via a data
bus 276. The memory umt 272 may include data 277, and
the processor unit 270 may utilize the data 277 1in imple-
menting the program 274. The data 277 for either of the
systems 202 and 204 may include, e.g., assistance output
data 256 transmitted from the server 202 to the client device
204, and client device information 252 optionally including
client device latency data 254 from the client device 204 to
the server 202 or vice versa according to various aspects of
the present disclosure.

The program 274 may include optionally instructions that,
when executed by a processor, perform one or more opera-
tions associated with decryption of packets over an unsecure
network or delivery of an assistance output 256, such as,
¢.g., a method having one or more features 1n common with
the methods of FIGS. 1, 3, and/or 4. For example, the
program 274 of the server 202 may include instructions that,
when executed by the processor 270, cause the server to
send data to the at least one recipient device 204 and/or
provide an assistance output 256 in response to latency data
254 from the client device 204, 1n accordance with aspects
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of the server side of the method depicted in FIG. 1 and/or the
sending of client device latency data. The program 274 of
the client device 204 may include instructions that, when
executed by the processor 270, cause the client device to
execute the assistance output nstructions 256 that are either
pre-loaded or provided by the server 202.

Either of the systems 202 and 204 may also include
well-known support circuits 278, such as mput/output (I/O)
circuits 279, power supplies (P/S) 280, a clock (CLK) 281,
and cache 282, which may communicate with other com-
ponents of the system, e.g., via the bus 276. Either of the
systems 202 and 204 may optionally include a mass storage
device 284 such as a disk drive, CD-ROM drive, tape drive,
flash memory, or the like, and the mass storage device 284
may store programs and/or data. Either of the systems 202
and 204 may also optionally include a display unmit 286. The
display unit 286 may be 1n the form of a cathode ray tube
(CRT), flat panel screen, touch screen, or other device that
displays text, numerals, graphical symbols, or other visual
objects. Fither of the systems 202 and 204 may also include
a user interface 288 to facilitate interaction between the
system 202/204 and a user. The user interface 288 may
include a keyboard, mouse, light pen, game control pad,
touch interface, or other device. The user mterface may also
include an audio I/O device, such as a speaker and/or
microphone.

A user may interact either of the computer systems
through the user interface 288. By way of example, the
server may 202 may be a cloud gaming server, and the client
device 204 may be a cloud gaming client, and a video game
user may interact with a video game executed by the server
202 and streamed to the client 204 through the user interface
288. The rate at which data 1s transmitted from the server to
the client may be optimized in accordance with aspects of
the present disclosure to enhance the experience for the user
and maintain the quality of a signal received at the client
side. Portions of the user interface 288 may include a
graphical user interface (GUI) that can be displayed on the
display unit 286 1n order to facilitate user interaction with
the system 202/204. The system 202/204 may include a
network interface 290, configured to enable the use of Wi-Fi,
an Ethernet port, or other communication methods. The
network interface 290 may incorporate suitable hardware,
software, firmware or some combination thereot to facilitate
communication via a telecommunications network, and may
support data transport using an unreliable protocol 1n accor-
dance with certain aspects of the present disclosure. The
network interface 290 may be configured to implement
wired or wireless communication over local area networks
and wide area networks such as the Internet. Either of the
systems 202 and 204 may send and receirve data and/or
requests for files via one or more data packets 299 over a
network.

As shown i FIG. 3, a set of client device platiorm
instructions 371 may be implemented, e.g., by the client
device platform 204. The client device platform instructions
371 may be formed on a nontransitory computer readable
medium such as the memory 272 or the mass storage device
284. The client device platform instructions 371 may also be
part of the process control program 274. As indicated at 373
the client device platform instructions 371 may include
instructions for determining latency data 254 to be included
client device information 252 to be sent to the server 202.
The instructions 371 may include 1nstructions 374 for deliv-
ering client device information 252 to the server 202. If the
client device information 252 1s to be sent 1n the form of
encrypted packets, these latter instructions may optionally
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include 1nstructions that insert packet encryption order infor-
mation into packet headers so that the server 202 can decrypt
the packets even 1 they are received out of order. Thereafter,
at 376 the instructions may include instructions for receiving
an assistance output 356 and subsequently may include
instructions for executing assistance instructions triggered
by or included in the received assistance output 256. If the
assistance output 256 1s to be received in the form of
encrypted packets, these latter instructions may optionally
include instructions that extract packet encryption order
information from packet headers so that the client device
204 can decrypt the packets even 1f they are received out of
order.

As shown 1n FIG. 4, a set of server istructions 481 may
be implemented, e.g., by the server 202. The server instruc-
tions 481 may be formed on a nontransitory computer
readable medium such as the memory 272 or the mass
storage device 284. The server istructions 481 may also be
part of the process control program 274. As indicated at 483,
the mstructions 481 may include instructions for receiving
client device information 252 from the client device 204. If
the client device information 252 1s recerved 1n the form of
encrypted packets, these latter instructions may optionally
include instructions that retrieve packet encryption order
information from packet headers so that the server 202 can
decrypt the packets even if they are received out of order.
Thereatter, at 484, the instructions may include instructions
for determining whether the client device information 252
contains latency data 254. Furthermore, as indicated at 486,
i latency data 254 1s recerved with the client device infor-
mation 252, the instructions 481 may contain instructions
for creating an assistance output 256 to be delivered to the
client device 204. Thereafter, at 487, the instructions may
include istructions for sending the assistance output 256 to
the client device 204. If the assistance output 256 15 to be
sent 1n the form of encrypted packets, these latter instruc-
tions may optionally include instructions that msert packet
encryption order information into packet headers so that the
client device 204 can decrypt the packets even if they are
received out of order.

The above components may be implemented 1n hardware,
software, firmware, or some combination thereof.

While the above 1s a complete description of the various
illustrative implementations of the present disclosure, 1t 1s
possible to use various alternatives, modifications and
equivalents. Therefore, the scope of the present mmvention
should not be construed to be limited by the above descrip-
tion but should, instead, be determined with reference to the
appended claims, along with their full scope of equivalents.
Any feature described herein, whether preferred or not, may
be combined with any other feature described herein,
whether preferred or not. In the claims that follow, the
indefinite article “a”, or “an” refers to a quantity of one or
more of the item {following the article, except where
expressly stated otherwise. The appended claims are not to
be interpreted as including means-or-step-plus-function
limitations, unless such a limitation 1s explicitly recited 1n a
given claim using the phrase “means for” or “step for.”

What 1s claimed 1s:

1. In a server configured to operate on a network, a
method, comprising:

[receiving client device information from a client device
with the server via a network connection, wherein the
client device information includes client latency data;

determining an assistance output that takes into account
the client latency data including] generating an assis-
tance output based on data that includes a measure-
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ment of time between user iputs generated at a client
device, [wherein determining the assistance output
includes utilizing the input time measurements]
wherein the assistance output utilizes the measurement
of time between user inputs 1o 1mplement the inputs
with the server using the same input time [measure-
ments] differences with which the inputs were gener-
ated at the client device[, wherein determining the
assistance output comprises at least choosing the appro-
priate assistance output based on client latency data,
wherein the assistance output 1s configured to alter a
modality of user experience with the client device]; and

sending the assistance output from the server to the client
device[, wherein the assistance output allows the user
to overcome the effects of latencyl].

2. The method of claim 1, wherein the assistance output
contains a signal that triggers execution of assistance
istructions already loaded on the client device.

3. The method of claim 1, wherein the assistance output
contains instructions to be executed on the client device.

4. The method of claim [2] 3, wherein the instructions are
scripts.

5. The method of claim [3] 4, wherein the scripts are
configured to aid the user in the completion of a task.

6. The method of claim 1, wherein the modality 1s altered
by allowing more time for user input.

7. The method of claim 1, wherein the modality 1s altered
by reducing a dithiculty level of an artificial intelligence asset
engaging the user.

8. The method of claim 1, wherein the modality 1s altered
by presenting a diflerent scene to the user.

9. The method of claim 1, wherein the client device
information or the assistance output includes a stream of
encrypted data packets.

10. The method of claim 9, wherein each data packet in
the stream of encrypted data packets includes a header that
indicates a place 1n a decryption order for the packet.

11. The method of claim 10, further comprising using the
decryption order of the encrypted packets to reassemble the
data stream with the server when the packets are received
out of order.

12. The method of claim 9, wherein the stream of data
packets 1s sent via an unreliable protocol.

13. The method of claam 12, wherein the unreliable
protocol 1s User Datagram Protocol (UDP).

14. A system comprising;:

a processor, and

a memory coupled to the processor;
wherein the processor 1s configured to perform a method, the
method comprising:

[receiving client device information from a client device
with a server via a network connection, wherein the
client device information includes client latency data;

determinming an assistance output that takes into account
the client latency data, wherein determining the assis-
tance output comprises at least choosing the appropri-
ate] generating an assistance output based on [client
latency] data [including] #kat includes a measurement
of time between user nputs gemerated at a client
device, wherein [determining] the assistance output
[includes utilizing] wtilizes the [input time measure-
ments] measurement of time between user inputs 10
implement the inputs with the server using the same
input time [measurements] differences with which the
inputs were generated at the client device[, wherein the
assistance output 1s configured to alter a modality of
user experience with the client device]; and
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sending the assistance output from the server to the client
device[, wherein the assistance output allows the user to
overcome the effects of latency].

15. The system of claim 14, wherein the client device
information or the assistance output includes a stream of
encrypted data packets.

16. A non-transitory computer readable medium having
processor-executable 1instructions embodied therein,
wherein execution of the instructions by a processor causes
the processor to implement a method, the method compris-
ng:

[receiving client device information from a client device
with a server via a network connection, wherein the
client device information includes client latency data]

[determining an assistance output that takes into account
the client latency data, wherein determining the assis-
tance output comprises at least choosing the appropri-
ate assistance output based on client latency data
including] generating an assistance output based client
latency data that includes a measurement of time
between user inputs, [wherein determining the assis-
tance output includes utilizing] wherein the assistance
output utilizes the [input time measurements] measure-
ment of time between user inputs to 1mplement the
inputs with the server using the same input time [mea-
surements] differences with which the inputs were
generated at the client device|, wherein the assistance
output 1s configured to alter a modality of user expe-
rience with the client device]; and

sending the assistance output from the server to the client
device[, wherein the assistance output allows the user
to overcome the effects of latencyl].

17. The non-transitory computer readable medium of
claim 16, wherein the client device information or the
assistance output includes a stream of encrypted data pack-
ets.

18. A method comprising:

sending client device information from a client device to
a server via a network connection, wherein the client
device information includes [client latency data] a
measurement of time between user inputs;

receiving an assistance output from the server, wherein
the assistance output takes into account the [client
latency data including a] measurement of time between
user inputs, wherein the assistance output [is chosen
based at least on the client latency data, wherein
choosing the assistance output includes utilizing] wuzi-

lizes the [input time measurements] measurement of

time between user to 1mplement the inputs with the
server using the same input time [measurements] dif-
ferences with which the mputs were generated at the
client device[, wherein the assistance output is config-
ured to alter a modality of user experience with the
client device]; and
implementing assistance corresponding to the assistance
output with the client device|, wherein the assistance output
allows the user to overcome the effects of latencyl.
19. The method of claim 18, wherein the assistance output
contains a signal that triggers execution of assistance
instructions already loaded on the client device.

20. The method of claim 18, wherein the assistance output
contains 1nstructions to be executed on the client device.

21. The method of claim [19] 20, wherein the instructions
are scripts.

22. The method of claim [20] 2/, wherein the scripts are
configured to aid the user in the completion of a task.
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23. The method of claim 18, wherein the modality 1s
altered by allowing more time for user iput.

24. The method of claim 18, wherein the modality 1s
altered by reducing a difliculty level of an artificial intell:-
gence asset engaging the user.

25. The method of claim 18, wherein the modality 1s
altered by presenting a diflerent scene to the user.

26. The method of claim 18, wherein the client device
information or the assistance output includes a stream of
encrypted data packets.

277. The method of claim 26, wherein each data packet 1n
the stream of encrypted data packets includes a header that
indicates a place 1n a decryption order for the packet.

28. The method of claim 27, further comprising using the
decryption order of the encrypted packets to reassemble the
data stream with the server when the packets are received
out of order.

29. The method of claim 26, wherein the stream of data
packets 1s sent via an unreliable protocol.

30. The method of claim 29, wherein the unreliable
protocol 1s User Datagram Protocol (UDP).

31. A system comprising:

a processor, and

a memory coupled to the processor;
wherein the processor 1s configured to perform a method, the
method comprising:

sending client device information from a client device to

a server via a network connection, wherein the client
device information includes [client latency data] a
measurement of time between user inputs;

receiving an assistance output from the server, wherein

the assistance output [takes into account the client
device latency information including a measurement of
time between user inputs, wherein the assistance output
1s chosen based at least 1n part on the client latency
information, wherein choosing the assistance output
includes] utilizing the [input time measurements] mea-
surement of time between user inputs to 1implement the
inputs with the server using the same input time [mea-
surements] differences with which the inputs were
generated at the client device|, wherein the assistance
output 1s configured to alter a modality of user expe-
rience with the client device]; and

implementing assistance corresponding to the assistance

output with the client device|, wherein the assistance output

allows the user to overcome the effects of latencyl.

32. A non-transitory computer readable medium having
processor-executable  instructions embodied therein,
wherein execution of the instructions by a processor causes
the processor to implement a method, the method compris-
ng:

sending client device information from a client device to

a server via a network connection, wherein the client
device information includes [client latency data] a
measurement of time between user inputs;

receiving an assistance output from the server wherein the

assistance output takes into account the client device
latency information including a measurement of time
between user inputs, wherein the assistance output 1s
chosen based at least on the client latency information,
wherein choosing the assistance output includes utiliz-
ing the [input time measurements] measurement of time
between user inputs to 1implement the mputs with the
server using the same input time [measurements] dif-
ferences with which the mputs were generated at the
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client device[, wherein the assistance output is config-
ured to alter a modality of user experience with the
client device]; and
implementing assistance corresponding to the assistance
output with the client device|, wherein the assistance output 5
allows the user to overcome the effects of latencyl.
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