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HOST-CONTROLLED GARBAGE
COLLECTION

Matter enclosed in heavy brackets [ ]| appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue; a claim printed with strikethrough
indicates that the claim was canceled, disclaimed, or held
invalid by a prior post-patent action or proceeding.

CROSS-REFERENCE TO RELATED [APPLICA-
TION] APPLICATIONS

5

10

Notice: More than one reissue application has been filed 15

Jor the reissue of U.S. Pat. No. 9,910,622 B2. The reissue
applications arve application Ser. No.: 16/515,345 filed on

Jul. 18, 2019, and application Ser. No.: 16/515,366 filed on

Jul. 18, 2019. Both applications arve reissue applications of

U.S. Pat. No. 9910622 B2.

[This application] T%is is a reissue application of U.S.
Pat. No. 9,910,622 B2, issued on Mar. 6, 2018, from U.S.
patent application Sev. No. 15/177,144, which 1s a continu-
ation of U.S. patent application No. 14/288,208, filed on
May 27, 2014, [the] and issued on Jul. 5, 2016, as U.S. Pat.
No. 9,383,926. The entire contents of [which] #2e above-

identified applications are incorporated herein by reference.

BACKGROUND

In enterprise data storage and distributed computing sys-
tems, banks or arrays of data storage devices are commonly
employed to facilitate large-scale data storage for a plurality
of hosts or users. Because latency 1s a significant 1ssue 1n
such computing systems, solid-state drives (SSDs) are com-
monly used as data storage devices, since data can be written
to and read from the flash memory cells typically used in an
SSD very quickly.

A significant drawback of SSDs 1s the periodic need for
garbage collection, a process by which memory blocks 1n an
SSD are made available for storing data. Flash memory cells
typically used 1n an SSD can be written to 1n units referred
to as pages (which are made up of multiple flash memory
cells), but can only be erased 1n larger units referred to as
memory blocks (which are made up of multiple pages).
Thus, as a host deletes or updates pages of data 1n a
particular memory block, the memory block becomes a
partially utilized block that includes a combination of pages

of data that are no longer needed by the host and pages of

valid data that are still needed by the host. To make such a
partially utilized block available for storing more data,
garbage collection 1s used, 1n which the pages of valid data
are read and copied into a previously erased memory block,
along with pages of valid data from other partially utilized
blocks. In this way, valid data from multiple partially
utilized blocks can be consolidated into a single memory
block, while the partially utilized blocks can be erased and
made available for storing additional data. However, when
garbage collection 1s performed to make memory blocks
available 1n response to a write command, execution of the
write command 1s slowed significantly, since existing data
are read and rewritten to flash memory before the new data
from the write command can be written.

In a personal computer, an SSD 1s configured to perform
garbage collection as a background operation and thereby
can 1mpact SSD performance. In enterprise and cloud com-
puting systems, high volume write activity 1s commonplace,

20

25

30

35

40

45

50

55

60

65

2

and the need for garbage collection 1n some or all SSDs of
a large-scale data storage system can be continuous. Con-

sequently, for an SSD that 1s part of a large-scale data
storage system, garbage collection frequently interferes with
write commands 1ssued to that SSD. This significantly
reduces the performance of the system and 1s highly unde-
sirable.

SUMMARY

One or more embodiments provide systems and methods
for host-controlled garbage collection for an array of solid-
state drives (SSDs). In some embodiments, SSDs in the
array are each configured to initiate generation of additional
crased memory blocks when an initiation command 1s
received from a host or when the number of erased memory
blocks 1 the SSD {falls below a minimum threshold of
crased memory blocks for the SSD. In some embodiments,
the mimimum threshold value 1s adjusted by the host.

A data storage device, according to embodiments, com-
prises a non-volatile solid-state device, and a controller. In
one embodiment, the controller 1s configured to 1mitiate a
process for generating erased blocks when an initiation
command 1s received from a host and to set a minimum
threshold value, wherein the minimum threshold value 1s
received from the host and indicates a number of erased
blocks present 1n the non-volatile solid-state storage device
below which the controller begins generating erased blocks
in the non-volatile solid-state storage device.

A data storage system, according to embodiments, com-
prises an array of data storage devices, each data storage
device including a non-volatile solid-state storage device
and a controller. In one embodiment, the controller 1s

configured to 1itiate a process for generating erased blocks
when an 1nitiation command 1s recerved from a host and to
set a minimum threshold wvalue, wherein the minimum
threshold value 1s received from the host and indicates a
number of erased blocks present 1n the non-volatile solid-
state storage device below which the controller begins
generating erased blocks 1n the non-volatile solid-state stor-
age device.

Further embodiments provide a method of operating a
storage device having a non-volatile solid-state device. The
method comprises the steps of sending an inquiry to a first
non-volatile solid-state device 1n the pool of non-volatile
solid-state devices for a number of erased memory blocks 1n
the first non-volatile solid-state device, receiving from the
first non-volatile solid-state device the number of erased
memory blocks in the first non-volatile solid-state device,
writing to the first non-volatile solid-state device a quantity
of data equal to or less than the number of erased memory
blocks received from the first non-volatile solid-state device,
in response to an acknowledgement that writing the quantity
ol data to the first non-volatile solid-state device has com-
pleted, sending a command to the first non-volatile solid-
state device to begin generating erased memory blocks 1n the
first non-volatile solid-state device, and, while writing the
quantity of data to the first non-volatile solid-state device,
sending an inquiry to a second non-volatile solid-state
device 1n the pool of non-volatile solid-state devices for a
number of erased memory blocks 1n the second non-volatile
solid-state device.

In a data storage system that includes an array of non-
volatile solid-state storage devices, further embodiments
provide a method of storing data in response to a write
command from a host. The method comprises the steps of
storing data associated with the write command 1n a first
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non-volatile solid-state storage device 1n the array, reporting,
a number of available memory blocks 1n a second non-
volatile solid-state storage device in the array while storing,
data associated with the write command 1n the first non-
volatile solid-state storage device, after storing data associ-
ated with the write command 1n the first non-volatile solid-
state device, storing data associated with the write command
in the second non-volatile solid-state storage device, receiv-
ing a command from the host to iitiate generation of
available memory blocks 1n the first non-volatile solid-state
storage device, and, while storing data associated with the
write command 1n the second non-volatile solid-state storage
device, imitiating generation of available memory blocks 1n
the first non-volatile solid-state storage device.

BRIEF DESCRIPTION OF THE DRAWINGS

FI1G. 1 illustrates a portion of an enterprise storage system
or distributed (cloud) computing system.

FIG. 2 1llustrates an operational diagram of a solid-state
drive (SSD), configured according to one embodiment.

FIG. 3 schematically illustrates the various memory
blocks 1n a flash memory device of the SSD in FIG. 2.

FIG. 4 sets forth a flowchart of method steps for storing
data in response to a write command from a host, according
to one or more embodiments.

FIG. 5 sets forth a flowchart of method steps for writing
data to a data storage device that includes a pool of non-
volatile solid-state devices, according to one or more
embodiments.

DETAILED DESCRIPTION

FIG. 1 1llustrates a portion 100 of an enterprise storage
system or distributed (cloud) computing system. Portion 100
includes a host 110, a host interface network 120, and a data
storage system 130. Data storage system 130 includes an
array or pool of solid-state drives (SSDs) 140A-140D, and
1s connected to a host 110, such as a host computer or cloud
computing customer, via host interface network 120. While
data storage system 130 1in FIG. 1 only includes four SSDs,
in large-scale data storage applications, data storage system
130 may include many more SSDs, for example 50 or more.
In some embodiments, host interface network 120 may
include any technically feasible system interface, including
a serial advanced technology attachment (SATA) bus, a
serial attached SCSI (SAS) bus, a non-volatile memory
express (NVMe) bus, and the like. In some embodiments,
cach of SSDs 140A-140D may be 1dentical and 1n other
embodiments SSDs 140A-140D may form a heterogeneous
array. One embodiment of an SSD that may be implemented
as one or more of SSDs 140A-140D 1s described 1n con-
junction with FIG. 2.

FIG. 2 illustrates an operational diagram of an SSD 140.
As shown, SSD 140 includes a drive controller 210, a
random access memory (RAM) 220, a high-speed data path
230, and a flash memory device 240. SSD 140 may be a data
storage device included 1 an array of data storage devices,
such as data storage system 130 1n FIG. 1. High-speed data
path 230 may be any high-speed bus known 1n the art, such
as a double data rate (DDR) bus, a DDR2 bus, a DDR3 bus,
or the like.

Drive controller 210 1s configured to control operation of
SSD 140, and 1s connected to RAM 220 and flash memory
device 240 via high-speed data path 230. Drive controller
210 may also be configured to control interfacing of SSD
140 with host 110. Some or all of the functionality of drive
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4

controller 210 may be implemented as firmware, applica-
tion-specific itegrated circuits, and/or a software applica-
tion. In some embodiments, drive controller 210 includes a
minimum erased block threshold 211 and a maximum erased
block threshold 212. In some embodiments, host 110
includes metadata 111, which may be a file system map
and/or other metadata for data stored by host 110 in data
storage system 130. Metadata 111 indicates which of SSDs
140A-140D host 110 has employed to store each block of
data stored 1n data storage system 130. For example, meta-
data 111 may map each logical block address (LBA) that
host 110 has stored 1n system 130 to a particular one of SSDs
140A-140D.

Minimum erased block threshold 211 1includes a value that
indicates a number of erased memory blocks 243 in flash
memory device 240. When drive controller 210 determines
that the number of erased memory blocks 243 1s less than
minimum erased block threshold 211, drive controller 120
initiates generation ol additional available memory blocks 1n
flash memory device 240, 1.¢., drive controller 120 performs
a garbage collection process to generate additional erased
memory blocks 243. Similarly, maximum erased block
threshold 212 includes a value that indicates a number of
erased memory blocks 243 1n flash memory device 240.
When drive controller 120 determines that the number of
erased memory blocks 243 1s greater than or equal to
maximum erased block threshold 212, drive controller 120
halts generation of additional available memory blocks in
flash memory device 240.

RAM 220 1s a volatile solid-state memory device, such as
a dynamic RAM (DRAM). RAM 220 1s configured for use
as a data bufler for SSD 140, temporarily storing data
received from host 110. In addition, RAM 220 1s configured
to store a non-persistent FTL map 221. Non-persistent FTL
map 221 1s a data structure that maps logical block addresses
(LBAs) stored in SSD 140 to respective physical memory
locations (e.g., memory addresses) in flash memory device
240. To reduce latency associated with SSD 140 and to
extend the lifetime of flash memory device 240, non-
persistent FTL map 221 includes the most up-to-date map-
ping of LBAs stored in SSD 140 to physical memory
locations 1n flash memory device 240. Latency associated
with SSD 140 1s reduced because reads from RAM 220 in
response to a command from host 110 are generally faster
than reads from flash memory device 240. Lifetime of flash
memory device 240 1s extended by modifying non-persistent
FTL map 221 during normal operation of SSD 140 and only
periodically replacing persistent FTL map 244 1in {flash
memory device 240; constantly updating persistent FTL
map 244 results 1n significant wear to the memory cells of
flash memory device 240.

Flash memory device 240 1s a non-volatile solid-state
storage medium, such as a NAND flash chip, that can be
clectrically erased and reprogrammed. For clarity, SSD 140
1s 1llustrated 1n FIG. 2 as a single tflash memory device 240,
but 1n some embodiments, SSD 140 may include multiple
flash memory devices 240. Flash memory device 240 is
configured to store persistent FTL map 244, as shown.
Similar to non-persistent FTL map 221 stored in RAM 220,
persistent FTL map 244 1s a data structure that maps LBAs
stored 1n SSD 140 to respective physical memory locations
in flash memory device 240. Because the contents of per-
sistent FTL map 244 are stored 1n flash memory device 240,
said contents are persistent alfter powering down SSD 140
and after power loss to SSD 140.

Flash memory device 240 includes a plurality of memory
cells, typically NAND flash memory cells, that are grouped
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into readable and writable pages, typically 4 to 16 kB each.
These pages are organized into memory blocks (typically
128 to 512 pages per block, e.g. totaling 512 kB per block),
which are typically the smallest erasable unit 1n a NAND
memory device. Because the individual pages of these
memory blocks can only be directly written to when erased,
an entire memory block 1s erased before being re-used to
store new data. Thus, when an individual page of data 1s
updated by host 110, that page of data cannot be overwritten
at the same location 1n flash memory device 240. Instead, the
page of data 1s written to a different location 1n flash memory
device 240 (typically in a completely different memory
block), and non-persistent FTL map 221 1s updated accord-
ingly. Consequently, during normal operation flash memory
device 240 includes erased memory blocks 243, partial
memory blocks 242 that are partially filled with pages of
valid data and partially filled with pages of mvalid or
obsolete data, and full memory blocks 241 that only include
pages of valid data. Examples of full memory blocks 241,
partial memory blocks 242, and erased memory blocks 243
are described 1n greater detail below in conjunction with
FIG. 3.

In FIG. 2, persistent FIL map 244 1s schematically
depicted along with full memory blocks 241, partial memory
blocks 242, and erased memory blocks 243 1n flash memory
device 240. In practice persistent FITL map 244, which
generally represents data, 1s actually stored in pages
included 1n full memory blocks 241 and/or partial memory
blocks 242.

FIG. 3 schematically illustrates the various memory
blocks 1n flash memory device 240 of SSD 140. As shown,
flash memory device 240 includes full memory blocks 241,
partial memory blocks 242, and erased memory blocks 243.
Full memory blocks 241 are memory blocks that are com-
pletely filled memory blocks, and include only valid pages
251, which are pages that include valid data stored by host
110. Full memory blocks 241 represent completely filled
with valid pages 251 as a result of either a garbage collection
process or ol not having any pages included therein updated
or deleted by host 110 after being filled with valid data.
Partial memory blocks 242 represent memory blocks that
include a combination of valid pages 251 and 1nvalid pages
252, where mvalid pages 252 are pages of obsolete or
invalid data, such as data that have been deleted or updated
by host 110. Generally, partial memory blocks 242 are
formed as a result of host 110 updating and deleting data
stored 1n valid pages 251 of a full memory block 241. Erased
memory blocks 243 represent memory blocks that include
only erased pages 253. Alternatively, in some embodiments,
crased memory blocks 243 also represent memory blocks
that include only invalid pages 252, which can be erased
immediately prior to wrting data to a particular erased
memory block 243 without the read-erase-modify-write
process associated with garbage collection.

For conceptual clarity, tull memory blocks 241, partial
memory blocks 242, and erased memory blocks 243 are
shown physically grouped with like memory blocks 1n flash
memory device 240. In reality, each full memory block 241,
partial memory block 242, and erased memory block 243
can be located anywhere within flash memory device 240,
and of course 1s not limited to being disposed adjacent to like
memory blocks. Furthermore, flash memory device 240
typically includes many more memory blocks than shown in
FIG. 3, for example hundreds or thousands of memory
blocks. Drive controller 210 generally requires a significant
portion of the memory blocks of flash memory device 240
(20-30%, for example) to be erased memory blocks 243
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during operation to facilitate garbage collection. This 1s
because the garbage collection process can become very
ineflicient due to exaggerated write amplification when flash
memory device 240 has an inadequate number of erased
memory blocks 243 available. Specifically, write amplifica-
tion 1ncreases wear on tlash memory device 240 and extends
the duration of the garbage collection process. Conse-
quently, 1n operation, drive controller 210 uses minimum
erased block threshold 211 so that garbage collection (i.e.,
the generation ol additional erased memory blocks 243)
begins when the number of erased memory blocks 243 in
flash memory device 240 1s below minimum erased block
threshold 211. Thus, minimum erased block threshold 211
allows drive controller 210 to 1nmitiate garbage collection
betfore drive controller 210 accepts and writes so much data
to flash memory device 240 that the garbage collection
process operates mefliciently (1.e., too slowly and with too
much write amplification).

Similarly, drive controller 210 uses maximum erased
block threshold 212 to stop garbage collection operations, so
that the number of erased memory blocks 243 in flash
memory device 240 does not exceed a target fraction of flash
memory device. Otherwise, without additional write and
delete commands from host 110, the garbage collection
process will continue until essentially all memory blocks in
flash memory are eirther full memory blocks 241 or erased
memory blocks 243. Such aggressive garbage collection
invariably involves performing garbage collection on partial
memory blocks 242 that include very few invalid pages 251,
which greatly exaggerates write amplification in {flash
memory device 240. Thus, maximum erased block threshold
212 allows drive controller 210 to halt garbage collection
betore the garbage collection process operates in a regime
causing too much write amplification.

In some embodiments, minimum erased block threshold
211 and/or maximum erased block threshold 212 are pro-
vided by host 110 to drive controller 210, either at startup ofl
SSD 140 and/or during operation. In this way, host 110 can
control the garbage collection process of SSD 140 based on
performance of SSD 140 and/or of data storage system 130
as a whole. For example, when data storage system 130
includes a large number of other SSDs besides SSD 140, a
relatively long time interval may elapse between write
commands being sent to SSD 140. Consequently, a lower
minimum erased block threshold 211 can be provided to
SSD 140, since drive controller 210 has more time to
perform garbage collection and make space available in
flash memory device 240 for the next write command. In
such embodiments, minimum erased block threshold 211
may be set below normal over-provisioning values typically
associated with operation of flash memory device 140.

Over-provisioning in SSD 140 may be defined as the
difference between the physical capacity of tlash memory
device 240 and the logical capacity presented to host 110.
During garbage collection and/or wear-leveling in flash
memory device 240, the additional data storage space pro-
vided by over-provisioning helps reduce write amplification,
increase endurance of flash memory device 240, and
increase performance of SSD 140. There are several ways 1n
which over-provisioning can be implemented 1n flash
memory device 140.

First, NAND flash chips include at least about 7% more
physical data storage capacity than what 1s reported to a
host. This disparity 1s simply due to the physical capacity
being reported to a host 1n gigabytes (1x10E9 bytes) even
though solid-state storage device are typically assembled in
powers ol two, and therefore are formed 1n gibibytes (which
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are approximately 1.073 10E9 bytes). Thus, a 128 GB SSD
with 0% over-provisioning would report 128,000,000,000
bytes available to the host, but would 1n fact include 7.037%
additional memory blocks available for use during garbage
collection.

Second, over-provisioning may be provided inherently by
an SSD manufacturer. For example, an SSD manufacturer

might publish a usable size for an SSD having 128 GB of
actual capacity as erther 100 GB, 120 GB or 128 GB, n
which case the over-provisioning for such a drive 1s 28%,
7% and 0%, respectively. It 1s noted that such over-provi-
sioning does not generally include the additional 7.37% of
capacity available from the difference between the decimal
gigabytes and binary gibibytes.

Third, over-provisioning may be provided from known
free space on the drive, for example on the order of about 25
or 30%, to gain endurance and performance at the expense
of reduced capacity of the drive. For example, such free
space may be identified by the host or operating system
associated with an SSD using the TRIM command, which
allows the SSD to be aware ol memory blocks that are
available for use when a host deletes data. Alternatively,
some SSDs provide a utility that permit a host to select such
additional over-provisioning.

As noted, the value of minimum erased memory block
threshold 211 may be set below some or all of the over-
provisioning levels described above. When host 110 1s
coupled to an array of SSDs, such as data storage system
130, host 110 can estimate the time interval during which
write commands are sent to other SSDs, and therefore how
much time a particular SSD has to perform garbage collec-
tion before again receiving write commands. Consequently,
host 110 can reduce the value of minimum erased memory
block threshold 211, when approprate, to implement over-
provisioning as low as the 7% over-provisioning normally
provided by the diflerence between the decimal gigabytes
and binary gibibytes, a level ol over-provisioning that is
nominally referred to as 0% over-provisioning. In this way,
when an SSD has suflicient time to generate erased memory
blocks before received more write commands, the effective
capacity of the SSD 1s significantly increased.

According to one or more embodiments, SSD 140 1s
configured to begin garbage collection in flash memory
device 240 when an iitiation command 1s recerved from
host 110. Thus, host 110 can, under some or all circum-
stances, control when garbage collection i SSD 140 1s
mitiated. In thus way, host 110 prevents SSD 140 from
iitiating garbage collection while host 110 1s writing to
SSD 140, which significantly reduces write performance.
For example, 1n the embodiment illustrated 1 FIG. 1, host
110 sends write commands to SSD 140A, which include
suflicient data to convert most or all of erased memory
blocks 243 of SSD 140A to full memory blocks 241. Then,
host 110 sends a command to SSD 140B (or any other of
SSDs 140B-140D) to stop garbage collection and prepare to
recerve data, sends write commands to SSD 140B, and sends
a garbage collection 1nitiation command to SSD 140A, so
that SSD 140A begins garbage collection. The above-de-
scribed process can then be repeated for SSDs 140C and
140D. Thus, host 110 controls garbage collection 1n an SSID
of data storage system 130 by halting garbage collection 1n
the SSD shortly before sending write commands to the SSD
and by initiating garbage collection 1 the SSD when no
longer sending write commands to the SSD.

FIG. 4 sets forth a flowchart of method steps for storing
data in response to a write command from a host, according
to one or more embodiments. The method steps of FIG. 4
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may be performed 1n a data storage system that includes an
array ol non-volatile solid-state storage devices similar to

SSD 140. Although the method steps are described in
conjunction with SSD 140 of FIG. 2, persons skilled in the
art will understand the method steps may be performed with
other types of data storage systems. While described below
as performed by drive controller 210, control algorithms for
the method steps may reside 1n and/or be performed by a
flash manager device for flash memory device 240 or any
other suitable control circuit or system associated with SSD
140.

As shown, a method 400 begins at step 401, in which
drive controller 210 recerves values for minimum erased
block threshold 211 and/or maximum erased block threshold
212 from host 110. In step 402, drive controller 210 sets
minimum erased block threshold 211 and/or maximum
erased block threshold 212 to the values received from host
110 1n step 401. In some embodiments, step 401 and step
402 may be performed upon startup or imtialization of data
storage system 130. Alternatively or additionally, step 401
and step 402, may be performed repeatedly, for example at
regular intervals or 1n response to particular events. In some
embodiments, prior to step 401, drive controller 210
receives a system interface command from host 110 that
includes a field assigned to enable and disable SSD 140 to
receive and respond to an inquiry for a number of erased
memory blocks currently available 1n flash memory device
240.

In step 403, drive controller 210 receives an mquiry from
host 110 for the number of erased memory blocks currently
available 1n flash memory device 240. The inquiry may be
sent as a system interface command to SSD 140, where the
system 1nterface command includes a field assigned to
prompt SSD 140 to respond to the imnquiry. For example, the
inquiry may be implemented as a SATA SMART Read Log
command to a special log page, a SAS Log Sense command,
or an NVMe Get Log Page command. In some embodi-
ments, the system interface command may be modified with
a special field for prompting drive controller to reply with
the number of erased memory blocks currently available. In
step 404, drive controller sends to host 110 the number of
erased memory blocks currently available 1n flash memory
device 240 for storing data, for example using a modified
system 1nterface command that includes a field for the
number of erased memory blocks.

In step 405, drive controller 210 receives a write com-
mand or a series of write commands from host 110. In step
406, drive controller 210 begins executing the write com-
mands received in step 405. It 1s noted that because host 110
1s aware of the number of erased memory blocks currently
available for storing data in flash memory device 240, 1n
some embodiments, host 110 limits the quantity of write data
sent to SSD 140 1n step 406 so that the number of erased
memory blocks 1in tflash memory device 240 does not drop
below minimum erased block threshold 211.

In step 407, which may occur after a predetermined
quantity of data from the write commands have been written
to flash memory device 240, drive controller 210 checks
whether an 1mitiation command from host 110 has been
received. IT yes, method 400 proceeds to step 420. If no,
method 400 proceeds to step 408.

In step 408, drive controller 210 checks whether the
number of erased blocks currently available 1n flash memory
device 240 1s less than a notification threshold that 1s greater
than minimum erased block threshold 211. Thus, drive
controller 210 determines 1f the number of erased blocks
currently available 1n flash memory device 240 1s approach-




US RE49,133 E

9

ing minimum erased block threshold 211. In some embodi-
ments, the notification threshold may be based on the total
number of memory blocks 1n flash memory device 240 (e.g.,
1% of the total number of memory blocks), and 1n other
embodiments the notification threshold may be based on
minimum erased block threshold 211. If the number of
erased blocks currently available in flash memory device
240 1s less than the notification threshold, method 400
proceeds to step 409. If the number of erased blocks
currently available 1n flash memory device 240 1s equal to or
greater than the notification threshold, method 400 proceeds
to step 406 and continues executing the write command
received 1n step 405.

In step 409, drive controller 210 notifies host 110 that
mimmum erased block threshold 211 1s being approached
and SSD 140 will soon begin garbage collection to generate
additional erased memory blocks 1n flash memory device
140. In step 410, drive controller 210 checks whether
mimmum erased block threshold 211 has actually been
reached (i.e., 1s the number of erased memory blocks 243
currently available in flash memory device 240 less than
mimmum erased block threshold 211). If yes, method 400
proceeds to step 420. If no, method 400 proceeds back to
step 406, and execution of the write command received 1n
step 4035 continues.

In step 420, drive controller 210 begins garbage collection
operations. In some embodiments, drive controller 210
continues garbage collection until the number of erased
blocks 1n flash memory device 240 1s equal to or greater than
maximum erased block threshold 212.

FIG. 5 sets forth a flowchart of method steps for writing
data to a data storage device that includes a pool of non-
volatile solid-state devices, according to one or more
embodiments. The method steps of FIG. 5 may be performed
in a data storage system that includes an array of non-
volatile solid-state storage devices, such as data storage
system 130. Although the method steps are described 1n
conjunction with data storage system 130 of FIG. 1, persons
skilled 1n the art will understand the method steps may be
performed with other types of data storage systems. While
described herein as performed by host 110, control algo-
rithms for the method steps may reside 1n and/or be per-
formed by an operating system or any other suitable control
circuit or system associated with data storage system 130.

As shown, a method 500 begins at step 501, 1n which host
110 enables host-controlled garbage collection 1n some or all
of SDDs 140A-140D. For example, 1n some embodiments,
host 110 sends a modified system interface command (e.g.,
a SATA, SAS, or NVMe command) that includes a field
assigned to enable each SSD that receives the system
interface command to receive and respond to an inquiry
from host 110 for the number of available erased memory
blocks currently 1n the SSD. In some embodiments, 1n step
501 host 110 may also send values for mimmum erased
block threshold 211 and/or maximum erased block threshold
212, thereby controlling the point at which the SSDs auto-
matically begin garbage collection (based on minimum
erased block threshold 211) and automatically halt garbage
collection (based on maximum erased block threshold 212).
These values may be communicated to each SSD using any
technically feasible approach. For example, in embodiments
in which a SATA protocol 1s used as the system interface,
host 110 may use a Set Features command that 1s modified
with special fields, and drive controller 210 may be config-
ured to set minimum erased block threshold 211 and maxi-
mum erased block threshold 212 based on the values 1n such
fields. Similarly, 1n embodiments in which a SAS protocol 1s
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used as the system interface, host 110 may use a modified
Mode Select command that 1s modified with special fields,
and 1n embodiments 1n which an NVMe protocol 1s used as
the system interface, host 110 may use a Set Features
command that 1s modified with special fields.

In step 502, host 110 sends an inquiry to the SSDs of data
storage system 130 (1.e., SSDs 140A-140D) for the number
of currently erased memory blocks 243 available in each,
1.¢., how many erased memory block 243 in each SSD can
be used to store data before the number of erased memory
blocks 243 falls below minimum erased block threshold 211.
It 1s noted that minimum erased block threshold 211 may be
set significantly lower than conventional over-provisioning,
levels.

In step 503, host 110 receives the requested number of
erased memory blocks currently 1n each SSD of data storage
system 130. In some embodiments, the number of erased
memory blocks so received may be embedded in a modified
system 1nterface command from each SSD. For example, 1n
step 502, host 110 may 1ssue a SATA, SAS, or NVMe
command that includes a field requesting a smart log page
that includes the number of erased memory blocks currently
in each SSD, where information in the SMART log page 1s
updated by drive controller 240 for each SSD. Then, 1n step
503, the updated SMART log page received by host 110.

In step 504, host 110 selects an SSD (e.g., SSD 140A) for
receiving write commands. Initially, such as at startup of
data storage system 130, host 110 may select the SSD with
the greatest number of erased memory blocks available.
Subsequently, when method 500 returns to step 504, host
110 may selects the SSD with the greatest number of erased
memory blocks or the next SSD 1n the series of SSDs
140A-140D (e.g., SSD 140B).

In step 505, host 110 writes data to the selected SSD,
which then stores the write data 1n erased memory blocks
243 1n flash memory device 240. In step 506, host 110
determines whether the selected SSD has reported that the
minimum erased block threshold 211 i1s approaching, 1.e.,
that erased memory blocks 243 1n tlash memory device 240
are almost exhausted. If yes, method 500 proceeds to step
508. If no, method 500 proceeds to step 507.

In step 507, host 110 determines whether the quantity of
data written to the selected SSD 1s suflicient to fill the
number of erased memory blocks 243 that the selected SSD
reported 1n step 504. If yes, method 500 proceeds to step
508. If no, method 500 proceeds to step 505. In some
embodiments, host 110 determines the quantity of data
written to the selected SSD by monitoring a SMART log
maintained by drive controller 210 of the selected SSD.

In step 508, host 110 sends an 1mnquiry to the next SSD 1n
the pool (e.g., SSD 140B) for the number of erased memory
blocks 243 currently available. In some embodiments, host
110 determines the number of erased memory blocks 243
currently available in the next SSD by monitoring a SMART
log maintained by drive controller 210 of that SSD. In step
509, host 110 receives the requested number of erased
memory blocks currently 1n the next SSD in the pool. In
some embodiments, the number of erased memory blocks so
received may be embedded 1n a modified system interface
command as described above 1n step 504.

In step 510, host 110 1ssues an mitiation command to the
selected SSD. Any techmically feasible approach may be
used that 1s compatible with the particular protocol
employed between host 110 and drive controller 210, includ-
ing various vendor-specific commands that can facilitate the
start of garbage collection 1n a particular SSD. For example,
in embodiments 1 which a SATA protocol 1s used as the
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system 1nterface, host 110 may use a SMART Write log to
update a flag or value mm a special log page, and drive
controller 210 may be configured to begin garbage collec-
tion upon detecting the updated flag or value 1n the special
log page. Alternatively, a modified TRIM command may be
issued by host 110 that includes a special flag or other
indicator that drive controller 210 1s configured to recognize
as a signal to begin garbage collection (e.g., LBA and
length=0). In embodiments in which a SAS protocol 1s used
as the system interface, host 110 may send a Send Diagnos-
tic command or an Unmap command that includes a special
indicator (e.g., LBA and length=0) to initiate garbage col-
lection.

In some embodiments, 1n step 510 host 110 also notifies
the next SSD 1n the pool of SSDs (e.g., SSD 140B) to halt
any ongoing garbage collection operations and prepare to
receive write commands. In other embodiments, host 110
may notily the next SSD 1n the pool of SSDs to halt ongoing
garbage collection operations prior to step 510, for example,
in step 506, when host 110 determines that the selected SSD
has reported that the minimum erased block threshold 211 1s
approaching. Alternatively, host 110 may notily the next
SSD 1n the pool of SSDs to halt ongoing garbage collection
operations when a specific number of erased memory blocks
243 drops below a predetermined number.

Thus, by monitoring how many erased memory blocks are
available 1n an SSD of data storage system 130 before and/or
during the execution of a write command to the SSD, host
110 can write data to the SSD suilicient to utilize a portion
of the erased memory blocks 243 1n the flash memory device
240 of the SSD without reducing the number of erased
memory blocks 243 below minimum erased memory block
threshold 211 (which triggers garbage collection). In addi-
tion, because host 110 also monitors how many erased
memory blocks are available 1n the next SSD of data storage
system 130 (steps 508 and 509), host 110 can continue
essentially uninterrupted writing to data storage system 130
by sending write commands to the next SSD.

Furthermore, host 110 can help tune the performance of
data storage system 130. Specifically, host 110 can dynami-
cally adjust values for minimum erased memory block
threshold 211 and maximum erased memory block threshold
212, based on the performance of each and/or all of SSDs
140A-140D. For example, in some embodiments, host 110
1s configured to cycle through SSDs 140A-140D 1ndividu-
ally, sending write commands to a single SSD until essen-
tially all available erased memory blocks 243 are exhausted,
then sending subsequent write commands to the next SSD
until essentially all available erased memory blocks 243 are
exhausted 1n that SSD, and so on. As described above 1n step
510, host 110 mitiates garbage collection operations 1n the
SSD when host 110 stops sending write data to the SSD, and
these garbage collection operations continue until host 110
begins writing data to the SSD again or until the maximum
erased memory block threshold 212 1s met or exceeded.
Depending on the number of SSDs 1n data storage system
130 and on the average rate of data being written to data
storage system 130, host 110 can adjust the value of maxi-
mum erased memory block threshold 212 and/or minimum
erased memory block threshold 211 for a particular SSD so
that more or fewer erased memory blocks 243 are available
when host 110 begins writing to that SSD again. In this way,
SSD performance and wear can be optimized for the current
rate of data being stored and the number of SSDs 1n data
storage system 130.

While the foregoing 1s directed to embodiments of the
present invention, other and further embodiments of the
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invention may be devised without departing from the basic
scope thereol, and the scope thereof 1s determined by the
claims that follow.

I claim:

[1. A host computing device connectable to a data storage
device and including a data storage storing a control algo-
rithm to cause the host computing device to carry out a
method of writing data to the data storage device, which
includes a pool of non-volatile solid-state devices, the
method comprising:

sending an 1quiry to a first non-volatile solid-state device

in the pool of non-volatile solid-state devices for a
number ol erased memory blocks 1in the first non-
volatile solid-state device;

after receiving from the first non-volatile solid-state

device the number of erased memory blocks 1n the first
non-volatile solid-state device, writing to the first non-
volatile solid-state device a quantity of data equal to or
less than the number of erased memory blocks received
from the first non-volatile solid-state device;

in response to an acknowledgement that writing the

quantity ol data to the first non-volatile solid-state
device has completed, sending a command to the first
non-volatile solid-state device to begin generating
erased memory blocks in the first non-volatile solid-
state device; and

while writing the quantity of data to the first non-volatile

solid-state device, sending an inquiry to a second
non-volatile solid-state device 1n the pool of non-
volatile solid-state devices for a number of erased
memory blocks in the second non-volatile solid-state
device.]

[2. The host computing device of claim 1, wherein the
method further comprises:

upon receiving from the first non-volatile solid-state

device a noftification that a number of erased memory
blocks currently present 1n the first non-volatile solid-
state storage device 1s less than a notification threshold,
sending a command to the first non-volatile solid-state
device to begin generating erased memory blocks in the
first non-volatile solid-state device.]

[3. The host computing device of claim 2, wherein the
notification threshold corresponds to a number of erased
memory blocks in the first non-volatile solid-state storage
device that 1s greater than a minimum threshold value of
erased memory blocks at which the controller begins gen-
erating erased blocks in the first non-volatile solid-state
storage device.]

[4. The host computing device of claim 3, wherein the
method further comprises, prior to sending the inquiry to the
first non-volatile solid-state device, sending the minimum
threshold value to the first non-volatile solid-state device.}

[5. The host computing device of claim 2, wherein the
method further comprises, while writing the quantity of data
to the first non-volatile solid-state device, turning into a state
for recerving from the second non-volatile solid-state device
the number of erased memory blocks in the second non-
volatile solid-state device.]

[6. The host computing device of claim 5, wherein the
method further comprises, 1n response to the acknowledge-
ment that writing the quantity of data to the first non-volatile
solid-state device has completed, writing to the second
non-volatile solid-state device a quantity of data equal to or
less than the number of erased memory blocks received from
the second non-volatile solid-state device.]

[7. The host computing device of claim 1, wherein the
method further comprises, prior to sending the inquiry to the
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first non-volatile solid-state device, enabling the first non-
volatile solid-state device to receive and respond to the
inquiry.J
[8. The host computing device of claim 7, wherein
enabling the first non-volatile solid-state device to receive
and respond to the inquiry comprises sending a system
interface command to the first non-volatile solid-state
device, the system interface command including a field
assigned to enable the first non-volatile solid-state device to
receive and respond to the inquiry.]
[9. The host computing device of claim 8, wherein the
system 1nterface command comprises one ol a Serial
Advanced Technology Attachment (SATA) command, a
Serial Attached Small Computer System Interface (SAS)
command, or a Non-Volatile Memory Express (NVMe)
command.]
10. A method of controlling an array of solid-state drives
(SSDs) by a host device, the array of SSDs including a first
SSD and a second SSD, the method comprising:
issuing a first command to at least one SSD to request that
the at least one SSD notify the host device of an amount
of available area to write data in the at least one SSD,
the first command being not issued for carrying out
data writing from the host device to the at least one
SSD;

identifving an SSD that has a greater amount of available
area among the array of SSDs, the identified SSD being
the first SSD;
issuing a second command to the first SSD, the second
command being a command with which a first amount
of data is to be transmitted to the first SSD; and

before transmitting the first amount of data to the first
SSD is completed, issuing a third command to the
second SSD, the third command being a command to
stop a garbage collection in the second SSD.

11. The method accovding to claim 10, wherein

transmitting the first amount of data to the first SSD and

issuing the thivd command to the second SSD occur in
parallel.

12. The method according to claim 10, wherein the
method further comprises:

dfter issuing the third command to the second SSD,

issuing a fourth command to the second SSD, the fourth
command being a command with which a second
amount of data is to be transmitted to the second SSD.

13. The method according to claim 10, wherein the
method further comprises.
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issuing a fifth command to the first SSD to request that the
first SSD notify the host device of an amount of avail-
able area to write data in the first SSD, wherein the fifth
command is not issued for carrying out data writing

from the host device to the first SSD; and

determining a timing to issue the third command to the
second SSD according to the notified amount of avail-
able area to write data in the first SSD.

14. The method according to claim 10, wherein identify-
ing an SSD that has a greater amount of available area
among the arrvay of SSDs comprises.

identifving an SSD that has a greatest amount of evased

memory area available among the array of SSDs.

15. The method according to claim 10, wherein the
method further comprises:

issuing a sixth command to the first SSD to set a first

threshold value to enable the first SSD to start a
garbage collection when the amount of available area
to write data in the first SSD becomes less than the first
threshold value;

identifving a first value as the first threshold value when

the array of SSDs includes a first number of SSDs; and
identifving a second value as the first threshold value, the
second value being less than the first value, when the
array of SSDs includes a second number of SSDs, the
second number being larger than the first number.

16. The method according to claim 15, wherein the
method further comprises:

determining the first threshold value according to am

average rate of data being written to the array of SSDs.

17. The method according to claim 15, wherein the
method further comprises:

issuing a seventh command to set a third threshold value

so that the first SSD notifies the host device when the
amount of available area to write data in the first SSD
becomes less than the third threshold value, the thivd
threshold value being lavger than the first threshold
value.

18. The method according to claim 17, wherein the
method further comprises.:

in response to a notification from the first SSD when the

amount of available area to write data in the first SSD
becomes less than the third threshold value,

issuing an eighth command to the second SSD to suspend

a garbage collection in the second SSD.
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