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SIMPLE TOPOLOGY TRANSPARENT
ZONING IN NETWORK COMMUNICATIONS

Matter enclosed in heavy brackets [ ]| appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue; a claim printed with strikethrough
indicates that the claim was canceled, disclaimed, or held
invalid by a prior post-patent action or proceeding.

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present application is a Reissue Application of U.S.

Pat. No. 8,976,711 B2 (issued on Mar. 10, 2015), which
claims priority to U.S. Provisional Patent Application No.
61/545,050 filed Oct. 7, 2011 by Renwei L1 et al. and entitled
“System and Method for Simple Topology Transparent
Zoning 1 Network Communications”, which 1s incorpo-
rated herein by reference as 1f reproduced 1n 1ts entirety.

STATEMENT REGARDING FEDERALLY
SPONSORED RESEARCH OR DEVELOPMENT

Not applicable.

REFERENCE TO A MICROFICHE APPENDIX

Not applicable.

BACKGROUND

As more and more nodes (e.g., routers) are added into a
conventional communications network, the size of the net-
work increases, and issues such as scalability and slow
convergence may arise. In communication networks such as
the Internet, an autonomous system (AS) may have a com-
mon routing policy (either 1n a single network or 1n a group
ol networks) that 1s controlled by a network administrator
(or group of administrators on behalf of a single adminis-
trative entity, such as a university, a business enterprise, or
a business division). Within the Internet, an AS comprises a
collection of routers exchanging routing information via a
common routing protocol. Each AS on the Internet may be
assigned a globally unique number, which 1s sometimes
called an AS number (ASN).

In a network comprising a single autonomous system
(AS) with a single area, each node needs to be aware of the
positional relationships (1.e., adjacencies) of all other nodes,
such that all nodes may build a topological map of the AS.
Nodes may learn about one another’s adjacencies by tlood-
ing link-state information throughout the network according
to one or more interior gateway protocols (IGPs) including,
but not limited to, open shortest path first (OSPF) or
intermediate system (IS) to IS (IS-IS). Specifically, nodes
engaging 1n IGPs may distribute their own link state adver-
tisements (LSAs) describing their own adjacencies to all
their neighboring nodes, which may forward the receirved
L.SAs to all their neighboring nodes (except the node from
which the LSA was received). This may allow the LSA to be
distributed throughout the network such that all network
nodes become aware of one another’s adjacencies, thereby
allowing the various nodes to build topology graphs (e.g.,
link state databases (LSDBs)). LSAs may be flooded upon
network 1mitialization as well as whenever a network adja-
cency changes (e.g., a node 1s added/removed or a node/link
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2

fails). A network change may lead to every node in the
network to re-compute a shortest path to each destination, to
update 1ts routing information base (RIB) and 1ts forwarding
information base (FIB). Consequently, as more nodes are
added to a network, link state distributions and shortest path
computations may begin to consume more and more net-
work resources, such as bandwidth and/or processing time.

A prior art technique for addressing scalability and per-
formance 1ssues 1n large networks 1s to define smaller areas
of IGP (e.g., OSPF areas or IS-IS areas/levels) 1n an attempt
to reduce the number of LSAs that are tlooded throughout
the network. This technique has been described by various
publications, such as the Internet Engineering Task Force
(IETF) publication request for comments (RFC) 2328
entitled “OSPF Version 27 (describing OSPF areas 1n an AS)
and IETF publication RFC 1142 entitled “Open Systems
Interconnection (OSI) IS-IS Intra-domain Routing Protocol”
(describing IS-IS areas/levels 1n an AS). Specifically, each
OSPF/IS-IS area comprises a number of interconnected
routers, including both area border routers (ABRs) and
internal routers. An ABR may be distinguished from an
internal router 1n that the ABR may be connected to routers
in two or more OSPFE/IS-IS areas, while an internal router in
an OSPF/IS-IS area may be connected only to other routers
within the OSPE/IS-IS area. In most applications, the ABRs
and internal routers will execute a normal link state distri-
bution (e.g., according to an 1GP) within their respective
local OSPE/IS-IS areas, thereby allowing the ABRs to
collect and summarize topology information (e.g., construct
summary LSAs) describing their local OSPE/IS-IS area.
Thereatter, the ABRs may distribute these summary LSAs to
other ABRs on a backbone, thereby allowing the ABRs 1n
external domains to develop a complete or partial topologi-
cal understanding of the OSPF/IS-IS areas along the back-
bone. Depending on the network configuration, these sum-
marized LSAs for an OSPFE/IS-IS area may or may not be
distributed to internal routers within the other OSPE/IS-IS
areas.

Through splitting a network into multiple areas, the
network may be further extended. However, there are a
number of 1ssues when splitting a network into multiple
areas. For example, dividing an AS nto multiple ASs or an
areca nto multiple areas may 1nvolve significant network
architecture changes. For another example, 1t may be com-
plex to setup a multi-protocol label switching (MPLS) trathic
engineering (TE) label switching path (LSP) crossing mul-
tiple areas. In general, a TE path crossing multiple areas may
be computed by using collaborating path computation ele-
ments (PCEs) through the PCE communication protocol
(PCEP), which may not be easy to configure by operators
since manual configuration of the sequence of domains 1s
required. Further, the current PCE method may not guaran-
tee that the path found would be optimal. For yet another
example, some policies may need to be reconfigured on
ABRs for reducing the number of link states such as
summary link-state advertisements (LSAs) to be distributed
to other routers 1n other areas.

Furthermore, route convergence may be slower. A router
in an OSPF area may see all other routers 1n the same area.
A link-state change anywhere 1n an OSPF area may be
populated everywhere in the same area, and may even be
distributed to other areas in the same AS indirectly. For
instance, all the routers and links 1n a point-of-presence
(POP) 1n an OSPF area may be seen by all the other routers
in the same area. Any link state change 1n the POP may be
distributed to all the other routers 1n the same area, and may
also be distributed to routers 1n other areas indirectly. A link
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state change 1n an area may lead to every router 1n the same
area to re-calculate 1ts OSPF routes, update 1ts RIB and FIB.
It may also lead to a number of link state distributions to
other areas, which may trigger routers in other areas to
re-calculate their OSPF routes, and update their RIBs and
FIBs. Consequently, route convergence may become slower.
As such, a simple and eflicient scheme to address the above
i1ssues (e.g., 1 large networks) may be desired.

SUMMARY

In one embodiment, the disclosure includes an AS com-
prising a topology transparent zone (1'17Z) comprising a
plurality of TTZ nodes, wherein the plurality of TTZ nodes
comprises an edge node and an 1nternal node, wherein each
of the plurality of TTZ nodes 1s configured to connect to
another TTZ node via an internal link, and a plurality of
neighboring external nodes connected to the TTZ edge
nodes via a plurality of external links, wherein no link state
advertisements (LSAs) describing the internal links are
distributed to the neighboring external nodes.

In another embodiment, the disclosure includes a method
of configuring a TTZ 1n an area of an AS, the method
comprising assigning a T'1Z identifier (ID) to a plurality of
internal links that interconnect a plurality of TTZ nodes
located within the TTZ, wherein each of the plurality of
internal links iterconnects a pair of the plurality of TTZ
nodes, wherein the plurality of TTZ nodes includes at least
one edge node and at least one mternal node, sending a LSA
from each of the at least one edge node via a plurality of
external links to each of a plurality of neighboring external
nodes located in the area, wherein each neighboring external
node 1s connected to at least one of the edge nodes via at
least one of the external links, and updating topology graphs
in the neighboring external nodes based on each LSA,
wherein the topology graphs do not contain any information
regarding the at least one internal node or the plurality of
internal links.

In yet another embodiment, the disclosure includes a
router used 1n an area of an AS comprising a first port
configured to connect to a first neighboring router via a first
link, a second port configured to connect to a second
neighboring router via a second link, and a topology graph
configured to store information regarding the first and sec-
ond neighboring routers, and the first and second links,
wherein the first neighboring router and the second neigh-
boring router are located within the area, wherein the first
neighboring router does not contain any information regard-
ing the second neighboring router or the second link, and
wherein the second neighboring router contains information
regarding the first neighboring router and the first link.

These and other features will be more clearly understood
from the following detailed description taken in conjunction
with the accompanying drawings and claims.

BRIEF DESCRIPTION OF THE DRAWINGS

For a more complete understanding of this disclosure,
reference 1s now made to the following brief description,
taken 1n connection with the accompanying drawings and
detailed description, wherein like reference numerals repre-
sent like parts.

FIG. 1 illustrates an embodiment of an AS comprising a
single area.

FIGS. 2A and 2B illustrate an AS divided into a plurality

ot areas.
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4

FIGS. 3A and 3B illustrate an AS separated into a
plurality of ASs.

FIGS. 4A and 4B illustrate an embodiment of an AS
comprising an area in which a TTZ may be implemented.

FIG. 5 1illustrates an embodiment of an AS comprising a
single area 1n which a plurality of TTZs may be established.

FIG. 6 illustrates an embodiment of an AS comprising a
plurality of areas, 1n each of which one or more TTZs may
be established.

FIGS. 7A and 7B illustrate an exemplary scheme of
setting up a LSP 1n an area.

FIGS. 8A and 8B 1illustrate an embodiment of an AS
comprising an area, which includes a relatively large number
ol nodes.

FIG. 9 illustrates an AS comprising a plurality of areas as
well as a plurality of TTZs.

FIG. 10 illustrates an embodiment of a node or router
LSA.

FIG. 11 1illustrates an embodiment of a link type.

FIGS. 12A-12C illustrate examples of router LSAs gen-
crated by different nodes.

FIG. 13 1llustrates an embodiment of a method for con-
figuring a disclosed TTZ 1n an AS.

FIG. 14 illustrates an embodiment of a node.

FIG. 15 1illustrates an embodiment of a general-purpose
node or router.

DETAILED DESCRIPTION

It should be understood at the outset that, although an
illustrative implementation of one or more embodiments are
provided below, the disclosed systems and/or methods may
be implemented using any number of techniques, whether
currently known or in existence. The disclosure should 1n no
way be limited to the illustrative implementations, drawings,
and techniques illustrated below, including the exemplary
designs and implementations 1llustrated and described
herein, but may be modified within the scope of the
appended claims along with their full scope of equivalents.
While certain aspects of conventional technologies have
been discussed to facilitate the present disclosure, applicants
in no way disclaim these technical aspects, and 1t 1s con-
templated that the present disclosure may encompass one or
more of the conventional technical aspects discussed herein.

FIG. 1 1llustrates an AS 100 comprising a single area 101.
The area 101 comprises a plurality of nodes 110-1358 that
may collectively engage 1n a common link state distribution.
For example, the nodes 110-158 may include a source node
110, a plurality of intermediate nodes 112-156, and a des-
tination node 158, which are mterconnected to form part of
the internal architecture or topology of the AS 100. The
nodes 110-158 may be devices (e.g., transceivers, routers,
modems, etc.) capable of switching data in a deterministic
manner throughout the AS 100. Each node may comprise
one or more tables (e.g., LSDB, RIB and FIB tables)
containing link state information that describes the topology
of the AS 100. A LSP (indicated by solid arrows) may be
established across the AS 100, which may allow traflic to be
transported 1n a deterministic manner from one end of the
AS 100 to the other. As shown, the LSP may extend from a
source node 110 to a destination node 158 via one or more
of the intermediate nodes 112-156.

As the AS 100 grows larger and larger (e.g., comprising
more and more nodes), scalability 1ssues may arise, which
may result from, for example, the ability of a large
network to quickly compute a shortest path to every desti-
nation on each node, efliciently manage or distribute net-
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work topology information. For instance, the processing and
storage capabilities of an individual node (e.g., node 132)
may practically limit the size of the AS 100. Additionally,
the ability to distribute link state information in a timely
manner may be directly related to the number of nodes in
which LSAs need to be exchanged/flooded. Consequently,
larger networks may sufler from slower convergence. For
example, larger networks may require a longer period
required to build or update topology graphs, during which
time data may be misdirected or lost.

Re-convergence 1n large networks may also be an 1ssue,
as the mability to timely recover from a fault 1n a node/link
(or some other condition that changes a network adjacency
subsequent to mitialization) may disrupt network services,
such as the tratlic transported from node 110 to node 158
along the shortest path as shown in FIG. 1 1n the network.
For example, 1n the event of a fault in the network, it may

be necessary to flood LSAs throughout the AS 100 to inform
cach of the nodes 110-158 of the change 1n network topol-
ogy. As used herein, the length of time required to distribute
the topology information throughout the network (and
update the appropriate RIB/FIB tables 1n the relevant nodes)
may be referred to as a re-convergence period (or a conver-
gence period 1f occurring during network initialization).

Re-convergence periods may significantly impact the
ability to timely recover from faults 1n a path, and therefore
aflect the maximum Quality of Service (QoS) level sup-
ported by the network. Specifically, a network fault may
allect one or more paths, which may be broken until a
recovery procedure can be completed. For instance, a fault
in the node 134 or the link between the nodes 132 and 134
may cause the path (solid arrows) to be temporarily broken.
In response to detecting the fault, one or more of the nodes
110-158 may tlood LSAs throughout the network to inform
the other nodes of the topological change (i.e., that the
adjacency between the nodes 132 and 134 no longer exists,
or 1s temporarily unavailable). Subsequently, one or more of
the nodes 110-158 may recompute a shortest path to every
destination, update the RIB and FIB. Only after every node
in the network receives the LSAs about the fault, recom-
puted the shortest path to every destination, and update the
RIB and FIB, can transportation ol the network traflic
resume to normal. Hence, re-convergence periods directly
allect the ability to timely recover from faults, and therefore
substantially affect the ability of networks to meet QoS
requirements of their various service agreements.

As discussed above, prior art techmiques for dealing with
scalability/convergence issues in large networks nvolve
defining a plurality of OSPFE/IS-IS areas within an AS. FIG.
2 A illustrates an AS 200 comprising a single area 201, which
may be similar to the area 101 1n FIG. 1 except that the area
201 may comprise a relatively higher number of nodes. FIG.
2B 1llustrates the AS 200, originally comprising one area
201, divided into a plurality of areas (e.g., OSPE/IS-IS
areas). After division, the AS 200 may comprise a plurality
of areas 210, 230, 250, 270, and 290. Although five areas
210, 230, 250, 270, and 290 are depicted, those of ordinary
skill in the art will understand that the AS 200 may comprise
any number of areas. The area 210 may be a backbone area,
while the other areas 230, 250, 270, and 290 may be
non-backbone areas. The backbone area (sometimes referred
as area 0) may serve as a center or backbone of the AS 200,
and may be coupled to all other non-backbone areas (some-
times referred as areas 1, 2, . . . n, where n 1s an integer).
Note that FIG. 2B only provides an example of dividing an
area to a plurality of areas, thus 1t does not indicate that the

10

15

20

25

30

35

40

45

50

55

60

65

6

number of nodes 1n an area has to surpass a certain threshold
betfore the area can be divided.

The area 210 may comprise a plurality of area border
nodes 212, 214, 216, 218, 220, and 222, each of which may,
for example, be an area border router (ABR). The arca 210
may further comprise one or more 1nternal nodes 224, 226,
227, and 228. Each area border node (e.g., node 212) 1is
connected to nodes 1n at least two areas (e.g., node 240 1n
area 230 and node 224 1n area 210), while each iternal node
(e.g., node 224) 1s connected only to nodes 1nside an area
(e.g., nodes 224 and 222 inside area 210). The area border
nodes 212 and 214 may also serve as area border nodes of
the area 230, which shares the nodes 212 and 214 with the
arca 210. The area 230 may further comprise a plurality of
internal nodes 232, 234, 236, and 238, which may be
configured similar to the internal nodes 224-228 1n the area
210. The other areas 250-290 may each comprise a plurality
of border nodes as well as a plurality of internal routers, and
the configuration of the areas 250-290 1s similar to the area
230. For example, the area 250 may comprise the area
border node 216 and a plurality of internal nodes 252, 254,
256, 258, and 260.

LSAs comprising local link state information relevant to
the area 210 may be distributed (e.g., flooded) to all the
nodes 212-228 within the area 210, but not to internal nodes
located 1n other areas, such as the nodes 232-242 in the area
230. Accordingly, the area border nodes 212-222 may col-
lect and summarize the local link state information 1n area
210 into a summary LSA, and subsequently forward the
summary LSA to relevant external nodes. For example, the
area border nodes 212 and 214 may forward the summary
L.SA to the internal nodes 232-242 in the area 230. The other
border nodes, such as node 216, may flood the summarized
LSAs throughout their relevant area(s), such as the area 250.

As shown 1n FIG. 2B, dividing the area 201 into the areas
210, 230, 250, 270, and 290 may decrease link state distri-
butions 1n the AS 200, thereby saving network resources
(e.g., bandwidth) in comparison to the single area 201 1n
FIG. 2A. However, a link state distribution in the area 210
nevertheless triggers at least some link state distributions
throughout the AS 200, which may cause other nodes (e.g.,
nodes 232-242) to re-calculate their OSPF or IS-IS routes,
update their RIB and FIB tables, or take other actions that
consume network resources (e.g., bandwidth and processor
resources). Hence, while the prior art technique of dividing
one OSPE/IS-IS area into a plurality of OSPE/IS-IS areas
may partially address scalability/convergence 1ssues, it fails
to Tully localize the distribution of local link state informa-
tion within the OSPE/IS-IS area.

Further, as the number of nodes 1n an AS, such as the AS
200 which already comprises a plurality of areas, continues
to grow, the AS may need to be divided into a plurality of
autonomous systems (ASs). FIG. 3A illustrates an AS 300
comprising a plurality of areas 310, 330, and 350. The
backbone area 310 may be configured similar to the back-
bone area 210 1n FIG. 2, while the non-backbone areas (e.g.,
the area 330) may be configured to similar to the non-
backbone areas (e.g., the area 230) in FIG. 2.

More nodes may be added into the AS 300 and form
additional areas 370 and 390, as shown in FIG. 3B. After
addition of the areas 370 and 390, the AS 300 becomes an
even larger AS 360. If the size of the AS 360 continuously
increases, 1ssues such as slow convergence may eventually
become too severe. In this case, the AS 360 may need to be
separated 1nto a plurality of ASs. For example, each of the
additional areas 370 and 390 may be configured into a
separate AS. Since nodes located 1n different ASs may not
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share routing information, an overall number LSAs may
decrease. However, to incorporate multiple ASs into a
network which originally comprises one AS, the network
architecture may need to be changed significantly, and
service mterruption may occur during transition.

Disclosed herein are systems and methods for creating
one or more topology transparent zones (117s) 1n an AS to
better address 1ssues such as scalability and slow conver-
gence, while maintaining simplicity of implementation. Spe-
cifically, a TTZ disclosed herein may be configured in an
area of the AS. The TTZ may comprise a plurality of TTZ
nodes including at least one edge node and at least one
internal node. The disclosed TTZ may further comprise a
number of internal links between internal and/or edge nodes.
The edge nodes may be connected to a number of nodes
outside the T'1Z, which are herein referred as external nodes,
via a number of external links. The links discussed herein
may be any type of electrical or optical link for transporting
data. Information regarding the external nodes and the
external links are distributed or tlooded to each T'TZ node.
In an embodiment, information regarding the internal nodes
and the internal links may only be distributed within the T'TZ
via LSAs. Consequently, link state distributions throughout
the AS may be reduced. In practice, implementation of one
or more TTZs may be more effective 1n reducing link state
distributions than networks implementing OSPE/IS-IS
arecas, while being less complex than networks implement-
ing PCE Communication Protocol (PCEP) for computing a
path for Multi-Protocol Label Switching Tratlic Engineering
LSP (MPLS TE LSP) crossing multiple areas or ASs.
Further, nodes within the TTZ have a topological under-
standing of the AS as a whole. Consequently, LSPs can be
computed without relying on intermedianies (e.g., PCEs). As
such, the TTZ techniques described herein may allow for
improved network performance, including increased scal-
ability, faster re-convergence, better performance, and
reduced processing consumption, while still allowing paths
for LSPs to be computed simply.

FIGS. 4A and 4B 1illustrate an embodiment of an AS 400
comprising an area 401 in which embodiments of a TTZ
may be implemented. The area 401 may comprise a plurality
of nodes 411-431 and a topology transparent zone (1T17)

460. The nodes 411-431 may be configured similar to the
nodes 110-158 1in FIG. 1, and may share link state informa-
tion with one another (as well as with the TTZ 460) via an
appropriate IGP (e.g., OSPF, IS-IS, etc.).

The TTZ 460 may comprise a plurality of TTZ nodes
including a number of TTZ edge nodes 461, 463, 465 and
467, and a number of TTZ internal nodes 470, 472, 474, 476,
478, and 480. As used herein, both T'TZ edge nodes and TTZ
internal nodes may be referred to as T1TZ nodes. Each of the
TTZ edge nodes 461, 463, 465 and 467 may be connected
to at least one node outside of the TTZ 460. For instance, the
TTZ edge node 461 may be connected to the node 415. The
TTZ mternal nodes from 470 to 480 may not be directly
connected to any node outside of the TTZ 460. For instance,
the TTZ internal node 472 1s directly connected to TTZ
nodes 461, 465, 476, and 480, but not to any node outside
the TTZ 460.

Link state information relevant only to the inner-topology
of the TTZ 460 (e.g., concerning internal links or adjacen-
cies between pairs of T1TZ nodes) may be flooded only
within the TTZ 460 (1.e., not distributed to nodes outside the
TTZ 460). Information regarding the mner-topology may be
stored 1n topology graphs. Hence, the nodes 411-431 may
not recerve LSAs describing the TTZ’s 460 inner-topology,
and as a result may not be able to see or perceive the T'1Z’s
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460 1nner-topology. Instead, as shown in FIG. 4B, the TTZ
460 may be transparent or hidden to the nodes 411-431,
which view the edge nodes 461, 463, 465 and 467 as normal
nodes that are similar to the nodes 411-431. As used herein,
a topology graph/table may correspond to any table (e.g.,
LSDB, RIB, or FIB) used to describe the topology of a
corresponding network, AS, area, or TTZ.

The TTZ 460 may be assigned a TTZ identifier (ID),
which may be similar to a router ID. The TTZ 460 may be
formed after every link inside the TTZ 460 1s configured
with the same T'TZ ID (e.g., the nodes on both sides of each
internal link associate the link with the TTZ ID). For
instance, as shown 1n FIG. 4A, there may be a link between
edge nodes 461 and 465, a link between edge node 461 and
internal node 472, a link between internal nodes 472 and
4’76, etc. Once the links have been configured with the TTZ
ID corresponding to the TTZ 460, then the TTZ’s 460
iner-topology may be defined by the TTZ nodes 461-480,
as well the links extending between them.

As shown 1n FIG. 4B, from the perspective of the external
nodes 411-431, the TTZ 460 may be “seen” (e.g., viewed,
percerved, or otherwise recognized) as a plurality of normal
routers, which includes the edge nodes 461, 463, 465, and
467. In an embodiment, each of the edge nodes 461, 463,
465, and 467 may be seen as being directly connected to
cach of the remaining edge nodes. That 1s, from the per-
spective of the external nodes 411-431, the edge nodes
461-467 may be seen as fully connected. Further, each of the
edge nodes 461-467 may be directly connected to at least
one of the external nodes 411-431. For instance, there may
be a link between the edge node 461 and the external node
415.

In an embodiment, each of the edge nodes 461, 463, 465,
and 467 may be seen as being directly connected to a pseudo
node. That 1s, from the perspective of the external nodes
411-431, the edge nodes 461-467 may be seen as all con-
nected to the pseudo node. In addition, each of the edge
nodes 461-467 may be directly connected to at least one of
the external nodes 411-431.

From the perspective of an edge node or router, such as
the edge node 461, the edge router may be regarded as
connected to each of a plurality of neighboring routers via a
link, wherein the plurality of routers comprises a first
neighboring router (i.e., an external router) and a second
neighboring router (1.e., an mternal router). The edge router
may comprise a first port configured to connect to the first
neighboring router via a first link, and a second port con-
figured to connect to the second neighboring router via a
second link. The edge router may further comprise a topol-
ogy graph/table configured to store information regarding
the first and second neighboring routers, and the first and
second links. In an embodiment, a topology graph/table
stored 1n the first neighboring router does not contain any
information regarding the second neighboring router or the
second link, which 1s an internal link. On the other hand, a
topology graph/table stored in the second neighboring router
may contain information regarding the first neighboring
router and the first link, which 1s an external link.

Further, the edge router may be configured to generate a
first LSA to describe the first link and the second link, and
send the first LSA to the second neighboring router. The
edge router may be further configured to generate a second
LLSA to describe the first link and one or more additional
links between the edge router and other edge routers of the
TTZ 460. Some or all of the additional links may be virtual
links, each of which indicates an 1indirect connection
between two edge routers, such as the edge node 461 and the
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edge node 467 (not directly connected). In one embodiment,
a cost of a link between two edge routers may be the cost of
the shortest path between the two edge routers. The edge
router may be configured to send the second LSA to the first
neighboring router. In another embodiment, a forwarding
adjacency may be established between every two edge
routers (1.e., a pair ol edge routers), and a cost of a link
between the two edge nodes may be set to a predetermined
or fixed value, such as one.

Incorporating a T1Z into an area may help improve
availability of the area. Suppose, for example, an internal
link between two internal nodes 472 and 480 become broken
or faulty. In this case, since external nodes (i.e., outside the
TTZ 460) may not have any information regarding the
internal nodes 472 and 480, the external nodes may not need
to update or recalculate their routing tables (e.g., RIB and/or
FIB) due to the broken link between the mternal nodes 472
and 480. Instead, only nodes within the TTZ 460 may
recalculate their routing tables. As a result, the scale of
routing table recalculation may become smaller. Although a
broken link 1s described as an example, 1t should be noted
that a broken internal node (e.g., the node 472) may also
only lead to updating of routing tables within the TTZ 460.

One application of the TTZ techniques described herein
may be to configure a point-of-presence (POP) (e.g., a tloor
or a room of routers) as a T'TZ, 1n which case the entire POP
may behave as a plurality of edge routers (i1.e., the internal
routers/links in the POP are hidden from external nodes). As
1s the case with other implementations, the TTZ approach
described herein may allow for greater scalability (e.g.,
backbone/non-backbone areas and TTZ as opposed to just
backbone/non-backbone areas), simpler computation/estab-
lishment of LSPs, faster routing re-convergence (e.g., after
a fault or a broken link or node), improved performance, and
higher availability in POP applications.

FI1G. 5 illustrates an embodiment of an AS 500 comprising,
a single area 501, 1n which a plurality of TTZs 510 may be
established. Fach of the T1Zs 510 may be configured
similarly to the TTZ 460 1n FIG. 4. Although four TTZs 510
are shown 1n the area 501 as an illustrative example, any
other number of T'TZs may be established. Each TTZ 510 1n
the area 501 may have any appropriate number of edge
routers and/or internal routers, and 1ts inner-topology may be
configured flexibly.

FIG. 6 illustrates an embodiment of an AS 600 comprising
a plurality of areas 601, 620, 630, 640, and 650. The area
601 may be configured as a backbone area being coupled
with all other non-backbone areas 620, 630, 640, and 650. In
at least one of the plurality of areas 601, 620, 630, 640, and
650, one or more T'TZs may be established. For example, as
shown in FIG. 6, the area 601 may contain four TTZs 612,
the area 620 may not contain any TTZ, the area 630 may
contain three TTZs 632, the area 640 may contain four TTZs
642, and the area 650 may contain two TTZs 652. Each of
the shown T'TZs may be configured similarly to the TTZ 460
in FIG. 4. For example, each TTZ 1n the AS 600 may have
any appropriate number ol edge routers and/or internal
routers, and 1ts mner-topology may be configured tlexibly.

In an area comprising one or more disclosed TTZs,
conventional functionalities such as end-to-end traflic engi-
neering (TE) label switched path (LSP) may be setup
without any added complexity. FIGS. 7A and 7B illustrate
an exemplary scheme 700 of setting up a LSP in the areca 401
(previously described 1in FIG. 4). FIG. 7A represents the
architecture of the TTZ 460 as secen by external node
411-431, whereas FIG. 7B represents the architecture of the
TTZ 460 as seen by the T'TZ node 460-480. In the exemplary
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scheme 700, the LSP 1s computed from the node 411 to the
node 431 (note that other LSPs 1n the area 401 may be
similarly set up). Since the nodes 411 and 431 are located
outside the TTZ 460, they may not be aware of the presence
of the TTZ 460. Instead, the nodes 411 and 431 perceive the
edge nodes 461, 463, 465, and 467 as normal routers that are
no different from themselves. As shown in FIG. 7A, 1n
connecting the nodes 411 and 431, the LSP may first route
from node 411 to node 417, then to node 465, then to node
467, then to node 427, and then to node 431. Since the edge
nodes 465 and 467 may not be directly connected via an
internal link (as seen by the node 411) within the TTZ 460,
when a signaling protocol, such as a resource reservation
protocol—traflic engineering (RSVP-TE) path message
arrives at the node 4635 from the node 411 through 417, the
node 465 may compute or determine a path segment for the
LSP to the node 467, ¢.g., via the internal node 474. Thus,
the LSP may be set up in a normal way as 11 the TTZ 460
1s not present.

As mentioned previously, 1n a conventional network, as
the number of nodes 1n an area continuous to grow (e.g., as
illustrated i FIG. 2), the area may need to be divided into
multiple areas, which may lead to structural change of the
network and interruption of service. The mtroduction of one
or more disclosed TTZs may help prevent division of one
area into multiple areas. FIGS. 8A and 8B 1illustrate an
embodiment of an AS 800 comprising an area 801, which
includes a relatively large number of nodes. As shown 1n
FIG. 8A, part of the nodes 1n the area 801 are configured into
a plurality of TTZs including a T'TZ 860, while other nodes
remain as external nodes. The TTZ 860 may be configured
similar to the TTZ 460 as described above. For example, the
TTZ 860 may comprise a plurality of TTZ nodes including
a number of TTZ edge nodes 861, 863, 865 and 867, and a
number of TTZ internal nodes 870, 872, 874, 876, 878, 880,
882, 884, and 886. Internal links may be formed to connect
some or all of the nodes in the TTZ 860. Although FIG. 8A
shows each T'TZ with a similar inner-topology, it should be
understood that each TTZ may have any inner-topology,
¢.g., any number of nodes and any internal link structures.

In practice, each node in the arca 801 may build or
compute a shortest path first (SPF) tree using topology 1t
sees or perceives. From the perspective of an external node
(c.g., the node 817), each of the plurality of TT1Zs (e.g., the
TTZ 860) may simply behave as a collection of normal
nodes (e.g., the nodes 861-867), as shown 1n FIG. 8B. Since
internal nodes and iternal links are eliminated from the
topology graphs/tables stored in each external nodes, these
internal nodes and internal links may be virtually non-
existent to the external nodes. In addition, an internal or edge
node located 1n one TTZ may not be aware of an internal
node located 1in a different TTZ. As a result, the number of
nodes/links that need to be stored 1n each node 1n the area
801 may be reduced. Effectively, from routing point of view,
the number of nodes 1n the 801 may be reduced. Thus,
despite possibly having a large number of nodes, the area
801 may remain as a single area instead of being divided into
smaller areas (as shown in FIG. 2). Since no inter-area
communication 1s needed, architectural change in the AS
800 may be reduced (e.g., no need to separately define
backbone area and non-backbone areas), which leads to
faster convergence and a more stable network. Further,
functionalities such as end-to-end TE LSP across multiple
TTZs may still be set up readily.

Similarly, the incorporation of one or more T1Zs may
also help avoid separation of one AS 1nto multiple ASs. FIG.
9 illustrates an AS 900 comprising a plurality of areas 910,
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930, and 950, as well as a plurality of TTZs 970 and 990.
Compared with a conventional AS, such as the AS 300
described 1n FIG. 3B, the AS 900 may comprise an equally
large or larger number of nodes without needing to be
separated mto multiple ASs. Instead, nodes added into the
AS 900 may simply be configured into TTZs. As described
previously, only edge nodes are visible to external nodes,
thus the number of added nodes into the AS may be
increased. The capability to maintain a single AS 900 may
lead to various benefits. For example, major network archi-
tectural change and service interruption, which may occur
during the AS splitting process, 1s avoided. Further, it may
be relatively easier to operate and manage a network with a
single AS than a network with multiple ASs. It may be
relatively easier for applications/software to be aware of
drive and/or control schemes within a single AS. Moreover,
services such as inter-cloud networking may be made easier.

FIG. 10 illustrates an embodiment of a node or router
LSA 1000 comprising a LSA header field 1020, a Flags field

1030, a Number of Links field 1040, and a plurality of
Router Link fields 1051. The LSA header field 1020 may
include a link state (LLS) Age field 1001, an Options field
1003, a LS-Type field 1005, a Link State ID field 1007, an
Advertising Router field 1009, a Link state Sequence Num-
ber field 1011, a Link State Checksum field 1013, and a
Length field 1015. In an embodiment, the LS Type field
1005 may be set to a predetermined value (e.g., one) to
indicate that the LSA 1000 1s a router LSA.

The Flags 1030 may indicate the characteristics of a
router that originates the LSA 1000, and may comprise a

virtual link (V) bit 1031, an External (E) bit 1032, and a
Border (B) bit 1033. The V bit 1031 may be set to a
predetermined value (e.g., one) to indicate that the source
router 1s an endpoint of one or more fully adjacent virtual
links. The E bit 1032 may be set to a predetermined value
(c.g., one) to indicate that the source router 1s an AS
boundary router. The B bit 1033 may be set to a predeter-
mined value (e.g., one) to indicate that the source router 1s
an ABR. The Number of Links field 1040 may be a 16-bat
number and may indicate the number of router links that are
described in the Router Links fields 1051. The Router Links
fields 1051 may comprise a Router Link field for each of the
router links 1n the source router’s area (e.g., the TTZ). Each
Router Link field 1051 may describe an individual router
link 1n the TTZ.

FIG. 11 illustrates an embodiment of a link type 1100,
which may be incorporated into a Router Link field 1051.
The link type 1100 comprises a bit flag 1111 (denoted as an
I bit flag) and a Type-1 field 1115. The link type 1100 may
be an 8-bit octet, with the I bit flag 1111 occupying one bit
and the Type-1 field 11135 occupying 7 bits. The I bit flag
1111 may indicate whether the link 1s an internal link (1.e.,
a link 1mside a T'TZ) or an external link (1.e., a link outside
the TTZ), and the Type-1 field 1115 may be set to prede-
termined values, such as one, two, three, or four, to indicate
that the kind of link being described 1s a point-to-point (P2P)
connection to another router, a connection to a transit
network, a connection to a stub network, or a virtual link
(respectively).

In an embodiment, the I bit flag 1111 may be set to about
one to 1ndicate that the link 1s an internal link 1n a TTZ, or
to about zero to indicate that the link 1s an external link.
Consequently (1in such an embodiment), the link type 1100

may have the same value as a conventional link type, e.g.,
when the link 1s an external link (1.e., a link outside the TTZ)
and the I bit flag field 1111 1s set to zero. Additionally, the

link type 1100 may have a value that 1s one bit different from
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the conventional link type, e.g., when the link 1s an internal
link (1.e., a link 1nside the TTZ) and the value of the I bit flag
field 1111 1s set to one.

In an alternative embodiment, the I bit flag 1111 may be
set to about zero to 1ndicate that the link 1s an mternal link
in a TTZ, or to about one to indicate that the link 1s an
external link. Consequently (in such an embodiment), the
link type 1100 may have the same value as a conventional
link type when the link 1s an internal link, or a value that 1s
one bit different from the conventional link type when the
link 1s an external link. As a further alternative, a new field
for a TTZ ID may be added into a router link to indicate
which TTZ the link belongs to. The new field may be set to
about zero to indicate that the corresponding link 1s a link
connecting to a node outside of the TTZ, or to a non-zero
value (e.g., a TTZ ID corresponding to a TTZ) to idicate

that the link belongs to which TTZ.

FIGS. 12A-12C 1llustrate examples of router LSAs (with
the format of the router LSA 1000) generated by diflerent
nodes or routers. In an embodiment, a router L.SA 1210, as
shown 1n FIG. 12A, may be generated by an edge node (the

edge node 461 1n FIG. 4A 1n this example for illustration)
and distributed within a TTZ 1tself (e.g., the TTZ 460). In the

router LSA 1210, the Link State ID and the Advertising
Router fields may be used to identily the edge node 461,
wherein the router LSA 1s generated. Since the edge node
461 1s connected to the external node 415 via an external
link, to the edge node 465 via an internal link, to the internal
node 470 via another internal link, and to the internal node
4’72 via yet another internal link, four Router Link fields may
be used to indicate all links associated with the edge node
461. Further, in the Router Link fields, the I bit flag may be
set to one 1f the link 1s 1internal, or otherwise set to zero 11 the
link 1s external. After the router LSA 1210 1s generated, 1t
may be distributed or tlooded to every other node 1n the TTZ
460 but not to any node outside of the TTZ 460.

In an embodiment, another router LSA 1230, as shown 1n
FIG. 12B, may be generated by the edge node 461, which
may then be distributed to external routers. In the router
LSA 1230, the Link State ID and the Advertising Router
fields may be used to identily the edge node 461. From the
perspective of an external node, the edge node 461 may be
connected to nodes 415, 463, 465, and 467 via normal links
(as shown 1n FIG. 4B). Note that some links between the
edge nodes (e.g., between nodes 461 and 467) may be virtual
links. Accordingly, four Router Link fields may be used to
indicate all links associated with the edge node 461. Further,
in all the Router Link fields, the I bit flag may be set to zero.
After the router LSA 1230 1s generated, 1t may be flooded to
all external nodes 1n the area 401.

In an embodiment, yet another router LSA 12350, as shown
in FIG. 12C, may be generated by an internal node (the
internal node 472 in this example for illustration) and
flooded to the TTZ 460 1itself. In the router LSA 1250, the
Link State ID and the Advertising Router fields may be used
to 1dentify the internal node 472. Since the internal node 472
1s connected to the internal nodes 476 and 480, and the edge
nodes 461 and 465 via four internal links, four Router Link
fields may be used to indicate all internal links associated
with the internal node 472. Further, 1n the Router Link fields,
the I bit flag may be set to one. After the router LSA 12350
1s generated, it may be distributed or tlooded to every other
node 1n the T'TZ 460 but not to any node outside of the TTZ
460.

FIG. 13 illustrates an embodiment of a method 1300 for
configuring a disclosed TTZ 1n an AS. The method 1300

may begin 1n step 1310, where a TTZ ID may be assigned
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to each node 1n the TTZ. In some embodiments, the TTZ
edge nodes and/or internal nodes may perform an interme-
diate step of exchanging hello packets with TTZ IDs to
establish their own adjacencies after the step 1310. The
method 1300 may then proceed to step 1320, where an
internal TTZ link state distribution may be performed.
Specifically, the internal TTZ link state distribution may
comprise constructing and flooding LSAs describing each
TTZ node’s adjacencies to all of the TTZ nodes and to all of
the neighboring external nodes. Appropnate I bit flags (e.g.,
set to one for internal links, and zero for external links) may
be assigned to each LSA. The TTZ edge nodes may include
descriptions of their external links (i.e., links between the
TTZ edge node and an external node) in the LSAs they
construct, thereby allowing the other TTZ edge nodes (as
well as the TTZ internal nodes) to develop a topological
understanding of the external nodes/links. As a result of the
internal TTZ link state distribution, every TTZ node may
derive a topological understanding of the TTZ’s inner-
topology (i.e., the positional relationship of the TTZ nodes
with respect to one another including the internal links) as
well as an understanding of the TTZ’s adjacencies (1.e., the
positional relationship of the T1TZ edge nodes to their
neighboring external nodes including identification of the
external links).

Next, the method 1300 may proceed to step 1330, where
cach TTZ edge node may independently construct a router
LSA describing each of the external links, and distribute the
router LSA to the neighboring external nodes to which 1t 1s
interconnected. The router LSA may specily a router ID of
the originating router. Next, the method 1300 may proceed
to step 1340, where the TTZ edge nodes may flood any
LSAs received from the neighboring external nodes
throughout the TTZ, thereby allowing the TTZ nodes to
develop a topological understanding of the AS topology. In
some embodiments, the TTZ edge nodes may also distribute
LSA received from neighboring external nodes to other
neighboring external nodes as may be consistent with the
IGP implemented in the AS. Although FIG. 13 describes the
TTZ edge nodes as receiving LSAs describing the AS
topology as occurring after the steps 1310-1330, those of
ordinary skill in the art will recognize that such LSAs may
be received intermittently during the performance of the
method 1300.

Next, the method 1300 may proceed to step 1350, where
LSDBs describing the TTZ’s inner-topology and the AS
topology may be built 1n each of the TTZ nodes, thereby
allowing the TTZ nodes to develop a topological under-
standing of the both TTZ’s iner-topology and the AS
topology. Finally, the method may proceed to step 1360,
where each of the TTZ nodes computes the shortest path to
each of the destinations, which include destinations in the
TTZ and destinations outside of the TTZ.

FIG. 14 illustrates an embodiment of a node or a router
1400, as described above within a network or system. The
node 1400 may comprise a plurality of ingress ports 1410
and/or recerver units (Rx) 1412 for recerving data from other
nodes, a processor 1420 to process data and determine which
node to send the data to, a memory 1422, and a plurality of
cgress ports 1430 and/or transmitter units (1x) 1432 for
transmitting data to the other nodes. Although illustrated as
a single processor, the processor 1420 1s not so limited and
may comprise multiple processors. The processor 1420 may
be mmplemented as one or more central processing unit
(CPU) chips, cores (e.g., a multi-core processor), field-
programmable gate arrays (FPGAs), application specific
integrated circuits (ASICs), and/or digital signal processors
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(DSPs), and/or may be part of one or more ASICs. The
processor 1420 may be configured to implement any of the
schemes described herein, such as the method 1300. The
processor 1420 may be implemented using hardware, soft-
ware, or both. The memory 1422 may be configured to store
routing tables, forwarding tables, or other tables or infor-
mation disclosed herein. Although illustrated as a single
memory, memory 1422 may be implemented as a combina-
tion of read only memory (ROM), random access memory
(RAM), or secondary storage (e.g., one or more disk drives
or tape drives used for non-volatile storage of data).

The schemes described above may be implemented on
any general-purpose network component, such as a com-
puter or network component with suflicient processing
power, memory resources, and network throughput capabil-
ity to handle the necessary workload placed upon 1t. FIG. 15
illustrates a schematic diagram of a general-purpose node or
router 1500 suitable for implementing one or more embodi-
ments of the methods disclosed herein, such as the method
1300. The general-purpose network component or computer
system 1500 includes a processor 1502 (which may be
referred to as a central processor unit or CPU) that 1s 1n
communication with memory devices including secondary
storage 1504, ROM 1506, RAM 1508, mput/output (1/0)
devices 1510, and network connectivity devices 1512.
Although 1illustrated as a single processor, the processor
1502 1s not so limited and may comprise multiple proces-
sors. The processor 1502 may be implemented as one or
more CPU chips, cores (e.g., a multi-core processor),
FPGAs, ASICs, and/or DSPs, and/or may be part of one or
more ASICs. The processor 1502 may be configured to
implement any of the schemes described herein, including
the method 1300. The processor 1502 may be implemented
using hardware, software, or both.

The secondary storage 1504 1s typically comprised of one
or more disk drives or tape drives and 1s used for non-
volatile storage of data and as an over-flow data storage
device i the RAM 1508 1s not large enough to hold all
working data. The secondary storage 1504 may be used to
store programs that are loaded into the RAM 1508 when
such programs are selected for execution. The ROM 1506 1s
used to store instructions and perhaps data that are read
during program execution. The ROM 1506 1s a non-volatile
memory device that typically has a small memory capacity
relative to the larger memory capacity of the secondary
storage 1504. The RAM 1508 1s used to store volatile data
and perhaps to store instructions. Access to both the ROM
1506 and the RAM 13508 is typically faster than to the
secondary storage 1504. At least one of the secondary
storage 1504 or RAM 1508 may be configured to store
routing tables, forwarding tables, or other tables or infor-
mation disclosed herein.

It 1s understood that by programming and/or loading
executable instructions onto the node 1400, at least one of
the processor 1420 or the memory 1422 are changed,
transforming the node 1400 in part into a particular machine
or apparatus, e€.g., a router, having the novel functionality
taught by the present disclosure. Similarly, 1t 1s understood
that by programming and/or loading executable instructions
onto the node 1500, at least one of the processor 1502, the
ROM 1506, and the RAM 1508 are changed, transforming
the node 1500 1n part into a particular machine or apparatus,
¢.g., a router, having the novel functionality taught by the
present disclosure. It 1s fundamental to the electrical engi-
neering and software engineering arts that functionality that
can be implemented by loading executable software nto a
computer can be converted to a hardware implementation by
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well-known design rules. Decisions between implementing,
a concept 1n soiftware versus hardware typically hinge on
considerations of stability of the design and numbers of units
to be produced rather than any i1ssues involved in translating
from the software domain to the hardware domain. Gener-
ally, a design that 1s still subject to frequent change may be
preferred to be implemented 1n software, because re-spin-
ning a hardware implementation 1s more expensive than
re-spinning a software design. Generally, a design that 1s
stable that will be produced in large volume may be pre-
terred to be implemented 1n hardware, for example in an
ASIC, because for large production runs the hardware
implementation may be less expensive than the software
implementation. Often a design may be developed and
tested 1n a software form and later transformed, by well-
known design rules, to an equivalent hardware implemen-
tation 1n an application specific integrated circuit that hard-
wires the mstructions of the software. In the same manner as
a machine controlled by a new ASIC 1s a particular machine
or apparatus, likewise a computer that has been programmed
and/or loaded with executable instructions may be viewed as
a particular machine or apparatus.

At least one embodiment 1s disclosed and variations,
combinations, and/or modifications of the embodiment(s)
and/or features of the embodiment(s) made by a person
having ordinary skill in the art are within the scope of the
disclosure. Alternative embodiments that result from com-
bining, integrating, and/or omitting features of the embodi-
ment(s) are also within the scope of the disclosure. Where
numerical ranges or limitations are expressly stated, such
express ranges or limitations should be understood to
include iterative ranges or limitations of like magnitude
talling within the expressly stated ranges or limitations (e.g.,
from about 1 to about 10 1ncludes, 2, 3, 4, etc.; greater than
0.10 includes 0.11, 0.12, 0.13, etc.). For example, whenever
a numerical range with a lower limit, R, and an upper limiut,
R ., 1s disclosed, any number falling within the range 1is
specifically disclosed. In particular, the following numbers
within the range are specifically disclosed: R=R;+k*(R -
R,), wherein k 1s a variable ranging tfrom 1 percent to 100
percent with a 1 percent increment, 1.¢., k 1s 1 percent, 2
percent, 3 percent, 4 percent, S percent, . . ., 70 percent, 71
percent, 72 percent, . . ., 95 percent, 96 percent, 97 percent,
08 percent, 99 percent, or 100 percent. Moreover, any
numerical range defined by two R numbers as defined 1n the
above 1s also specifically disclosed. The use of the term
about means+10% of the subsequent number, unless other-
wise stated. Use of the term “optionally” with respect to any
clement of a claim means that the element 1s required, or
alternatively, the element 1s not required, both alternatives
being within the scope of the claim. Use of broader terms
such as comprises, includes, and having should be under-
stood to provide support for narrower terms such as con-
s1sting of, consisting essentially of, and comprised substan-
tially of. Accordingly, the scope of protection 1s not limited
by the description set out above but 1s defined by the claims
that follow, that scope including all equivalents of the
subject matter of the claims. Each and every claim 1s
incorporated as further disclosure into the specification and
the claims are embodiment(s) of the present disclosure. The
discussion of a reference in the disclosure 1s not an admis-
sion that 1t 1s prior art, especially any reference that has a
publication date after the priority date of this application.
The disclosure of all patents, patent applications, and pub-
lications cited 1n the disclosure are hereby incorporated by
reference, to the extent that they provide exemplary, proce-
dural, or other details supplementary to the disclosure.
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While several embodiments have been provided in the
present disclosure, it may be understood that the disclosed
systems and methods might be embodied 1n many other
specific forms without departing from the spirit or scope of
the present disclosure. The present examples are to be
considered as 1llustrative and not restrictive, and the inten-
tion 1s not to be limited to the details given herein. For
example, the various elements or components may be com-
bined or integrated 1n another system or certain features may
be omitted, or not implemented.

In addition, techniques, systems, subsystems, and meth-
ods described and illustrated 1n the various embodiments as
discrete or separate may be combined or integrated with
other systems, modules, techniques, or methods without
departing from the scope of the present disclosure. Other
items shown or discussed as coupled or directly coupled or
communicating with each other may be indirectly coupled or
communicating through some interface, device, or interme-
diate component whether electrically, mechanically, or oth-
erwise. Other examples of changes, substitutions, and altera-
tions are ascertainable by one skilled 1n the art and may be
made without departing from the spirit and scope disclosed
herein.

What 1s claimed 1s:

1. An autonomous system (AS) comprising:

a topology transparent zone (11Z7) comprising a plurality
of TTZ nodes, wherein the plurality of TTZ nodes
comprises [an] a 777 edge node and [an] a 777 internal
node, wherein [each of] the [plurality of] TTZ [nodes]
edge node 1s configured to connect to [another] the TTZ
internal node via an internal link; and

a plurality of neighboring external nodes connected to the
TTZ edge [nodes] node via a plurality of external links,

wherein [no] the TTZ edge node is configured to distribute
link state advertisements (LS As) describing the internal
[links are distributed] /ink to the TTZ internal node but
not 1o the neighboring external nodes,

wherein the 117 edge node is configured to distribute a
plurality of first LSAs describing the plurality of exter-
nal links [are distributed] to the plurality of neighboring
external nodes, wherein the 777 edge node is config-
ured to distribute a plurality of second LS As describing
the plurality of external links and the [plurality of]
internal [links are distributed] /irk to each of the
plurality of TTZ nodes, and wherein each of the second
LSAs comprises:

a LSA header comprising a link state type field [specify-
ing a router LSA type]; and

a number of router link fields, wherein each router link
field comprises a bit flag, denoted as an I bit flag, to
indicate whether a link 1s external or internal with
respect to the TTZ.

2. The AS of claim 1, wherein the plurality of TTZ nodes
comprises at least two 777 edge nodes including the 777
edge node, wherein the plurality of neighboring external
nodes perceives the at least two 777 edge nodes as tfully
connected.

3. The AS of claim 2, wherein a cost of [an internal] a link
between two 777 edge nodes in the AS 1s a cost of a shortest
path between the two 777 edge nodes.

4. The AS of claim 2, wherein a cost of [an internal] a link
between two 117 edge nodes in the AS 1s a predetermined
value.

5. The AS of claim 1, wherein a positional relationship
between any two of the T'TZ nodes defines an inner-topology
of the TTZ, and wherein no information regarding the
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inner-topology 1s distributed to or stored in any of the
plurality of neighboring external nodes.
6. The AS of claim 1, wherein [an] ¢/e 1 bit flag Jot] is set
to one [indicates] 7o indicate an internal link, and wherein
[an] 72¢ 1 bit flag Jof] is set to zero [indicates] to indicate an 3
external link.
7. The AS of claim 1, wherein [an] #ze 1 bit flag [of] is set
to zero [indicates] fo indicate an internal link, and wherein
[an] #2e 1 bit flag [of] is set to one [indicates] to indicate an
external link.
8. The AS of claim 1, wherein the [area] AS further
comprises a second TTZ comprising a second plurality of
TTZ nodes, wherein the second plurality of TTZ nodes
includes at least two additional 777 edge nodes and at least
one additional 777 internal node, wherein each of the
second plurality of TTZ nodes 1s configured to connect to
another node of the second plurality of TTZ nodes via an
internal link of the second TTZ], and wherein the at least two
additional edge nodes are configured to recerve mformation »g
regarding the at least two edge nodes].
9. A method of configuring a topology transparent zone
(TTZ) [in an area] of an autonomous system (AS), the
method comprising:
assigning a same TTZ identifier (ID) to [a plurality of] all 25
internal links that mnterconnect a plurality of TTZ nodes
located within the TTZ, wherein each of the plurality of
internal links interconnects a pair of the plurality of
TTZ nodes, wherein the plurality of TTZ nodes
includes at least one edge node and at least one internal
node;
sending a link state advertisement (LLSA) from each of the
at least one edge node via a plurality of external links
to each of a plurality of neighboring external nodes
[located in the area] within the AS, wherein each LSA
comprises a LSA header containing a link state type
field specifving a rvouter LSA type and a number of
router link fields, whervein each vouter link field com-
prises a bit flag, denoted as an I bit flag, to indicate 4
whether a link is external or internal with respect to the
117, and wherein each neighboring external node 1s
connected to at least one of the edge nodes via at least
one of the external links; and
updating topology graphs in the neighboring external 45
nodes based on each LSA, wherein the topology graphs
describe the TTZ as the at least one edge router, and
wherein the topology graphs do not contain any infor-
mation regarding the at least one internal node or the
plurality of internal links|, wherein each LSA com-
prises:
a LSA header comprising a link state type field specifying
a router LSA type; and

a number of router link fields, wherein each router link
field comprises a bit flag, denoted as an I bit tlag, to
indicate whether a link 1s external or internal with
respect to the TTZ].

10. The method of claim 9, wherein the plurality of TTZ
nodes comprises at least two edge nodes, wherein the
topology graphs describe the at least two edge routers as
tully connected.

11. The method of claim 9, further comprising distributing

LLSAs describing an inner-topology of the TTZ over the
internal links, wherein no link state information describing 65
the inner-topology of the TTZ 1s distributed over the external

links.
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12. The method of claim 9, wherein [an] 7/ze 1 bit flag [of]
is set to one [indicates] to indicate an internal link, and
wherein [an] #%e 1 bit flag [of] is set to zero [indicates] o
indicate an external link.

13. A [router used in an area] network node within a
topology transparvent zone (117) of an autonomous system
(AS) comprising;:

a first port configured to connect to a first neighboring

[router] network node via a first link:;

a second port configured to connect to a second neigh-
boring [router] retwork node via a second link;

a memory configured to store a topology graph compris-
ing nformation regarding the first and second neigh-
boring [routers,] network nodes and the first and second
links,

wherein the [router] nerwork node, the first neighboring
[router] network node, and the second neighboring
[router] network node are located within the [area] A4S,
and

[wherein the first neighboring router does not contain any
information regarding the second neighboring router or

the second link, and

wherein the second neighboring router contains informa-
tion regarding the first neighboring router and the first
link; and}

a processor configured to:

generate a first link state advertisement (LSA) [com-
prising] describing the first and second links;

send the first LSA to the second neighboring [router]

network node;

generate a second LSA [comprising] describing the first

link and a third link between the [router] network node
and an additional [router] network node but containing
no information about the second link to hide the second
link from the first neighboring network node when the
second LSA is veceived by the first neighboring network
node:; and

send the second LSA to the first neighboring [router]

network node, and

wherein the additional router retwork node 1s also located

within the [area, and wherein the second neighboring
router contains information regarding the additional
router and the third link] A4S.

14. The [router] rnetwork node of claim 13, wherein the
first LSA comprises an 1 bit flag with a value of one.

15. The [router] rnetwork node of claim 13, wherein the
additional [router] network node is not directly connected to
the [router] rnetwork node, and wherein the third link is a
virtual link.

16. The [router] rnetwork node of claim 13, wherein the
[router and the] second neighboring [router are] retwork
node is located within [a common topology transparent zone
(TTZ2)] the TTZ, and wherein the first neighboring [router]
network node 1s located outside the TTZ.

17. The network node of claim 13, wherein the informa-
tion of the second link is not sent to the first neighboring
network node.

18. The network node of claim 13, whervein the first LSA
is not sent to the first neighboring network node.

19. The network node of claim 13, wherein the second
LSA does not describe the information of the second link.

20. The network node of claim 13, wherein the second
neighboring network node contains information regarding
the additional network node and the thivd link

21. The network node of claim 13, wherein the first LSA

comprises.
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a first vouter link field describing the first link, wherein the
first vouter link field comprises a bit flag to indicate the
fivst link is external to the TTZ,; and

a second router link field describing the second link
wherein the second router link field comprises a bit flag
to indicate the second link is internal to the T17.

22. The network node of claim 13, wherein the first LSA
comprises a number of vouter link fields, whervein each
router link field comprises a bit flag, denoted as an I bit flag,
to indicate whether a link is external ov internal with vespect

to the T17Z.

23. The network node of claim 22, wherein an I bit flag of
one indicates an internal link, and whevein an I bit flag of
zevo indicates an external link.

24. An autonomous system (AS) comprising:

a topology transparvent zone (117) comprising a first T1Z
edge node and a 117/ internal node, whervein the first
117 edge node is connected to the TTZ internal node
via an internal link; and

an external node connected to the first T1/ edge node via 20

an external link, wherein the 117 edge node is config-
ured to distribute:

20

a first link state advertisement (LSA) to the external
node, the first LSA describing the external link but
containing no information about the internal link to
hide the internal link from the external node when
the first LSA is veceived by the external node; and

a second LSA to the TTZ internal node, the second L.SA
describing the external link and the internal link and
including a LSA header, the LSA header containing
a link state type field and a number of router link
fields, whervein each rvouter link field comprises a bit

flag, denoted as an I bit flag, to indicate whether a

link is external or internal with rvespect to the 1TTZ.

25. The AS of claim 24, wherein an I bit flag of one

indicates an internal link, and whevein an I bit flag of zero
indicates an external link.

26. The AS of claim 24, wherein the T1Z further comprises
a second 1TTZ edge node that is not divectly connected to the

first T17 edge node, and wherein the first LSA describes a

virtual link between the first TTZ edge node and the second
1TZ edge node.
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