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ULTRA LOW LATENCY VIDEO
COMMUNICATION

Matter enclosed in heavy brackets [ ]| appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue; a claim printed with strikethrough
indicates that the claim was canceled, disclaimed, or held
invalid by a prior post-patent action or proceeding.

FIELD OF THE INVENTION

The invention relates to the field of data communication.
More specifically 1t relates to methods and systems for low
or ultra low latency video communication.

BACKGROUND OF THE INVENTION

Video data can be considered a three dimensional array of
color or luminance data, depending 11 one refers to color or
grayscale video. Two dimensions—horizontal and verti-
cal—of this three dimensional array represent spatial data or
so called pixels of a video 1mage, whereas the third dimen-
sion represents the time domain of consecutive images.
Hereatter each video image will be called a frame. A frame
of pixel data generated by an 1imaging sensor 1s typically
transierred to a processing or visualisation unit by serialising
the data, and sending 1t via one or a limited set of commu-
nication lines. This said, the two dimensional spatial data of
a single frame are transierred via a single communication
line as a consecutive series of data 1in time. This communi-
cation line can carry analog data or digital codewords
representing the original pixel data. By using multiple
communication lines, data can be transierred more 1n par-
allel (e.g. some systems transier red, green, blue and syn-
chronization data in parallel). The above description typi-
cally explains how a camera system transports via a single
cable its consecutive frame data to a display. A digital
display will collect all consecutive data of a single frame 1n
a buller, and once the frame 1s completed 1t will present 1t to
the display matrix for visualisation. In the remainder of this
text, this will be referred to as a ‘direct video link’.

Video or image compression refers to bandwidth reduc-
tion either in the spatial domain (1mage compression) or in
the spatial and temporal domain simultanecously (video
compression). The principal goal of compression 1s to
reduce the amount of data (bandwidth). The latter can either
be done without losing any information (lossless compres-
sion). This said the original frame data can be reconstructed
identically based on the compressed frame data, and 1s a
bit-by-bit perfect match to the original. Alternatively com-
pression can be done such that a human observer 1s unable
to perceive the diflerences between the original and the
compressed frame data (visual lossless compression). This
said the oniginal frame cannot be reconstructed i1dentically,
but a human observer typically will not see the differences
between the original and reconstructed frame. Lastly com-
pression can be ‘lossy’ and lower the amount of visual
information 1 order to receive a strongly improved com-
pression elliciency. Video compression exploits the fact that
pixel data 1s typically strongly temporal and spatial redun-
dant. Compression can be achieved by storing the difler-
ences between a pixel and one or more references spatially
(intra-frame: e.g. used in the JPEG compression scheme)
and by storing the diflerences between consecutive frames 1n
the time domain (inter-frame: e.g. used in the MPEG com-
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pression scheme). Additionally, given that the human eye 1s
not very sensitive to subtle variations in intensity and/or

color, turther compression can be obtained by reducing the
amount of different variations which are retained after
compression. Combinations of these techniques form the
basics behind modern nowadays compression schemes like
¢.g. used 1 the MPEGI1-MPEG2 and MPEG4 families and
related.

A communication protocol 1s an agreement between com-
puting or telecommunication systems for exchange of infor-
mation. Communication protocols used on the internet/
intranet are designed to function mm a complex and
uncontrolled setting. The design hereto typically uses a
layering scheme as a basis, which decouples a larger and
more complex protocol 1n distinct, easier to manage sub-
protocols. The Internet protocol suite consists of the follow-
ing layers: application-, transport-, internet- and network
interface-functions. The Internet hereby oflers universal
interconnection, which means that any pair of computers
connected to the internet 1s allowed to communicate. All the
interconnected physical networks appear to the user as a
single large network. This iterconnection scheme 1s hence
called the internet.

Communication protocols may include signaling, authen-
tication, encryption and error detection and correction capa-
bilities.

Video communication can be obtained through an elec-
trical or optical ‘direct cable’ carrying raw video data,
minimally or not compressed and typically using no higher
level communication protocols. The classic cable based
system typically yields fast low latency communication, but
consumes high bandwidths and normally cannot be tun-
nelled through a complex communication network like the
internet or an intranet. Additionally, traditional video cabling
typically imposes limited maximum cable lengths, or 1t has
to be extended with expensive and/or signal-specific tech-
nology such as UTP extenders, fiber-optic extenders, and
satellite connections. Then, again, these technologies incur
high costs for relatively limited flexibility to put multiple
channels on the same “wire” and/or receive the same chan-
nel on multiple receivers.

Internet capable video communication systems (e.g. used
for telepresence) typically offer strong compression and
work seamlessly over the internet/intranet, but always intro-
duce a delay of one or more frames. In other words complex
communication protocols and compression imply delay.

Despite the advanced stage of current systems for video
communication there remains a need for a system combining
low latency, strongly compressed internet/intranet capable
video communication and possibly offering high wvisual
quality. There 1s a lack of method or apparatus that could use
the internet/intranet—or a communication channel of simi-
lar complexity—to send and receive video data with only a
delay which 1s less than half of the time between two
consecutive frames 1 the video feed presented to the
sending unit. In other words, the surplus delay when com-
pared to a ‘direct video link’ (cir. sup.) of any prior system
typically seems at least half of the inter frame time 1nterval.

SUMMARY OF THE INVENTION

It 1s an object of the present invention to provide good
systems and methods for low or ultra low latency video
communication.

It 1s an advantage of embodiments according to the
present mnvention that methods and systems are provided for
low or ultra low latency video communication, comprising
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a sending unit which combines the acquisition, compression
and transmission of video data. In addition the system can be
complemented by an inverse receiving unit which collects
and possibly reorders compressed data packets, decom-
presses them and renders the reconstructed video data.

It 1s an advantage of embodiments according to the
present mvention that these yield similar communication
speeds as classic cable but in surplus show a delay of
maximum 5 milliseconds, at typically 3 to 15 times lower
bandwidth consumption.

It 1s an advantage of embodiments according to the
present invention that communication 1s allowed using a
higher level protocol like the Internet Protocol (IP) which
can be easily carried over internet or intranet and can e.g.
also incorporate encryption/decryption or the like. When
compared to existing video communication systems used for
internet or intranet data transmission, embodiments of the
present invention typically are between 5 and 50 times faster
in terms of delay.

It 1s an advantage of embodiments according to the
present mvention that devices are obtained combining low
delay and relatively low bandwidth, without the need for
using a ‘direct video link’. Embodiments provide a solution
in a situation where we need low delay, lower bandwidth and
cannot provide one or more ‘direct video links’. This typi-
cally can occur 1n a situation where a human observer has to
instantaneously act on what he or she sees, like e.g. 1n
medical endoscopy. Similar situations can be found 1in any
high speed feedback video based control loop.

It 1s an advantage of embodiments of the present inven-
tion that these provides solutions by combining video acqui-
sition, low latency compression and the possibility to use a
high level communication protocol, with a delay which 1s
lower than half of the inter frame time interval.

The above objective 1s accomplished by a method and
device according to the present invention.

The present invention relates to a video data communi-
cation system comprising at least one video data transmis-
sion unit for sending or receiving video data over a data
network, the transmission unit comprising an image acquir-
Ing circuitry or an image reconstruction circuitry for acquir-
ing or reconstruction an image frame or image field, a video
processing unit for processing at least part of the video data
and a communication unit for sending or receiving at least
part of the data, wherein at least two of the 1mage acquiring
circuitry or image reconstruction circuitry, the video pro-
cessing unit and the communication unit are arranged, e.g.
configured, for simultaneously handling different parts of a
same 1mage irame, the parts not being a complete 1image
field, or diflerent parts of a same 1mage field of the video
data. It 1s an advantage ol embodiments according to the
present mnvention that a video communication system can be
obtained combining low latency and low bandwidth use.

All of the 1mage acquiring circuitry or image reconstruc-
tion circuitry, the video processing unit and the communi-
cation unit may be arranged for simultaneously handling
different parts of a same 1mage frame or same 1mage field of
the video data. It 1s an advantage of embodiment according
to the present invention that gain in speed can be obtained
by stmultaneous processing 1n image acquisition or merging,
image encoding or decoding and image sending or receiv-
ng.

The 1image acquiring circuitry may comprise an image
divider for dividing an image frame or image field into
image blocks comprising a part of the image frame or field
being one or more lines of pixels of the image frame or field
or the 1mage reconstruction circuitry comprises an image
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merger for merging 1image blocks comprising only a part of
an 1mage frame or image field being one or more lines of
pixels of the image frame or field 1n a full image frame or
image field. An image block may be an 1image slice.

The video communication system may comprise an image
block header generating means for generating an i1mage
block header for the image block for identifying an image
frame or field wherefrom the image block 1s derived.

The video processing unit may comprise an encoder or
decoder adapted for encoding or decoding image blocks
comprising only a part of an 1image frame or image field.

The communication unit may be adapted for sending or
receiving data representative of an image block comprising,
only a part of an 1image frame or image field.

The at least one video data transmission unit may be a
video sender or a video receiver. It 1s an advantage of
embodiments according to the present mvention that the
advantageous processing can be implemented at the sender
side as well as at the receiver side.

The video communication system may comprise both a
video sender comprising an image acquiring circuitry, a
video processing unit and a communication unit arranged,
¢.g. configured, for simultaneously handling diflerent parts
ol a same frame or same field of the video data and a video
receiver comprising a communication unit, a video process-
ing unit and an 1mage reconstruction circuitry arranged for
cach simultaneously handling parts of a same frame or same
field of the video data, the system furthermore being adapted
for the video sender and the video receiver simultaneously
handling parts of the same frame or same field of the video
data. It 1s an advantage of embodiments according to the
present invention that advantageous handling can be per-
formed simultaneously at the sender side and the receiver
side, resulting 1n an ultrafast video communication system,
for example having no perceivable delay when compared to
direct cable video.

The reconstruction circuitry may be adapted for recon-
structing frames or fields taking into account image block
headers of the image blocks.

The video commumication system may be a software-
implemented controller.

The video processing unit may comprise a compressing or
decompressing unit configured for compressing or decoms-
pressing 1mage blocks comprising only a part of an 1mage
frame or 1mage field.

The video processing unit may comprise an encrypting or
decrypting umt configured for encrypting or decrypting
image blocks comprising only a part of an 1image frame or
image field.

The present invention also relates to a method for trans-
ferring video data, the video data comprising image frames
or image fields of video data, the method comprising acquir-
Ing or reconstructing an image frame or image field, pro-
cessing at least part of the video data, and

sending or receiving at least part of the data, wherein at
least two of said acquiring or reconstructing, processing and
sending or receiving are performed simultancously by
simultaneously handling different parts of the same 1mage
frame, the parts not being a complete 1mage field, or
different parts of the same 1mage field of the video data.

All of said acquiring or reconstructing, processing and
sending or recerving may be performed simultaneously by
simultaneously handling different parts of the same 1mage
frame, the parts not being a complete 1mage field, or
different parts of the same 1mage field of the video data.
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The method may comprise obtaining at least a first image
block and a second image block, each 1mage block being
part of a same 1mage frame or a same 1mage field,

after obtaiming the at least a first image block and during
obtaining of the second image block, processing the first
image block, and thereafter,

before or during processing of the second image block,
sending the first image block over a data network.

The method further may comprise, upon receiving at least
a first image block and a second 1image block, generating an
image block header for the image block for identifying an
image frame or field wherefrom the image block 1s derived.

The method may comprise receiving at least a first image
block and a second 1mage, each 1image block being part of
a same 1mage Iframe or a same 1mage field, over a data
network,

after receiving the first image block and before or during
receiving of the second image block, processing the first
image block, and thereafter

merging the at least first 1image block and the second
image block, after these image blocks have been processed,
into a single 1image frame or image field.

At least said merging may be performed taking into
account an 1mage block header for the image block for
identifying an 1mage frame or field wherefrom the image
blocks are denived.

The present invention also relates to a computer program
product for, when executing on a processing unit, transier-
ring video data according to any of the methods as described
above. The present invention also relates to a data carrier
medium storing such a computer program product

The present invention furthermore relates to video data
obtained using a method for transmitting video data as
described above.

The present invention also relates to the use of a video
data communication system as described above 1n transmis-
sion of endoscopic video data.

The present invention furthermore relates to the use of a
video data communication system as described above for
combining multiple video data inputs and for providing
multiple video data outputs or providing a merged data
output.

The present invention also relates to the use of a video
data communication system as described above for obtain-
ing visual delay free transport of video data.

Particular and preferred aspects of the mvention are set
out 1n the accompanying independent and dependent claims.
Features from the dependent claims may be combined with
teatures of the independent claims and with features of other

dependent claims as appropriate and not merely as explicitly
set out 1n the claims.

These and other aspects of the invention will be apparent
from and elucidated with reference to the embodiment(s)
described hereinafter.

BRIEF DESCRIPTION OF TH.

(L]

DRAWINGS

FIG. 1 1s a block diagram of a classic video communi-
cation architecture, comprising a sending video communi-
cation unit and a receiving video communication umt, as
known from prior art.

FIG. 2 1s a iming diagram explaining the delay mnduced
by a set-up as referred to in FIG. 1.

FIG. 3 depicts the proposed N-parallelization of the
classic video communication scheme as referred to 1n FIG.
1.
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FIG. 4 1s a timing diagram explaining the N-fold reduc-
tion of the overall delay obtained with the scheme depicted

in FIG. 3, with respect to FIG. 2.

FIG. 5 1llustrates a block diagram of a video communi-
cation system according to an embodiment of the present
invention.

The drawings are only schematic and are non-limiting. In
the drawings, the size of some of the elements may be
exaggerated and not drawn on scale for illustrative purposes.

Any reference signs 1n the claims shall not be construed
as limiting the scope.

DETAILED DESCRIPTION OF ILLUSTRATIV.
EMBODIMENTS

T

The present 1invention will be described with respect to
particular embodiments and with reference to certain draw-
ings but the mvention 1s not limited thereto but only by the
claims. The drawings described are only schematic and are
non-limiting. In the drawings, the size of some of the
clements may be exaggerated and not drawn on scale for
illustrative purposes. The dimensions and the relative
dimensions do not correspond to actual reductions to prac-
tice of the invention.

Furthermore, the terms first, second and the like in the
description and in the claims, are used for distinguishing
between similar elements and not necessarily for describing,
a sequence, either temporally, spatially, 1n ranking or in any
other manner. It 1s to be understood that the terms so used
are interchangeable under appropriate circumstances and
that the embodiments of the invention described herein are
capable of operation in other sequences than described or
illustrated herein.

Moreover, the terms top, under and the like 1n the descrip-
tion and the claims are used for descriptive purposes and not
necessarlly for describing relative positions. It 1s to be
understood that the terms so used are interchangeable under
appropriate circumstances and that the embodiments of the
invention described herein are capable of operation 1n other
orientations than described or illustrated herein.

It 1s to be noticed that the term “comprising”, used 1n the
claims, should not be interpreted as being restricted to the
means listed thereafter; 1t does not exclude other elements or
steps. It 1s thus to be interpreted as specifying the presence
of the stated features, integers, steps or components as
referred to, but does not preclude the presence or addition of
one or more other features, integers, steps or components, or
groups thereof. Thus, the scope of the expression “a device
comprising means A and B” should not be limited to devices
consisting only of components A and B. It means that with
respect to the present imnvention, the only relevant compo-
nents of the device are A and B.

Reference throughout this specification to “one embodi-
ment” or “an embodiment” means that a particular feature,
structure or characteristic described 1n connection with the
embodiment 1s included 1n at least one embodiment of the
present invention. Thus, appearances of the phrases “in one
embodiment” or “in an embodiment” 1n various places
throughout this specification are not necessarily all referring
to the same embodiment, but may. Furthermore, the particu-
lar features, structures or characteristics may be combined 1n

any suitable manner, as would be apparent to one of ordinary
skill 1n the art from this disclosure, i1n one or more embodi-
ments.

Where 1n embodiments, description or claims of the
present mvention reference 1s made to part of an 1mage
frame or part of an 1image field, reference may be made to
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only part of an 1mage frame or only part of an 1image field,
1.¢. not to the full image frame or the full image field.

Similarly it should be appreciated that in the description
of exemplary embodiments of the invention, various fea-
tures of the mvention are sometimes grouped together 1n a
single embodiment, figure, or description thereof for the
purpose of streamlining the disclosure and aiding in the
understanding of one or more of the various inventive
aspects. This method of disclosure, however, 1s not to be
interpreted as reflecting an intention that the claimed nven-
tion requires more features than are expressly recited 1n each
claim. Rather, as the following claims reflect, imnventive
aspects lie i less than all features of a single foregoing
disclosed embodiment. Thus, the claims following the
detailed description are hereby expressly incorporated into
this detailed description, with each claim standing on i1ts own
as a separate embodiment of this invention.

Furthermore, while some embodiments described herein
include some but not other features included in other
embodiments, combinations of features of different embodi-
ments are meant to be within the scope of the invention, and
form different embodiments, as would be understood by
those 1n the art. For example, in the following claims, any of
the claimed embodiments can be used 1n any combination.

In the description provided herein, numerous specific
details are set forth. However, 1t 1s understood that embodi-
ments of the invention may be practiced without these
specific details. In other instances, well-known methods,
structures and techniques have not been shown 1n detail 1n
order not to obscure an understanding of this description.

Where in embodiments according to the present invention
reference 1s made to endoscopy, reference 1s made to tech-
niques used to mspect or to look into internal cavities or
hollow structures. Endoscopy 1s used today for medical
applications and for industrial applications such as {for
instance in the visual inspection of aircrait, diesel and
automotive engines by so called borescopes. In the medical
field endocospes are used for life saving inspections and
interventions such as endoscopic surgery on organs in a
patient’s body cavity. Borescopes allow preventive mainte-
nance or inspection work where the area to be inspected 1s
inaccessible by other means. They can for mstance be used
for preventive maintenance and inspection tasks on targets
within an enclosed structure such as aircrait engines and
others which require particular attention because of safety
requirements. In the remainder of this text only the medical
field will be used to illustrate the new apparatus. Its appli-
cability, however, extends without limitations to the mdus-
trial working domain.

Where in embodiments according to the present invention
reference 1s made to a same 1mage or video frame, reference
1s made to a single image or shot, that shows the entire
content of a scene at a single moment 1n time that 1s to be
shown, typically shown as part of a larger video data.
Typically, many single image frames are run 1n succession to
produce what appears to be a seamless piece of video data.

Where 1n embodiments according to the present invention
reference 1s made to a same 1mage or video field, reference
1s made to a selected set of 1mage lines of an 1mage frame,
¢.g. all odd or even 1image lines, still representative of the
entire content of a scene at a single moment 1n time that 1s
to be shown.

Where in embodiments according to the present invention
reference 1s made to an 1mage block, reference 1s made to a
part of an 1mage frame or 1mage field that typically 1s not
representative for the entire content of a scene at a single
moment 1n time that 1t to be shown. Such an 1image block
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may consists of a set of pixels or a set of image lines, that
typically only covers a portion of the scene that 1s shown
with the 1image frame or image field, 1.e. not the full scene
that 1s shown with the 1image frame or 1mage field.

Where in embodiments according to the present invention
reference 1s made to the terminology 1image field, reference
1s made to the image data corresponding with only the odd
or the even 1image lines of an 1mage frame.

Where 1n embodiments according to the present invention
reference 1s made to an 1image block, reference also may be
made to an 1mage slice. The image block or image slice may
comprise one or more but not all lines of an 1mage frame or
an 1mage field. Typically the image block or image slice 1s
not representative for the full scene represented by the 1image
frame or 1mage field. The image block or 1mage slice may 1n
some particular embodiments comprise 8 lines, 16 lines or
a multiple thereof.

According to a first aspect, the present invention relates to
the video data commumnication process or a video data
communication system for (ultra) low latency video com-
munication. The system according to embodiments of the
present mvention comprises at least one video data trans-
mission unit for sending or receiving video data. The trans-
mission unit comprises an image acquiring circuitry or an
image reconstruction circuitry for acquiring or reconstruct-
ing an 1mage frame or image field. According to embodi-
ments of the present mvention, at least two of the image
acquiring circuitry or image reconstruction circuitry, the
video processing umt and the communication unit are
arranged for simultanecously processing, 1.e. handling, dii-
ferent parts ol a same 1mage frame or image same field of the
video data. Advantageously, the image acquisition and/or
image reconstruction, the processing and the communicating
may be all performed simultaneously on different parts of
the same 1mage frame or same 1mage field. The transmission
unit may be a sending unit, a recerving unit or a combination
of a sending and a receiving unit. The sending unit may
combine the acquisition, processing, €.g. compression, and
transmission ol video data, and/or a receiving unit which
combines collection and possibly reordering compressed
data packets, processing, e.g. decompressing, data packets
and rendering the reconstructed video data. The system of
present invention can provide a solution to implement this
communication at a delay less than half of the time 1n
between two consecutive frames, and a typical delay of less
than 5 milliseconds. The delay 1n between two consecutive
frames may be less than half of the frame time. The refresh
clock of a flat panel display matrix, or the read-out frame
rate clock of a receiving frame buller device, are typically
not synchronized to the frame rate clock of the underlying
camera system generating the image. Hence the delay intro-
duced in present mnvention 1s typically smaller than the time
until the next refresh 1n case of a flat panel, or than the time
until the next read-out in case of a frame bufller. This said,
the delay 1n present invention typically 1s not perceivable
when compared to a ‘direct video link’. This opens new
possibilities for applications using (compressed) video
transport over a communication medium like the mternet/
intranet.

The 1mage acquiring circuitry or an image reconstruction
circuitry for acquiring or reconstructing an image frame or
image field may be adapted for acquiring an image block
being only part of an 1image frame—not being a full image
fiecld—or being only part of an image field. The i1mage
acquiring circuitry may be adapted for providing an image
block header. Such an 1mage block header may comprise
metadata such as for example an 1dentification of the image
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frame 1t stems from, but it may also comprise metadata
identifyving for the processing unit that for processing no
future frames may be taken 1nto account.

The video processing unit may comprise a processor for
processing the image block, 1.e. part of the image frame or
image field that has been acquired. Processors that may be
used can for example be conventional processors used in
processing of conventional images. In the present embodi-
ments, the image blocks may thus be handled similar as
conventional images, but the size of the image blocks
typically has a high width to height ratio, as 1t typically may
contain one or more but not all lines of the image frame or

image field. Examples of image or video processors that may
be used are MPEG advanced video coding (AVC), such as

for example H.264, or VCI1, although embodiments of the
present mvention are not limited thereto. Another example
of a video processor that may be used 1s a Lempel Ziv or
Lempel Z1v Welch based codec. The video processing unit
may alternatively, combined therewith or 1n addition thereto
also comprise a compression unit or decompression unit.
The video processing unit may alternatively, combined
therewith or 1 addition thereto also comprise an encrypting,
or decrypting unit. More generally, processing envisaged
may include any type of processing allowing processing of
part of an 1image frame or 1mage field without the need for
a lot of or any other information regarding to other parts of
the 1mage frame or image field, as corresponding processing,
can take advantage of the simultaneous handling as
described herein.

The communication unit may be a unit that 1s adapted for
sending or recerving image blocks. The communication unit
thereby typically sends the image blocks including their
image block header.

Whereas a typical classic video communication system 1s
working frame or field based (a field 1s an interlaced frame
contaiming only half of the data), the present disclosure
presents an integrated embodiment which therefore can
work 1n a subirame or subfield based manner, 1.e. on
different 1mage blocks being only part of an image frame—
not being a full image field—or 1image field. The system may
comprise a controller for controlling the 1mage acquiring
circuitry or an 1image reconstruction circuitry for acquiring
or reconstructing an 1mage {frame or image field in such a
way that two or more of these components can operate
simultaneously on parts (typically different parts) of the
same 1mage frame or same 1mage field.

In order to clearly i1dentily the advantages of embodi-
ments ol the present invention, 1t 1s illustrative to take a
closer look at a classic video communication unit. In such a
unit we 1dentity three consecutive building blocks. First
there 1s the acquisition building block, where frame data
arrive serially via a ‘direct video link’. A frame buller
accumulates all data of the arriving frame or field. Once the
frame or field 1s completed, the data are passed to the next
building block of the pipeline. Meanwhile the frame bufler
starts already accumulating the next frame. This next build-
ing block 1s referred to as the image processing unit. It
typically can do some image modifications or enhance-
ments, and also can compress the video data. Next the data
1s transferred to a last building block, referred to as the
communication umt. This communication unit will 1imple-
ment a digital or analog communication protocol 1n order to
send the data over a communication channel. At this stage
encryption or similar protocol specific functionality can be
added. At the receiving side the inverse set of steps 1is
executed, and istead of acquiring the data we render 1t and
teed 1t *via a direct video link’ to a display, projector or other
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device for which the data was intended. This typical behav-
iour 1s further illustrated 1in FIG. 1.

It needs limited further explanation that such a classic
video communication unit always delays video when com-
pared to a ‘direct video link’. The delay hereby equals the
time T to accumulate a frame 1n the frame bufler plus the
time U needed for image processing (e.g. compression) plus
the time C needed 1n the communication unit (e.g. sending/
receiving data packets) of sender and receiver plus the time
V needed for image processing at the receiver (e.g. decom-
pression). In most cases, 1image processing units will be
designed for real-time performance while controlling power
consumption, 1.e. U=V=T. The total latency, then, 1s 3T+C.
This 1s 1llustrated 1n the timing diagram of FIG. 2. Given the
video clocks of the source at the sender and the consumer
(e.g. display) at the receiver are typically not synchronized,
the actual delay will be even somewhat bigger.

Returning to embodiments of the present invention, the
video communication systems according to these embodi-
ments present an mtegrated embodiment which can work 1n
a subirame or subfield based manner.

Key to this 1s that the acquisition building block, image
processing unit and the communication unit are no longer
independent units which work one after the other, but are
integrated 1n a single logical parallel processing unit, com-
bining at least some actions in parallel. This unit 1s able to
perform at least two actions simultancously and advanta-
geously acquire, and meanwhile process the part of the
image already acquired, and meanwhile communicate the
part of the image already processed. The receiving umit
works similarly, but respectively receives, processes and
renders the arriving data in parallel or performs at least two
of these actions 1n parallel. FIG. 3 shows an overview of this
processing.

For the embodiment wherein all actions are performed 1n
parallel, the 1mage communication unit arrives at a com-
pletely different timing than the classic unit described above.
If image processing and communication unit only consume
a negligible time 1nterval, the communication 1s even as fast
as 1 case of a direct video link. E.g. as an example
embodiment one can acquire video and 1n parallel packetize
it and send 1t over an IP link (no 1mage processing). The
receiver depacketizes and reconstructs the 1mage while the
sender 1s still acquiring the image. See FIG. 4 for an updated
timing diagram. The delay 3T+C 1s now theoretically
reduced to (3T+C)/N, where N 1s the number of pixels,
typically a very high number (millions). Therefore the
obtained delay 1s negligibly small (a few to a few tens of
microseconds).

The above embodiment only explains a first step. Real-
time 1mage processing consumes a time interval comparable
to, but at most, the acquisition time or mter-frame/field time.
However, in embodiments of the present invention this
processing time no longer creates additional lead time 1n the
overall timing. Given the unit 1s parallelized one can start
processing data once the first pixel was acquired. In reality,
a real embodiment with somewhat more complex processing
typically cannot work on discrete pixels but typically needs
arcas ol pixels i horizontal and vertical direction. (An
exception can be the application of a lookup table.) Given
one needs both horizontal and vertical data, and pixel data
arrive sequentially on a line by line basis (i.e., 1n scanning
order), we define the concept of an ‘1mage slice’. The latter
1s a sub-image (or i1mage block or image slice) which
contains a set of complete horizontal 1image lines, but is
incomplete 1n the vertical direction. In other words, 1mage
data sequentially arriving, horizontally aligned on a row by
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row basis forms a slice. An image slice of e.g. 16 or 32 lines
starts to be spatially relevant enough to run 1mage process-
ing tasks on 1t (e.g. compression). One can think of a slice
as an artificial very wide image with low height. Porting
image processing from images to slices mvolves reducing
spatial dependency by the height of the slice and making 1t
possibly anisotropic. Secondly slice based processing should
take care of the inevitable boundary eflects at the slice’s
bottom and top.

This said slice based processing allows us to introduce
almost any kind of advanced 1mage processing, and hardly
changes the timing. The meaning of the parallelism N 1n
FIG. 4 changes from the number of pixels in a frame or a
field to the number of slices in a frame or a field, which
changes overall delay from “negligibly small” (typically
microseconds) to “very low” (typically a few milliseconds).

The delay now sums to the waiting time to acquire the first
slice, and the processing and sending time of a single slice.
For example let us illustrate this based on a full HDTV
1080P60 1mage (1920x1080 pixels, progressively scanned
at 60 frames per second), which for this example could be
processed (e.g. video compression) at the inter-frame time
(1/60 sec) and for which the communication unit consumes
no time. In a classic video communication system we would
need the accumulation time (1/60 sec)+the processing (com-
pression) time at the sender (1/60 sec)+the processing (de-
compression) time at the receiver (1/60 sec). Assuming
video clocks would be 1n sync we delay the video with 3/60
sec=50 msec. Most human observers can perceive this delay.

In the video communication system of embodiments of
the present invention, with a slice of 16x1920 pixels, which
1s only 1/67.5 of the total image we get: 1/60*1/67.5 sec
(waiting time for the first slice)+the processing (compres-
sion) time at the sender 1/60%1/67.5 sec+the processing
(decompression) time at the receiver 1/60%1/67.5 sec=with
3/60%1/677.5 sec=0.74 msec. In this example we 1gnored the
tact that the last slice will be incomplete, and has height 8
instead of 16. Important 1s to see that we get a more than 50
times speed up compared to a classic video system, and that
the delay is smaller than Y20” of the inter frame time of ca
1’7 msec. This surplus delay cannot be noticed by a human
observer, and typically does not aflect any timing at all given
the unsynchronized video clocks of producing and consum-
ing video devices.

According to a further aspect, the present invention also
relates to a method for transierring video data. The method
1s suitable for handling video data comprising image frames
or image fields of video data. The method comprises acquir-
ing or reconstructing an 1mage {frame or image field, pro-
cessing at least part of the video data, and sending or
receiving at least part of the data. According, to embodi-
ments of the present invention, at least two of said acquiring,
or reconstructing, processing and sending or receiving are
performed simultaneously by simultaneously handling dii-
ferent parts of the same 1mage frame, the parts not being a
complete 1image field, or different parts of the same 1mage
field of the video data. In some embodiments, all of said
acquiring or reconstructing, processing and sending or
receiving are performed simultaneously by simultaneously
handling different parts of the same 1image frame, the parts
not being a complete 1image field, or different parts of the
same 1mage lield of the video data. By way of illustration,
some specific method embodiments of the present invention
will now be discussed 1n more detail.

In one embodiment, the method comprises obtaining at
least a first image block and a second image block, each
image block being part of a same 1mage frame or a same
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image field, after obtaining the at least a first image block
and during obtaining of the second 1image block, processing
the first 1mage block, and thereaiter, before or during pro-
cessing of the second 1image block, sending the first image
block over a data network. The method also may comprise,
upon receiving at least a first image block and a second
image block, generating an image block header for the
image block for identifying an image frame or field where-
from the mmage block 1s derived. Such an 1mage block
header also may comprise other metadata, such as {for
example the fact that for encoding or decoding, no frames of
the future may be used. This 1image block header information
may be used for controlling the image processing. The
method further may comprise further steps expressing the
functionality of components illustrated 1n system aspects or
examples of the present description.

In another embodiment, the method comprises receiving
at least a first image block and a second 1mage, each image
block being part of a same 1mage {frame or a same 1mage
field, over a data network, after receiving the first image
block and betfore or during receiving of the second image
block, processing the first image block, and thereafter merg-
ing the at least first image block and the second 1image block,
after these 1mage blocks have been processed, into a single
image Irame or image field. The merging may be performed
taking into account an 1mage block header for the image
block for identifying an 1image frame or field wherefrom the
image blocks are derived. The method further may comprise
further steps expressing the functionality of components
illustrated 1n system aspects or examples of the present
description. In some embodiments the method for sending
and the method for receiving 1s combined and provides a
further method for transmitting video data.

In still another embodiment, the method comprises
obtaining at least a first image block and a second image
block, each image block being part of a same 1image frame—
but not being the complete image field—or being part of a
same 1mage field. The method also comprises, after obtain-
ing the at least a first image block and before or during
obtaining of the second image block, processing the first
image block. In other words, processing of one 1mage block
has already started prior, while the second image block still
1s being obtained (e.g. read, received as mput, . . . ).

In a further embodiment, the method comprising process-

ing a first image block and a second 1image block, each image
block being part of a same 1mage frame—but not being the
complete 1image field—or being part of a same 1mage field.
The method furthermore comprises, after processing the at
least a first image block and betfore or during processing of
the second 1mage block, sending the first image block over
a data network.
In another embodiment, the method comprising receiving,
at least a first image block and a second 1mage, each image
block being part of a same 1mage frame or a same 1mage
field, over a data network, after recerving the first image
block and before or during receiving of the second image
block, processing the first image block. The method further
may comprise thereafter merging the at least first 1image
block and the second image block, 1.e. after these 1image
blocks have been processed, mto a single 1image frame or
image field.

The methods according to embodiments as described
above may be combined with the steps of the other methods,
without departing from the current invention. They further
may comprise further steps expressing the functionality of
components 1llustrated 1n system aspects or examples of the
present description.
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In still another aspect, the present invention relates to a
computer program product for, when executing on a pro-
cessing means, for example 1 a device according to the first
aspect ol the invention, carrying out one of the methods for
transmitting video data, as well as to a corresponding
processing system. In other words, methods according to
embodiments of the present mnvention may be implemented
as computer-implemented methods, e.g. implemented 1n a
software based manner. One example of a processing system
may be a processing system that includes at least one
programmable processor coupled to a memory subsystem
that includes at least one form of memory, e.g., RAM, ROM,
and so forth. It 1s to be noted that the processor or processors
may be a general purpose, or a special purpose processor,
and may be for inclusion 1n a device, e.g., a chip that has
other components that perform other functions. Thus, one or
more aspects of embodiments of the present invention can
be implemented 1n digital electronic circuitry, or in computer
hardware, firmware, software, or in combinations of them.
The processing system may include a storage subsystem that
has at least one disk drive and/or CD-ROM drive and/or
DVD drive. In some implementations, a display system, a
keyboard, and a pointing device may be included as part of
a user interface subsystem to provide for a user to manually
input information. Ports for mputting and outputting data
also may be included. More elements such as network
connections, mterfaces to various devices, and so forth, may
be 1included. The various elements of the processing system
may be coupled 1 various ways, including via a bus
subsystem, 1n the present example for simplicity a single
bus, but will be understood to those skilled 1n the art to
include a system of at least one bus. The memory of the
memory subsystem may at some time hold part or all of a set
of 1nstructions that when executed on the processing system
implement the steps of the method embodiments described
herein.

In further aspects, the present invention relates to a data
carrier for storing a software implemented controller for
controlling video data transmission as described above or a
data carrier storing a computer program product as described
above or to the transmission of a computer program product
over a wide or local area network. Such a data carrier can
thus tangibly embody a computer program product as
described above. The carrier medium therefore may carry
machine-readable code for execution by a programmable
processor. The present invention thus relates to a carrier
medium carrying a computer program product that, when
executed on computing means, provides instructions for
executing any of the methods as described above. The term
“carrier medium”™ refers to any medium that participates 1n
providing instructions to a processor for execution. Such a

medium may take many forms, including but not limited to,
non-volatile media, and transmission media. Non volatile
media includes, for example, optical or magnetic disks, such
as a storage device which 1s part of mass storage. Common
forms of computer readable media include, a CD-ROM, a
DVD, a flexible disk or floppy disk, a tape, a memory chip
or cartridge or any other medium from which a computer can
read. Various forms of computer readable media may be
involved 1n carrying one or more sequences ol one or more
istructions to a processor for execution. The computer
program product can also be transmitted via a carrier wave
in a network, such as a LAN, a WAN or the Internet.
Transmission media can take the form of acoustic or light
waves, such as those generated during radio wave and
infrared data communications. Transmission media include
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coaxial cables, copper wire and fibre optics, including the
wires that comprise a bus within a computer.

In still another aspect, the present invention relates to
video data obtained after transmission using a method
according to an aspect of the mvention.

In yet another aspect, the present invention also relates to
the use of a video data communication system as described
above for transmission of endoscopic video data. Particular
features and advantages are illustrated in the particular
examples, such features and advantages not being limited to
these particular examples. It also relates to the use of a video
data communication system for combimng multiple video
data inputs and for providing multiple video data outputs or
providing a merged data output. The use may be a use for
obtaining visual delay free transport of video data, appli-
cable 1n a number or particular applications.

It will be apparent to those skilled in the art that various
modifications and variations can be made 1n process and
methods of the present invention of an ultra low delay video
communication unit. By way of illustration, embodiments of
the present mvention not being limited thereto, a number of
particular examples will be shown below, illustrating stan-
dard and optional features of embodiments according to the
present invention

EXAMPLE 1

No-visual Delay Compressed Video Transport Over
I[P

Present embodiment uses an analog or digital set of video
interfaces, feeding the video line data immediately to the
image processing unit. On the mmage processing unit an
advanced slice-adapted version of an MPEG4 Advanced
Simple Profile codec compresses the data 1n slices of height
32. Every slice 1s transterred by central processing unit to an
cthernet controller which packetizes and sends the data over
the network. A similar unit receives the video data via an
cthernet controller, transiers 1t to an 1mage processing unit
which decompresses 1t, and finally renders the data to a
video interface on DVI, VGA or (HD)-SDI. The overall
delay 1n this system when compared to a direct video link,
for an 1mage pixel 1n one case electrically/optically travel-
ling over the direct link (0 msec) 1s less than 5 msec. The
bandwidth reduction brings a typically 1.5 Gbps HDTV
signal back to below 350 Mbps at a visual lossless quality.

The communication by the ethernet controller and pres-
ence of a central processing umt allows us to 1implement
strong encryption on the communication 1f desirable. If no
delay at all 1s desirable, and bandwidth forms no limitation
one can disable the compression and send raw video data
over the link. The bandwidth of the ethernet controller
however should support this. This said, in the present
embodiment with a twisted pair based Gigabit Ethernet
PHY, this option 1s limited to SD resolutions. HD resolutions
could be similarly supported via a fiber optic Ethernet
interface. The system 1s self contained, passively cooled,
receives power over ethernet ‘PoE’ and consumes typically
only 15 watt.

Not a single system with similar characteristics 1s com-
mercially available or described in literature or patent
descriptions.

A block diagram of this embodiment 1s presented 1n FIG.
5.
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EXAMPLE 2

Minimal Invasive Surgery/Diagnosis Over 1P

The embodiment as described above 1s used to implement
multi sender multi receiver local communication systems
which transport endoscopic surgical video between endo-
scopic camera and surgical displays. The embodiment con-
solidates any kind of video signal on an IP based network,
and scales to an almost unlimited number of inputs and
outputs.

The system has a visual lossless compression quality, and
presents no visual delay. This can be demonstrated via
acceptance by surgeons which base eye-hand synchroniza-
tion on the IP based video feed.

This embodiment additionally implements a set of slice
based 1image enhancement steps which improve the diag-
nostic quality of the image (LU'T/gamma correction, feature
retrieval and highlighting, . . . )

EXAMPLE 3

IP Based Machine Vision

In computer algorithm controlled inspection machine 1t 1s
often a problem to place the computing system and the
camera at a distance supported by a direct video link. E.g. 1n
manufacturing a factory can be a hostile environment for a
computing system, whereas typical direct video links cannot
carry the signal over a longer distance. Similarly image
based marine navigation requires cameras high above the
water, whereas computing power 1s only available tens of
meters away.

Any of the above machine vision systems which imple-
ments a control loop heavily suffers from delay (time
constant 1 a feedback based control loop). The present
embodiment overcomes these limitations via delay free 1P
based video transport, which at the level of the computing
plattorm 1immediately can offer digital images to a CPU
instead of converting 1t back to a video interface.

The 1nvention claimed 1s:

1. A video data communication system for ultra-low
latency (ULL) video communication, the system compris-
ng:

at least one video data transmission unit for sending or

receiving video data over a data network, the transmis-
s10n unit comprising;:
an 1mage acquiring circuitry or an image reconstruction
circuitry for acquiring or reconstructing an image
frame or 1image field,
a video processing unit for processing at least part of
the video data, and
a communication unit for sending or receiving at least
part of the data,
wherein at least two of
(a) the 1image acquiring circuitry or the 1mage recon-
struction circuitry,
(b) the video processing unit, and
(¢) the communication unit
are [arranged for simultaneously handling] config-
ured to simultaneously handle a first part of an
image frame and a second part of the image
frame, the first part of the image frame and the
second part of the image frame being dillerent
parts of [a] the same image frame, each of the
[parts] first part of the image frame and the second
part of the image frame being an ncomplete
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image field],] or different parts of a same image
field of the video data; and

wherein

the image acquiring circuitry comprises an image divider
configured for dividing the image frame of the video
data into image blocks as the first and second parts of
the image frame, each image block being one ov more
entive lines of pixels of the image frame or field, or

the image veconstruction civcuitry comprises an image

merger configured for merging image blocks as the first
and second parts of the image frame, each image block
being one or more entive lines of pixels of the image

frame or field.

2. Avideo data communication system according to claim
1, wherein all of the image acquiring circuitry or image
reconstruction circuitry, the video processing unit and the
communication unit are arranged for simultaneously han-

dling different parts of a same 1mage frame or same 1mage
field of the video data.

3. A video data communication system according to claim
1, wherein
the 1image acquiring circuitry comprises an image divider
configured for dividing an 1mage frame or image field
into 1mage blocks comprising a part of the image frame
or field being one or more entire horizontal lines of
pixels of the image frame or field|, or
the 1mage reconstruction circuitry comprises an 1mage
merger configured for merging 1mage blocks compris-
ing only a part of an 1image frame or image field being
one or more lines of pixels of the image frame or field
in a full image frame or image field].
4. A video data communication system according to claim
[3] /, wherein the video communication system comprises
an 1mage block header generating means configured for
generating an 1mage block header for the image block for
identifying an 1mage {frame or field wherefrom the image
block 1s derived.
5. Avideo data communication system according to claim
1, wherein the video processing unit comprises [an] a video
encoder or a video decoder configured for encoding or
decoding image blocks comprising only a part of an 1mage
frame [or image field] in a sequence of image frames of the
video data.
6. A video data communication system according to claim
1, wherein the communication unit 1s configured for sending
or recerving data representative of an image block compris-
ing only a part of an image frame or image field.
7. Avideo data communication system according to claim
1. wherein the at least one video data transmission unit 1s a
video sender or a video recerver.
8. A video data communication system according to claim
1, wherein the video communication system comprises both
a video sender comprising an 1mage acquiring circuitry, a
video processing unit and a commumication unit
arranged for simultaneously handling different parts of
a same frame or same field of the video data, and

a video receiver comprising a communication unit, a
video processing unit and an 1mage reconstruction
circuitry arranged for simultaneously handling different
parts of a same frame or same field of the video data,

the system furthermore being adapted for the video sender
and the video recerver simultaneously handling differ-
ent parts of the same frame or same field of the video
data.

9. Avideo data communication system according to claim
[4] /, wherein the reconstruction circuitry is configured for
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reconstructing frames or fields taking into account image
block headers of the image blocks.

10. A video data communication system according to

claim 1, the video communication system being a software-
implemented controller. d
11. A video data communication system according to
claim 1,
wherein the video processing unit comprises a cCompress-
ing or decompressing unit configured for compressing

or decompressing 1mage blocks comprising only a part
of an 1mage frame or image field, and/or

wherein the video processing unit comprises an encrypt-
ing or decrypting unit configured for encrypting or
decrypting 1mage blocks comprising only a part of an
image frame or 1mage field.

12. Use of a video data communication system according
to claim 1, in transmission of endoscopic video data and/or
for combining multiple video data iputs and for providing
multiple video data outputs or providing a merged data »q
output and/or for obtaining visual delay free transport of
video data.

13. A method for transferring video data of ultra-low
latency (ULL) video communication, the video data com-
prising 1mage frames or image fields of video data, the 25
method comprising:

(a) acquiring or reconstructing an 1image frame or 1mage

field,

(b) processing at least part of the video data, and

(¢) sending or receiving at least part of the data, 30
wherein at least two of

(a) said acquiring or reconstructing,

(b) said processing, and

(c) said sending or receiving

are performed simultaneously by simultaneously 35
handling a first part of an image frame and a
second part of the image frame, the first part of the
image frame and the second part of the image
frame being different parts of the same 1mage
frame, [the parts] each of the first part of the image 40
frame and the second part of the image frame
being an incomplete image field[,] or different
parts of the same 1mage field of the video data;
and

the method further comprising 45

(d) obtaining at least a first image block and a second
image block as the first and second parts of the same
image frame, each of the first image block and the
second image block being one or move entive lines of
pixels of the image frame or field. 50

14. A method for transferring video data according to
claiam 13, wherein all of said acquiring or reconstructing,
processing and sending or receiving are performed simul-
taneously by simultaneously handling different parts of the
same 1mage frame, the parts not being a complete 1mage 55
field, or different parts of the same 1mage field of the video
data.

15. A method for transterring video data according to
claim 13, the method comprising:

[obtaining at least a first image block and a second image 60
block, each image block being part of a same 1mage
frame or a same image field,] after obtaining the at least
a first image block and during obtaining of the second
image block, processing the first image block, and
thereafter, before or during processing of the second 65
image block, sending the first image block over a data
network.
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16. A method for transferring video data according to
claim [15] /3, the method further comprising, upon receiv-
ing at least a first image block and a second image block,
generating an 1mage block header for the image block for
identifving an image frame or field wherefrom the image

block 1s derived.

17. A method for transferring video data according to
claim 13, the method comprising:
recerving at least a first image block and a second 1mage,
cach image block being part of a same 1mage frame or
a same 1mage lield, over a data network,

after receiving the first image block and before or during
receiving of the second image block, processing the
first 1image block, and thereaiter

merging the at least first 1mage block and the second

image block, after these image blocks have been pro-
cessed, 1into a single image frame or 1mage field.

18. A method for transferring video data according to
claim 17, wherein at least said merging 1s performed taking
into account an 1mage block header for the image block for
identifying an 1mage frame or field wherefrom the image
blocks are derived.

19. A computer program product programmed for, when
executing on a processing unit, transierring video data
according to the method of claim 13.

20. A data carrier medium storing a computer program
product according to claim 19.

21. A video data communication system according to
claim 1, the video data communication system being a
surgical video data communication system and the video
data transmission unit being a surgical video data trans-
mission unit for sending or receiving surgical video data.

22. Use according to claim 12, wherein the video data
communication system is a surgical video data communica-
tion system.

23. A method for transferring surgical video data accord-
ing to claim 13, wherein the method is a method for
transferring surgical video data.

24. A surgical video data communication system for
ultra-low latency (ULL) video communication, the system
COmprising:

at least one surgical video data transmission unit for

sending or receiving surgical video data over a data
network, the transmission unit comprising:
an image acquirving circultry orv an image reconstruc-
tion circuitry for acquiving ov reconstructing am
image frame,
a video processing unit for processing at least part of
the surgical video data, and
a communication unit for sending or rveceiving at least
part of the data;
whevrein at least two of
(a) the image acquiring circuitry or the image recon-
struction circuitry,
(b) the video processing unit, and
(c) the communication unit
are configured to simultaneously handle a first part
of an image frame and a second part of the image
frame, the first part of the image frame and the
second part of the image frame being different
parts of the same image frame, each of the first
part of the image frame and the second part of the
image frame being an incomplete image field or
different parts of a same image field of the video
data; and
wherein
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the image acquiring circuitry comprises an image divider
configured for dividing the image frame of the video
data into image blocks as the first and second parts of
the image frame, each image block being one or more
entive lines of pixels of the image frame or field or 5

the image rvecomnstruction circuitry comprises an image
merger configured for merging image blocks as the first
and second parts of the image frame, each image block
being one or movre entive lines of pixels of the image
frame or field

25. Use of a surgical video data communication system
according to claim 24, in transmission of endoscopic video
data and/ov for combining multiple surgical video data
inputs and for providing multiple video data outputs or
providing a merged data output and/or for obtaining visual 15
delay free transport of surgical video data.

26. A method for transferrving surgical video data of
ultra-low latency (ULL) video communication, the surgical
video data comprising image frames ov image fields of
surgical video data, the method comprising:

(a) acquiring or reconstructing an image frame ov image

field

(b) processing at least part of the video data, and

(¢) sending or receiving at least part of the data,

wherein at least two of

(a) said acquiring or reconstructing,

(b) said processing, and

(c) said sending or receiving

are performed simultaneously by simultaneously
handling a first part of an image frame and a
second part of the image frame, the first part of the
image frame and the second part of the image
frame being different parts of the same image
frame, each of the first part of the image frame and
the second part of the image frame being an
incomplete image field ov different parts of the
same image field of the video data; and

the method further comprising

(d) obtaining at least a first image block and a second

image block as first and second parts of the same image

frame, each of the first image block and the second
image block being one or movre entire lines of pixels of
the image frame or field.

27. A computer-readable medium having stoved thereon
executable instructions that, when executed by one or more
processors, configure a computer system to perform the
method of claim 26.

28. A method for transferring video data according to
claim 13, whervein the method further comprises:

(d) obtaining at least a first image block and a second 50

image block as first and second parts of the same image

frame, each of the first image block and the second
image block being one or more entire lines of pixels of
the image frame or field, and

dfter obtaining the first image block, and before or during 55

obtaining of the second image block, processing the
first image block;

or

(e) processing at least a first image block and a second

image block as first and second parts of the same image 60
frame, each of the first image block and the second
image block being one or more entire lines of pixels of
the image frame or field, and

dfter processing the first image block, and before or

during processing of the second image block, sending 65
the first image block over a data network;

or
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(f) receiving at least a first image block and a second
image block as first and second parts of the same image
frame, each of the first image block and the second
image block being one or more entirve lines of pixels of
the image frame or field, and

after veceiving the first image block, and beforve or during
receiving of the second image block, processing the first
image block.

29. A surgical video data communication system for
ultra-low latency (ULL) video communication according to
claim 24, the surgical video data being surgical endoscopic
video data.

30. A surgical video data communication system for
ultra-low latency (ULL) video communication according to
claim 24, wherein the video data transmission unit is con-
figured for sending the received video data over an internet
protocol network.

31. A surgical video data communication system for
ultra-low latency (ULL) video communication according to
claim 24, wherein the surgical video data is vaw surgical
video data.

32. A surgical video data communication system for
ultra-low latency (ULL) video communication according to
claim 24, wherein the system has a compression gquality
without visual loss and without visual delay.

33. A surgical video data communication system for
ultra-low latency (ULL) video communication according to
claim 24, wherein the latency of the system is less than one
twentieth of the frame rate of the surgical video.

34. A video data communication system according to
claim 4, wherein the image block header generated by the
image block header generating means comprises metadata
for signaling to the video processing unit that no image
blocks of future image frames are to be used when process-
ing the image block identified by the image block header.

35. A method for transferring video data according to
claim 13, wherein (b) said processing comprises processing
metadata included in an image block header to either
process an image block identified by the image block header
without taking into account image blocks obtained with
respect to future image frames or process an image block
identified by the image block header taking into account
image blocks obtained with rvespect to future image frames.

36. A video data communication system according to
claim I, wherein the image veconstruction circuitry com-
prises an image mervger configured for merging image blocks
comprising only a part of an image frame or image field
being one or more entive lines of pixels of the image frame
or field in a full image frame or image field.

37. A method for tramnsferring surgical video data of
ultra-low latency (ULL) video communication, the surgical
video data comprising image frames or image fields of
surgical video data, the method comprising:

(a) acquiring or reconstructing an image frame ov image

field,

(b) processing at least part of the video data, and

(c) sending or receiving at least part of the data,
wherein at least two of

(a) said acquiring or reconstructing,

(b) said processing, and

(c) said sending or veceiving

are performed simultaneously by simultaneously
handling a first part of an image frame and a
second part of the image frame, the first part of the
image frame and the second part of the image
frame being different parts of the same image
frame, each of the first part of the image frame and



US RE49,077 E

21

the second part of the image frame being an
incomplete image field ov different parts of the
same image field of the video data; and
the method further comprising
(d) obtaining at least a first image block and a second >
image block as first and second parts of the same image
frame, each of the first image block and the second
image block being one or movre entire lines of pixels of
the image frame or field, and
dfter obtaining the first image block, and beforve or during
obtaining of the second image block, processing the
first image block;
or
(e) processing at least a first image block and a second
image block as first and second parts of the same image
frame, each of the first image block and the second
image block being one or more entire lines of pixels of
the image frame or field, and

dfter processing the first image block, and before or >0
during processing of the second image block, sending
the first image block over a data network;

or

(f) receiving at least a first image block and a second
image block as first and second parts of the same image >3
frame, each of the first image block and the second
image block being one or more entire lines of pixels of
the image frame or field, and
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after receiving the first image block, and before or during
receiving of the second image block, processing the first
image block.

38. The method for transferring surgical video data of
ultra-low latency (ULL) video communication according to
claim 37, wherein

the method further comprises

(e) processing at least a first image block and a second

image block as first and second parts of the same image

frame, each of the first image block and the second
image block being one or more entire lines of pixels of
the image frame or field, and

after processing the first image block, and before pro-

cessing of the second image block, starting to send the
first image block over a data network.

39. The method for transferring surgical video data of
ultra-low latency (ULL) video communication according to
claim 37, wherein

the method further comprises

(e) processing at least a first image block and a second

image block as first and second parts of the same image

frame, each of the first image block and the second
image block being one or more entirve lines of pixels of
the image frame or field, and

after processing the first image block, and before pro-

cessing of the second image block, sending the first
image block over a data network.
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