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FOR EQUALIZATION PREFERENCE
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Matter enclosed in heavy brackets | ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue; a claim printed with strikethrough
indicates that the claim was canceled, disclaimed, or held
invalid by a prior post-patent action or proceeding.
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present application is the second reissue application to be
filed for the reissue of U.S. Pat. No. 8§565,908. The other
reissue application is U.S. application Ser. No. 14/688,574,
which was filed on Apr. 16, 2015. The present application is
a divisional reissue application of U.S. application Ser. No.
14/688,574, and a reissue of U.S. Pat. No. §565,908. U.S.
application Ser. No. 14/688,574 was filed as a reissue
application of U.S. Pat. No. 8,565,908, which claims prior-
ity to U.S. Provisional Application No. 61/229,558, filed on
Jul. 29, 2009.

STAITEMENT REGARDING FEDERALLY
SPONSORED RESEARCH OR DEVELOPMENT

This 1nvention was made with government support under
Grant Number 1150757544 awarded by the National Science
Foundation. The government has certain rights 1n the inven-
tion.

BACKGROUND

The presently described technology generally relates to
digital audio modification. In particular, the presently
described technology relates to systems, methods, and appa-
ratus for equalization preference learning for digital audio
modification.

In recent decades, audio production tools have increased
in performance and decreased in price. These trends have
enabled an increasingly broad range of musicians, both
proiessional and amateur, to use these tools to create music.
Unfortunately, these tools are often complex and conceptu-
alized 1n parameters that are unfamiliar to many users. As a
result, potential users may be discouraged from using these
tools, or may not use them to their fullest capacity.

The parameters provided to users 1n audio production
tools generally reflect the algorithm used to manipulate the
sound rather than how manipulating that parameter will
influence the way 1 which that sound i1s perceived. For
example the parameters of an audio equalizer interface
might provide the user the ability to increase the gain (in dB)
above a particular cutofl frequency (in Hz). However, the
perceptual eflect of that manipulation might be to make the
sound more “bright.” Many users approach an audio pro-
duction tool with an 1dea of the perceptual effect that they
would like to bring about, but may lack the techmnical
knowledge to understand how to achieve that effect using the
interface provided.

Equalizers aflect the timbre and audibility of a sound by
boosting or cutting the level 1n restricted regions of the
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2

frequency spectrum. These devices are widely used {for
many applications such as mixing and mastering music

recordings. Many equalizers have interfaces that are daunt-
ing to mexperienced users. Thus, such users often use
language to describe the desired change to an experienced
individual (e.g., an audio engineer) who performs the equal-
1zation manipulation.

Using language to describe the desired change can be a
significant bottleneck 11 the engineer and the novice do not
agree on the meaming of the words used. While investiga-
tions of the physical correlates of commonly used adjectives
have 1dentified some descriptors for which there 1s consid-
erable agreement across listeners, they have also identified
individual differences. For instance, when using the descrip-
tors “warm’” and “clear” to describe the timbre of pipe
organs, English speakers from the United Kingdom dis-
agreed with those from the United States on the acoustical
correlate.

Further complicating the use of language, the same equal-
1zer adjustment might lead to perception of ditferent descrip-
tors depending on the spectrum of the sound source. For
example, a boost to the midrange frequencies might
“brighten” a sound with energy concentrated in the low-
frequencies (e.g., a bass), but might make a more broadband
sound (e.g., a p1ano) appear “tinny.” Thus, though there have
been several recent attempts to directly map equalizer set-
tings to commonly used descriptors, there are several difli-
culties to this approach.

An alternative approach that circumvents these problems
learns a listener’s preference on a case-by-case basis. Per-
haps the most studied procedure of this type has been
developed for setting the equalization curve of a hearing aid.
In what 1s known as a modified simplex procedure, the
spectrum 1s divided into a low- and a high-frequency chan-
nel and each combination of low- and high-frequency gains
1s represented as points on a grid. On each trial, the listener
makes two paired preference judgments: one in which the
two settings differ 1n high frequency gain, and one in which
they differ in low frequency gain. The subsequent settings
are selected to move 1n the direction of the preference. Once
there 1s a reversal on both axes, the procedure 1s complete
and the gains are set. While this procedure can be relatively
quick, the number of potential equalization curves explored
1s quite small. Although this procedure could theoretically
be expanded to include more variables, the amount of time
that this would take quickly becomes prohibitively large.

BRIEF SUMMARY

Systems, methods, and apparatus are provided for equal-
ization preference learming for digital audio modification.

Certain examples provide a method for listener calibration
of an audio signal. The method includes generating a plu-
rality of sound/descriptor pairs, each sound/descriptor pair
including a sound and an audio descriptor for the sound. The
method also includes determining a weighting function
based on the plurality of sound/descriptor pairs. The method
further includes scaling the weighting function according to
listener feedback. The method additionally includes apply-
ing the scaled weighting function as an audio device setting
for an audio signal.

Certain examples provide a method for listener calibration
of an audio signal. The method includes modifying a refer-
ence sound using at least one equalization curve. The
method also includes playing the modified reference sound
for a listener. The method further includes accepting listener
teedback regarding the modified reference sound. The
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method additionally includes generating a weighting func-
tion based on listener feedback. The method includes apply-
ing the weighting function to an audio signal via an audio
device.

Certain examples provide a tangible computer readable
medium including computer program code which, when
executed by a processor, implements an audio configuration
system for individual learning and customization of a lis-
tener’s subjective audio preference. The system includes an
output to provide a sound for listener review. The system
also includes an interface to accept listener feedback regard-
ing the sound, the feedback including a descriptor to asso-
ciate with the sound. The system further includes a processor
to program an audio device based on listener feedback. The
processor 1s to analyze the sound and associated listener

teedback to generate a weighting function. The weighting
function 1s further scalable based on listener feedback. The
processor 1s to apply the weighting function as an audio
device setting for the audio device to apply to an audio
signal.

BRIEF DESCRIPTION OF SEVERAL VIEWS OF
THE DRAWINGS

FIG. 1 illustrates an example weighting function.

FIG. 2 demonstrates an example of weighting function
quality.

FIG. 3 illustrates an example time course of learning.

FIG. 4 demonstrates example specificity to probe curves.

FIG. 35 1llustrates imndividual audiograms and associated
average welighting functions.

FIG. 6 depicts an example principle component analysis.

FIGS. 7-9 provide example interfaces used for training,
verification, and feedback.

FIG. 10 provides a plurality of example weighting func-
tions for a plurality of sounds based on normalized slope and
frequency.

FIG. 11 summarizes an example simulation of machine
ratings generated by computing the similarity of a given
probe to the weighting function based on user ratings.

FI1G. 12 1llustrates an example iterface of an application
that allows sound adjustments to be made on digital audio
equalizers.

FIG. 13 illustrates an example calibration system to
calibrate an audio device based on learned user preference.

FI1G. 14 1llustrates an example flow diagram for a method
for listener calibration using an equalization curve.

FIG. 15 1s a block diagram of an example processor
system that may be used to implement systems, apparatus,
and methods described herein.

The foregoing summary, as well as the following detailed
description of certain embodiments of the present invention,
will be better understood when read in conjunction with the
appended drawings. For the purpose of illustrating the
invention, certain embodiments are shown in the drawings.
It should be understood, however, that the present invention
1s not limited to the arrangements and instrumentality shown
in the attached drawings.

DETAILED DESCRIPTION OF TH.
INVENTION

L1

Certain examples provide methods and systems for hear-
ing-aid fine tuning that maps language-based descriptors to
frequency-gain curves (FGCs). Listeners with hearing loss
rate sound samples varying in FGC characteristics according,
to how well they matched common descriptors. Weighting,
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functions are computed by evaluating the relationship
between these ratings and gain values on a band-by-band
basis. These functions are highly replicable despite variable
ratings, reach asymptotic performance quickly, and are
predictive of listener responses. While there are some global
similarities about how descriptors mapped to FGC shape,
there are also considerable differences 1n the specifics of that
mapping.

Although the following discloses example methods, sys-
tems, articles of manufacture, and apparatus including,
among other components, soltware executed on hardware, 1t
should be noted that such methods and apparatus are merely
illustrative and should not be considered as limiting. For
example, 1t 1s contemplated that any or all of these hardware
and software components can be embodied exclusively 1n
hardware, exclusively 1n software, exclusively 1n firmware,
or in any combination of hardware, software, and/or firm-
ware. Accordingly, while the following describes example
methods, systems, articles of manufacture, and apparatus,
the examples provided are not the only way to implement
such methods, systems, articles of manufacture, and appa-
ratus.

When any of the appended claims are read to cover a
purely software and/or firmware implementation, in at least
one example, at least one of the elements 1s hereby expressly
defined to include a tangible medium such as a memory,
DVD, Blu-ray, CD, etc. storing the soiftware and/or firm-
ware.

Virtually all sounds encountered 1n everyday life include
energy across a wide range of frequencies. A common way
to modity the timbre (1.e., the tone) of a sound 1s to boost or
cut the energy 1n restricted frequency ranges. A way 1 which
energy 1s boosted or cut as a function of frequency 1s known
as the Frequency Gain Curve (FGC). Technical expertise 1s
required to determine the appropriate FGC, usually through
an equalizer. Certain examples provide a procedure for
enabling novice users to find their preferred FGC.

The FGC 1s among the most important parameters to
consider when fitting a hearing aid. In practice a prescriptive
FGC, derived from the audiogram, 1s mitially applied. In a
subsequent fine-tuning stage, the patient often communi-
cates his or her concerns about the sound quality using
descriptors (e.g., “it sounds hollow™), and the clinician
modifies the FGC accordingly. Here, certain examples pro-
vide systems and methods that can enhance this process by
rapidly mapping descriptors to FGC shapes. These methods
and systems can also be used to examine an extent to which
there 1s across-individual agreement 1n how descriptors map
to FGC shapes.

During experimental trials, a sound 1s processed by a
probe FGC and then 1s played to the user. The user then rates
how well that modified sound captured some concept 1n the
user’s mind (e.g., how “tinny” was this sound, how “clear”
was this sound, . . . etc). The specific sounds and FGC curves
can be tailored to the particular application (e.g., if the goal
1s to optimize speech intelligibility, then speech will be the
sound). After several ratings have been collected, the pro-
cedure then attempts to determine the relationship between
the ratings and the FGCs. In one potential instantiation, at
cach frequency a linear correlation 1s computed relating the
probe FGC gains at that frequency to the user ratings. The
slope of that line 1s computed at each frequency, and the
series of those slopes i1s referred to as a weighting function.
The user 1s then presented with a single controller that scales
the weighting function to the desired extent. The scaled
welghting function 1s the user’s preferred FGC. The rela-
tionship between gains and ratings need not be a line, but can
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also take on a curvilinear shape, for example. Further, that
relationship need not be computed on a frequency-by-
frequency basis, and can be computed with a single proce-
dure such as a multivanate linear regression. Finally, instead
of relating gains to ratings, 1t 1s also possible to relate ratings
to dertvatives of those gains such as mel-frequency cepstral
coellicients or the coetlicients from a principle component
analysis, for example.

For example, regression analyses can be conducted to
determine a degree to which listener ratings are correlated
with the gain values associated with each of twenty-five
frequency-bands. An array of slopes of these regression lines
across Irequency-bands i1s referred to as the weighting
function and 1s interpreted as the FGC shape that corre-
sponds to the descriptor. This procedure 1s used to determine
the FGC shapes associated with four of the most common
descriptors used to describe hearing aid sound quality prob-
lems (“tinny”, “sharp”, “hollow” and *““in a barrel, tunnel, or
well™).

This weighting function shape 1s highly replicable despite
variable listener responses, reached asymptotic performance
quickly (e.g., <20 ratings), and 1s predictive of listener
responses. As expected, on a global level, there 1s some
agreement across individuals mm how common descriptors
mapped to weighting function shape. Over 95% of the
variance in the weighting functions can be accounted for by
two components: spectral tilt and middle frequency balance.
However, considerable diflerences are observed between
individuals 1n terms of the specifics of that mapping (e.g.,
slopes, cutoll frequencies, and whether the function was
monotonic).

In certain examples, a descriptor-to-FGC mapping can be
accomplished by determining individualized changes to the
FGC. Given a range of individual differences in the specifics
of descriptor-to-FGC mappings observed, this approach can
be useful 1n a clinical setting to easily quantily these acoustic
parameters. Implementation of such procedures can lead to
more personalized fine-tuning of amplification devices, for
example.

FGC determination can be applied i a plurality of
domains. For example, FGC determination can be applied to
music production. The procedure described above can
enable a musician to modity a sound to achieve a particular
character (e.g., “make the drums sound warmer”) without
technical knowledge about how that character was achieved.
Alternatively or in addition, FGC determination can be
applied to hearing aid fitting. The procedure described above
can be used to help hearing aid users modity the sound of
their hearing aid to better suit their preference (e.g., “make
the hearing aid sound less boomy™). This can be accom-
plished in the climc as the hearing aid 1s being fit, or
dynamically as the user enters a diflicult listening situation,
for example.

In certain examples, an algorithm that rapidly learns a
listener’s equalization preference on a case-by-case basis
and still explores a wide range of settings 1s presented and
evaluated. In this procedure, a relative weight that each
portion of the audible frequency spectrum has on the per-
ception of a given descriptor (e.g., “bright” or “warm™) 1s
determined by correlating the gain at each frequency band
with listener ratings. Thus, the relative perceptual 1mpor-
tance of features of a stimulus 1s determined by the extent to
which modifications to each feature are correlated to some
perceptual variable.

In an example, an algorithm to rapidly learn a listener’s
desired equalization curve i1s described. First, a sound 1is
modified by a series of equalization curves. After each
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modification, the listener indicates how well the current
sound exemplifies a target sound descriptor (e.g., “warm”).
After listener rating, a weighting function 1s computed
where the weight of each channel (frequency band or region)
1s proportional to the slope of the regression line between
listener responses and within-channel gain. Listeners report
that sounds generated using this function capture their
intended meaning of the descriptor. Machine ratings gener-
ated by computing the similarity of a given curve to the
weighting function are highly correlated to listener
responses, and asymptotic performance 1s reached after few
(e.g., ~10-25) listener ratings, for example. This approach
can be used to generate a filter that alters the frequency
spectrum of a sound as desired without direct manipulation
ol equalization controls.

Equalizers affect the timbre of a sound by boosting or
cutting the level in specific regions of the frequency spec-
trum. These devices are widely used for many applications
such as mixing and mastering music recordings. Equalizers
often have interfaces that are daunting to the inexperienced
user. Thus, such users typically describe the desired change
to an experienced ndividual (e.g., an audio engineer) who
performs the manipulation. This description can be a sig-
nificant bottleneck 1f the engineer and the novice do not
agree on the meaning of the words used. Indeed there is
evidence that certain adjectives have different acoustical
meanings across groups ol users.

Additionally, for example, 1t appears that listeners from
the US and the UK differ in how they use descriptors such
as “warm’” and “clear” to describe the sound of pipe organs.
While listeners show considerable agreement on the equal-
1zer correlates of some words (e.g., “tinny”), there 1s a wide
range of variability on others (e.g., “warm”). Further com-
plicating the use of a fixed descriptor-to-parameter mapping,
the same parameter setting might lead to perception of
different descriptors depending on the sound source. For
example, a boost to midrange frequencies might “brighten™
a sound with energy concentrated in the low frequencies
(e.g., a bass guitar), but might make a more broadband sound
(c.g., a pilano) appear “tinny.”

This problem of across-individual descriptor variability
can be mitigated 1f the user’s preference 1s learned on a
case-by-case basis. Procedures that learn the user’s prefer-
ence for audio processing on a case-by-case basis have been
largely limited to setting the parameters of hearing aids and
cochlear implants. Perhaps the most studied technique of
this type 1s the modified simplex procedure. This approach
requires the user make a series of paired comparisons
differing 1n high- and low-frequency gain, and these judg-
ments guide the search to converge on the desired setting.
While this procedure can be relatively quick, the number of
potential equalization curves explored 1s quite small.
Although this procedure could theoretically be expanded to
include more variables, the amount of time that this would
take quickly becomes prohibitively large. Indeed most of the
approaches that learn a user’s preference on a case-by-case
basis only explore a small range of parameter settings and,
therefore, would probably not be suflicient for music pro-
duction.

To circumvent this bottleneck, systems, methods, and
apparatus are provided to rapidly learn a preferred equal-
ization curve by computing a function based on the corre-
lation between user ratings of a series of probe equalization
curves and the gain at each frequency region. A user’s
preferences are learned on a case-by-case basis while still
exploring a wide range of parameter settings. The underly-
ing rationale 1s that the extent to which a particular feature
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influences the behavioral response will be retlected 1n the
steepness and sign of the slope of a line correlating that
feature to the some measure derived from the response (e.g.,
percent correct). With this 1n mind, the slope of the line fitted
between the stimulus feature value and the behavioral
response 1s computed for all stimulus features, and the
combination of those slopes 1s called the weighting function.

Audio equalizers are perhaps the most common type of
processing tool used 1n audio production. Equalizers affect
the timbre and audibility of a sound by boosting or cutting,
the level 1n restricted regions of the frequency spectrum.
Commercial equalizers often have complex interfaces. In an
example, this mterface 1s simplified by building a single
personalized controller that mamipulates all frequency bands
simultaneous to allow a sound to be modified 1n terms of that
descriptor.

In certain examples, a user selects an audio file and a
descriptor (e.g., “warm”™ or “tinny”’). The audio file 1is
processed once with each of N probe equalization curves,
making N examples. The user rates how well each example
sound exemplifies the descriptor. A model of the descriptor
1s built, estimating the influence of each frequency band on
user response by correlating user ratings with the variation
in gain of each band over the set of examples. A controller
(e.g., a slider) 1s provided to the user that controls filtering
of the audio based on the learned model.

First, to modity the audio, a reference sound 1s passed
through a bank of 40 bandpass filters (channels) with center
frequencies spaced approximately evenly on a perceptual
scale spanning the range of audible frequencies, and with
bandwidths roughly equivalent to the critical band. Then, the
sound 1s modified by adjusting the gain of each channel
using a probe equalization curve. For this curve, the gain of
cach channel 1s determined by concatenating a set of Gauss-
1an functions with random amplitudes from -20 to 20 dB,
and random bandwidths from 35 to 20 channels, for example.
Each probe curve in a set 1s selected to be maximally
different from the preceding curves. After the gain 1s applied,
the sound 1s reconstructed (e.g., the channels are summed)
and played to the listener. To reduce or minimize an influ-
ence of loudness on user ratings, each presentation 1s scaled
to have the same root-mean-squared (RMS) amplitude.

Each probe equalization curve 1s created by concatenating,
Gaussians functions in the space of the 40 channels, with
random amplitudes ranging from -20 to 20 dB, and ran-
domly chosen center channels and bandwidths, for example.
Each curve 1s composed of between 2 and 8 Gaussians, each
with a width of 5 to 20 channels.

To help ensure that the set of equalization curves has a
wide range of within-channel gains, and a similar distribu-
tion of across-channel gains, a library of 5000 random
probes 1s first computed. The 1nitial probe equalization curve
1s randomly selected from the library. Once a curve is
selected, 1t 1s removed from the library. Then, each subse-
quent probe was selected by choosing a member of the large
population whose gain values were most different from the
probes that preceded 1t. To help ensure a wide range of
within-band gain values, and a similar distribution across
bands, a probe that increased or maximized within-channel
standard deviation of gains 1s chosen, after imposing a
penalty for across-band distribution differences.

For each example used to train the system, the user hears
the audio modified by a probe equalization curve. The
listener indicates, such as by moving an on-screen slider,
how well the modified sound exemplifies a user-determined
descriptor (e.g., “warm™ or “bright™). Ratings range from 10
(strongly representative) to -10 (strongly opposite), for
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example. Ratings could also range from -1 (very opposite)
to 1 (very), for example. Atter 20 ratings, a linear regression
1s computed between the gain in each channel and the user
rating. In an example, channels that strongly influence the
perception of the descriptor are assumed to have steep
regression slopes, while 1rrelevant channels will have shal-
low slopes. Therelfore, the slope of the regression line for
cach channel 1s used as an estimate of the shape of the
preferred filter. This 1s referred to as the weighting function.

Thus, high level language-based descriptors can be
quickly mapped to audio processing parameters by corre-
lating user-generated descriptor ratings to parameter values.
This approach can be applied to an audio equalizer, etc.

In an example, fourteen listeners participated 1n an experi-
ment. The average listener age was 29.4 years and the
standard deviation was 8.5. All listeners reported normal
hearing, and no prior diagnosis of a language or learming
disorder. Fight of the listeners reported at least five years of
experience playing a musical instrument, and four listeners
reported at least four years of experience actively using
audio equipment.

In the example, the stimuli were five short musical
recordings. The sound sources were a saxophone, a female
singer, a drum set, a piano, and an acoustic guitar. Each five
second sound was recorded at a Chicago-area recording
studio at a sampling rate of 44.1 kHz and bit depth of 16. To
modily the spectrum, the sound was first passed through a
bank of bandpass filters designed to mimic characteristics of
the human peripheral auditory system. Each of the 40
bandpass filters (channels) was designed to have a band-
width and shape similar to the auditory filter (i.e., critical
band). The center frequencies were spaced approximately
evenly on a perceptual scale from 20 Hz to 20 kHz. To
remove any filter-specific time delay, the filtered sounds
were time reversed, passed through the same filter, and time
reversed again. Next, a gain value was applied to each
channel according to a trial-specific probe equalization
curve (e.g., a frequency vs. gain function, as discussed
further below). Finally, the channels were summed and
shaped by 100 ms on/off ramps. All stimuli were presented
at the same root mean square (RMS) amplitude.

In the example experiment, listeners were seated 1n a quiet
room with a computer that controlled the experiment and
recorded listener responses. The stimuli were presented
binaurally over headphones (e.g., Sony, MDR-7506) and
listeners were allowed to adjust the overall sound level to a
comiortable volume. Each listener participated in a single
one-hour session. Within a session, listening trials were
grouped 1nto five runs, one for each stimulus/descriptor
combination (e.g., saxophone/bright). The descriptors
“bright”, “dark”, and “tinny”” were each tested once, and the
descriptor “warm” was tested twice. For all listeners, the
descriptor “warm’ was always tested with the recordings of
the drum set, and the female singer. This pairing was chosen
to examine listener and sound-source diflerences, for
example. The remaining three descriptors were randomly
assigned to the remainming recordings. The five runs were
tested 1n a randomly determined order. There were 75
listening trials per run.

On each trial in the example experiment, the listener heard
the stimulus modified by a probe equalization curve. The
listener responded by moving an on-screen slider to indicate
the extent to which the current sound exemplified the current
descriptor (from -1: “very-opposite”, to 1: “very”). Once the
listener settled on a slider position, they clicked a button to
move on to the next trial. If the full 5-second sound had not
fimshed playing, 1t was stopped when the button was
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clicked. To minimize the intfluence of the preceding stimu-
lus, a 1 second silence was 1nserted between trials. Before
cach run, the entire unmodified sound was played to the
listener as an example of a “neutral” sound (one which
corresponded to the middle position on the slider).

For each listener 1n the example test, response consistency
1s estimated using the correlation coeflicient (e.g., Pearson’s
r) between the responses to the 1dentical probe equalization
sets. To estimate the quality of the weighting function
learned from user responses, the function 1s computed on
one of the probe equalization sets and then tested on the
remaining sets (the test set, multiple runs). For each probe
equalization curve, a “machine response” 1s generated by
measuring the correlation coetlicient between the learned
weilghting function and each probe equalization curve. Then,
the machine respons(es) are correlated with the user
responses on the test set. Finally, the number of user
responses for the weighting function to reach asymptotic
performance 1s examined The machine versus user correla-
tion 1s computed as described above using the weighting
function computed after each response. In summary, analy-
ses 1ndicate that listeners generate consistent weighting
functions that are highly correlated to user responses, and
that the weighting function can be learned after only ~20
user responses, for example. Systems, methods, and appa-
ratus can be used to create a tool that lets novice and expert
users adjust an equalizer without the need to learn the user
interface or directly adjust equalizer parameters.

FIG. 1 1llustrates an example weighting function 140. For
cach channel, a gain on each trial 110 1s correlated with an
associated listener rating 115. Note that the same ratings are
used for every channel 120, 121, 122. The regression line
slope 130 1s plotted for each channel center frequency
101-108 1n the function 140, this function 140 1s referred to
as the weighting function. The displayed function 140 was
obtained from a single listener on a stimulus/descriptor
combination of drum set/warm.

In certain examples, listener evaluations of probe curves
are used to compute a weighting function that represents the
relative influence of each frequency channel on the descrip-
tive word. Given N evaluations, there are N two-dimen-
sional data points per channel. For each point, a gain applied
to the channel forms an x-coordinate and a listener rating of
how well the sound exemplified the descriptor 1s a y-coor-
dinate (see, e.g., FIG. 1 A-C). An extent to which a channel
influences the perception of the descriptor 1s reflected 1n the
direction and steepness of the slope of a line {it to this data.
Theretore, a slope of the regression line {it to each channel’s
data 1s computed. A single multivariate linear regression that
simultaneously (or at least substantially simultaneously
given a system, memory, processing, transmission, and/or
other delay) relates all channels to the rating will not be
meaningful in this situation because the gains 1n adjacent
channels are highly correlated to each other, leading to the
problem of multicollinearity.

In an example experiment, a weighting function describ-
ing the influence of each frequency channel on listener
ratings was computed after all trials for a run were com-
pleted. For each channel, there were 75 data points, where
the within channel gain was on the x-axis and the listener
rating of how well the sound exemplified the descriptor was
on the y-axis (e.g., 120-122 1n FIG. 1). An extent to which
a channel influences the perception of the descriptor will be
reflected 1n the steepness of the slope of a line {it to this data
set. A slope 130 of the regression line 1s computed {it to the
data set for each channel. Examples of these regression lines
are plotted for three channels in 1nsets 120 through 122 of

10

15

20

25

30

35

40

45

50

55

60

65

10

FIG. 1. The channels represented in insets 120 and 121
weigh heavily on the descriptor, albeit 1n opposite directions,
while the channel represented in nset 122 has little weight
on the descriptor. Following the terminology used in psy-
chophysics, the array of regression line slopes across all
channels will be referred to as the weighting function 140.
In all cases the weighting function was normalized by the
slope with the largest absolute value.

At the end of each run, the listener was presented with
sounds that were modified by scaled versions of the weight-
ing function. A new on-screen slider determined the extent
to which the weighting function would be scaled, and a
sound was played when the slider was released. The spec-
trum of that sound was shaped by the normalized weighting
function multiplied by a value between -20 and 20, as
determined by the position of the slider. This put the
maximum point on the equalization curve 1 a range
between —20 and 20 dB. The listeners were free to listen to
as many examples as they wanted. Finally, the listener rated
how well these modifications represented the descriptor that
that they were rating, by moving the position of a new shider
on screen where the left end was labeled “learned the
opposite,” the middle was labeled “did not learn,” and the
right was labeled “learned pertectly.”

In the example experiment, in order to get a good estimate
of the weighting functions, the set of probe equalization
curves has a wide range of within-channel gains, and a
similar distribution of gains across channels. Before each
run, a library of 1000 probe equalization curves 1s computed.
Each probe equalization curve was created by concatenating
(Gaussian functions with random amplitudes from -20 to 20
dB, and with random bandwidths from 5 to 20 channels, for
example. When the length of this vector was at least twice
the total number of channels (80), concatenation ended. An
array of 40 contiguous channels was randomly selected
(thereby randomizing the center frequencies of the Gaussian
functions) and stored as an element in the library. The probe
equalization curve on the first trial was randomly selected
from the library. Once a curve was selected, it was removed
from the library. The subsequent probe curves are chosen to
improve or maximize the across-channel mean of the within-

channel standard deviation of gains after imposing a penalty
for across-channel distribution differences.

In each run of the example experiment, there were 75
trials, divided into three sets of 25. Two of the sets included
an 1dentical set of 25 probe equalization curves. By com-
paring the two responses to the same curves, consistency in
listener responses can be evaluated. The other third included
a unique set of curves, which allowed for an examination of
the extent to which the weighting function 1s influenced by
the curves that were rated. The three sets of curves were
tested 1n a random order 1n each run.

First, in the example, consistency in listener responses 1s
assessed by comparing the two responses to the same probe
equalization curve. In each run, twenty-five of the probe
equalization curves were rated twice, allowing computation
of a correlation between the first and second ratings of the
same curve. A set of twenty-five probe curves was rated
once. The three sets were presented to participants in ran-
dom order. Across listeners, 1n sixty of the seventy (85%)
total runs, the two sets of rating were significantly correlated
to each other (p<<0.05). The strength of that correlation was
assessed by the correlation coeflicient, Pearson’s r, and the
distribution of those values 1s displayed in the left box 210
of FIG. 2. The median correlation coeflicient of 0.69 1ndi-
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cates that, 1n most cases, the descriptors had some meaning
to the listeners, and that they were able to perform the task
in a reliable manner.

To assess the quality of the weighting function, machine-
generated ratings were compared to listener ratings 211, and 5
also examined the listener’s overall feedback 212. For each
probe equalizatien curve, a “machine rating” was generated
by assessing 81mllar1ty to the weighting function using the
correlation coetlicient computed between the weighting
function and each probe equalization curve. A correlation 10
between the machine ratings and the listener ratings was
then examined. The machine ratings were significantly cor-
related with the listener ratings for all seventy runs (p<0.05).
The distribution of the correlation coetlicients for all runs 1s
plotted 1n the middle box of FIG. 2, and the median value 1s 15
0.72. The similarity between the machine vs. listener 211,
and the listener vs. listener 210 correlation coellicients
suggest that the weighting function captured much of the
listener’s meaning of the descriptor.

FIG. 2 demonstrates an example of weighting function 20
quality. Each box plot represents results of the distribution
of a statistic for 95 sound/descriptor pairs. In each box plot
210, 211, 212, the box includes lines at the upper 201,
median 202, and lower 203 quartile values, and the whiskers
extend to the max/min values 204, 205, or 1.5 times the 25
interquartile range, for example. Outliers are removed from
the plot. The box plot 210 on the left 1s the distribution of
correlation coellicients 220 when two responses from the
same listener to the same probe equalization curve are
correlated to each other (e.g., consistency). The middle box 30
plot 211 1s the distribution of machine vs. listener correlation
coellicients (e.g., predictiveness). The right box plot 212 1s
the distribution of listener responses when rating the quality
of the learned weighting function (e.g., feedback).

Once the weighting function was learned for each sound/ 35
descriptor pair, the listener was provided a slider to modity
the sound, where the position of the slider determined the
scaling of the weighting function, which was then applied as
an equalization curve. After listeners heard sounds that were
modified using the scaled versions of the weighting func- 40
tion, the listeners evaluated how well the weighting function
learned their intended meaning from -1 (learned the oppo-
site 231) to 1 (learned perfectly 230). The distribution of
those values 1s plotted in the nghtmost box plot 212 of FIG.

2. The median value was 0.73, again indicating that the 45
welghting function captured the user’s understanding of the
descriptor.

Next, a number of listener responses required for the
welghting function to reach asymptotic performance was
examined. To accomplish this, the weighting function was 50
computed after each of the 75 ratings obtamned in the
example. Using the same method described above, these
welghting functions were used to generate machine ratings
for all 75 tnals, and those ratings were compared to the
listener ratings. The distribution 301 of all machine vs. 55
listener correlation coeflicients 1s plotted in FIG. 3 as a
function of the number of responses used to generate the
weighting function. The bottom of the grey area 302 indi-
cates the 25th percentile, the top of the grey areca 302
indicates the 73th percentile, and the black line 303 1s the 60
50th percentile (the median). From visual inspection, it
appears that the weighting function reached asymptotic
performance at around 25 trials. However, the higher cor-
relation coeflicients appear to reach asymptote earlier (~20
trials) than the lower correlation coeflicients (~30 trials). 65

FIG. 3 illustrates an example time course of learning. A
welghting function was computed after each response and
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was then used to make a full set of machine ratings. Those
machine ratings were correlated to user ratings. The shaded
grey area 302 represents the 25th to 75th percentile and the
solid black line 303 1s the median correlation coeflicient. It
appears that the weighting function reaches asymptotic
performance after ~235 trials.

Next, 1 the example, an extent to which the specific set
of probe equalization curves itluenced the shape of weight-
ing function was examined. For each run, weighting func-
tions were computed on each subset of 25 trials. The
similarity between weighting functions was assessed by
computing the function vs. function correlation coetlicients.
The distribution of those values 401 1s plotted for functions
computed on the same set of probe curves, but different
listener ratings (FIG. 4 left 410, median r=0.92), and for
functions computed on different sets of probe curves and
different ratings (FIG. 4 right 411, median r=0.83). The
correlation coeflicients 401 were 31gn1ﬁeantly higher for
functions computed on the same 410, compared to different
411, sets ol probe curves, as assessed by a paired t-test
eemputed after performing Fisher’s r-to-z transformation
(p<0.001). This difference indicates that the specific set of
probe curves used has some intluence on the shape of the
resulting weighting function.

Thus, FIG. 4 demonstrates example specificity to probe
curves. The box plots 410, 411 represent the distribution of
function vs. function correlation coeflicients 401 between
weighting functions computed on the same (left) 410 or
different (right) 411 sets of probe equalization curves, with
*p<0.001.

Thus, certain examples provide eflicient and eflective
learning and customization of an individual’s subjective
preference for an equalization curve. On average, listeners
indicated that the weighting function was successiul 1n
capturing their intended meaning of a given descriptor.
Listener ratings are well predicted by the similarity between
a given probe curve and the computed weighting function.
Further, the algorithm reached asymptotic performance
quickly, after only ~25 trials.

One limitation of the current algorithm 1s that the shape of
the weighting functions 1s partially influenced by the choice
of probe equalization curves. The weighting functions gen-
crated by the same set of probe curves were more similar to
cach other than those generated with a completely difierent
set of probe curves (see, e.g., FIG. 4). The mfluence of the
set of probe equalization curves was possibly due to the fact
that the gains were highly correlated across adjacent chan-
nels (by definition, the Gaussian functions used to generate
the probe curves had bandwidths between 5 and 20 chan-
nels).

To 1illustrate this i1dea, for example, consider two hypo-
thetical channels adjacent to each other in a weighting
function, where one of the channels does not contribute to
the perception of a descriptor, but the other does. If the
specific probe curves chosen tend to modify the gain of both
channels 1n the same direction, the channel that does not
contribute to perception of the descriptor will have a steep
slope. However, as the variability 1n the set of probe curves
increases (1.€., as the number of trials increases), the size of
this artifact may decrease.

An alternative approach uses probe curves where the gain
1s set randomly on a channel-by-channel basis. However,
pilot experiments using random probe curves indicate that
the number of frequency channels should be quite small to
yield a meaningtul weighting function.

Additionally, certain examples provide a usetul tool 1n a
recording studio for situations such as where a novice knows
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the sound of spectral modification that he/she desires, but 1s
unable to express 1t 1 language. An equalizer plug-in can
generate probe curves to be rated by the novice, and the
plug-1n returns a weighting function that can then be scaled
to the desired extent. In the example experiment described
above, the median trial duration was 3.7 sec and asymptotic
performance was reached i approximately 25 trials, so a
high quality weighting function could be generated 1n under
two minutes. Examples can also be useful for experienced
users who prefer to avoid directly adjusting equalizer param-
cters. Examples can also be useful in calibrating hearing aids
and/or other speaker devices for particular user limitations,
preferences, etc. (e.g., according to a user’s preferred ire-
quency-gain curve in hearing aid fitting).

Musicians often think about sound in terms that, while
they may be well-defined for the individual or a group, do
not have known mappings onto the controls of existing
audio production tools. Further, many do not have the
technical expertise or time to explore the existing parameters
to achieve the desired perceptual eflect. Certain example
systems and methods described herein seek to bridge the gap
between the user’s concept and the processing tool’s con-
trols. Certain examples quickly and automatically map indi-
vidual subjective sound descriptors onto processing param-
eters, by correlating user ratings to parameters values.

In certain examples, the weighting function shape can be
examined on an individual level to evaluate how the weight-
ing function shape differed across each of the four tested
descriptors. The left column of FIG. 5 represents an audio-
gram, and the other columns indicate the weighting func-
tions for each of the four descriptors, labeled at the top (e.g.,
“hollow,” “1n a barrel/tunnel/well”, “sharp”, “tinny”). In the
welghting function plots, the squares along the line represent
the across-run average weight associated with each 1re-
quency band, and the error bars represents one standard error
of that mean. On a global level, there appears to be a fair
amount of across-individual agreement. The descriptors
“hollow” and “In a barrel/tunnel/well” tend to be associated
with negatively sloping spectral tilts, while the reverse 1s
true for the descriptors “tinny” and “sharp.” The similarity
between these pairs of descriptors 1s the likely source of the
frequent within-pair confusions observed in the matching
task. However, these curves do show considerable and
consistent within-descriptor variation across individuals 1n
terms of the specific slopes, cutofl frequencies, and whether
the function 1s monotonic. For example, for listener 1,
“tinny” was a gradual positively sloping change to frequen-
cies >0.5 kHz (FIG. 5, top row, right column), while for
listener 4 1t was a steep positive slope starting from about 0.5
to 1 kHz, and a gradual negative slope at higher frequencies
(FIG. 5, fourth row, right column). It 1s noteworthy that the
error bars within each panel are typically small. As described
carlier, this 1mplies that across-individual differences in
weilghting function shape are due to individual differences in
descriptor-to-FGC mappings rather than measurement error.

Next, to systematically analyze these individual differ-
ences, the dimensionality of an example set of 120 weight-
ing functions can be reduced. Principal Component Analysis
can be used to determine how well the entire set of weight-
ing functions could be described as a linear combination of
a small number of component weighting functions. The first
component (a spectral tilt, FIG. 6A) accounts for 78.4% of
the (r-squared) variance in the weighting functions. When a
second component 1s added (a modification to the middle
frequency balance, FIG. 6B), the two components account
for a combined 95.6% of the variance. Beyond these two
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components, there 1s only a marginal improvement when
additional components are added.

In the example, each of the 120 weighting functions can
be described by two parameters: a score associated with
cach of the two components. The values of these two scores
for each weighting function are plotted 1n FIG. 6C. The
lett/right position of the point represents the score associated
with the first principal component, and the up/down position
represents the score associated with the second principal
component. The symbol indicates the descriptor that was
rated and the size of the symbol indicates the predictiveness
associated with that function. The shape of the weighting
function associated with locations in this space 1s plotted 1n
FIG. 6D. In general, the “hollow” and “in a barrel/tunnel/
well” weighting functions are on the left side of the graph,
indicating a negative spectral tilt, while the opposite 1s true
for the “tinny”” and *“‘sharp” weighting functions. This obser-
vation 1s consistent with 1dea there are global similarities in
weighting function mapping across listeners. However, there
does not appear to be any regularity 1n how the points are
distributed across the vertical dimension (the second prin-
cipal component), which 1s consistent with the 1dea that the
specifics of the descriptor-to-weighting function mapping 1s
idiosyncratic.

Finally, 1t does not appear that individual differences 1n
weighting function shape have a strong relationship to the
shape of the audiogram 1tself, likely because a prescriptive
{it can be applied before adding any probe FGC. To evaluate
whether there 1s an influence of the listener’s hearing loss on
the shape of the weighting function beyond what 1s initially
accounted for by the prescriptive {it, the pure-tone threshold
at each measured frequency was correlated with the absolute
value of the average weight at that frequency for each
listener/descriptor combination. A slight, but significant,
correlation exists between threshold and weight (r=-0.17;
p=0.01). This correlation indicates that there was a slight
tendency to give a lower weight to Irequencies where
hearing threshold was poorer. However, this correlation
might simply reflect that low-frequency bands are weighted
more highly than high-frequency bands, regardless of hear-
ing loss. In the current group of individuals with hearing
loss, the absolute value of the weights for bands below 1 kHz
was 32% higher than those above. Individuals with normal
hearing showed a similar trend over the same frequency
range, weighting low frequency bands 26% higher than high
frequency bands. Further, correlation between summary
statistics of the weighting function and audiogram summary
statistics was examined. There appeared to be no significant
correlation between the weighting function and the audio-
gram 1n terms of the absolute value of the overall slope
(r=-0.06, p=0.73), the maximum slopes between frequency
bands (r=-0.13, p=0.41), or spectral centroids (r=-0.09,
p=0.59). Taken together, after applving a prescriptive {fit
based on the audiogram, there appears to be little, 1 any,
additional 1nfluence of the audiogram in the descriptor-to-
weighting function mapping.

Example systems and methods are described and evalu-
ated herein for mapping descriptors to FGC shape by
correlating descriptor ratings to gain on a frequency-band by
frequency-band basis. Using these methods, systems, and
apparatus, FGC shape associated with common descriptors
in a group ol individuals with hearing loss can be estimated.
While there 1s some global agreement between individuals
in the mapping of these descriptors to FGC shape, there 1s
also considerable individual variability 1n the specifics of
that mapping.
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In certain examples, procedural and/or cognitive differ-
ences can potentially account for across population consis-
tency differences. On the cognitive level, it 1s possible that
in 1ndividuals with hearing loss, the internal representation
of the sound samples 1s degraded, placing a greater strain on
cognitive processes such as working memory during the
rating task. It appears that an ability to make reliable
comparisons between hearing aid parameter settings 1s
related to the working memory capacity of the patient. In
certain examples, a procedure that allows the patient to make
side-by-side comparisons between FGCs (rather than a serial
rating procedure) may place less of a strain on working
memory and ultimately lead to more consistent responses.
Despite variability in listener ratings, the shape of the
weighting function 1s consistent across test runs. Consis-
tency 1n weighting function shape may reflect that the
number of trials needed to create a meaningtul weighting
function 1s quite small when responses are consistent, but,
when responses are more variable, additional trials are
needed to average out the noise and create a meaningiul
welghting function. This robustness to listener variability
makes this procedure valuable 1n a clinic, for example.

In certain examples, a weighting-function based method
and associated system address some of the 1ssues associated
with non-descriptor based fine-tuning procedures. First,
most of the previous methods for non-descriptor based
fine-tuning split the FGC 1nto only 2 or 3 frequency channels
and search for the best gain values for those channels. In an
example weighting function procedure described herein,
welghts are given to each of 25 frequency bands, thereby
exploring a much wider range of possible FGC shapes.
Second, several of the previous methods are adaptive, gradu-
ally approaching the desired FGC, and 1n such methods, the
final FGC 1s highly dependent upon the initial FGC. Since
certain example methods described herein are not adaptive,
these methods are not subject to this problem.

Certain examples can be applied to hearing aid users.
Certain examples can be applied clinically to give a patient
more control of his or her hearing aid 1n an intuitive way to
improve patient satisfaction.

Certain examples could be used to compute a weighting,
function for a patient-generated descriptor during a fine-
tuning stage. A clinician can present a patient with probe
FGCs, and the patient can rate how well each probe FGC
captured the meaning of the descriptor. The weighting
function, which can be measured in minutes, for example,
reflects a relative influence of each frequency band on that
descriptor. Once the weighting function 1s measured, the
clinician can present the patient with a new slider that scales
the actual gain values of each frequency band in proportion
to 1ts weight. This eflectively creates a slider that 1s tuned to
the descriptor (e.g., a “sharp” slider). The patient can then
move that slider to the appropriate position. Further, a
patient’s preferred hearing aid settings can vary with the
particular listening environment. Thus, another example
allows the patient to conduct the weighting function mea-
surement procedure outside of the clinic 1t the weighting
function measurement procedure 1s incorporated into a train-
able hearing aid.

An alternative example allows a user to modily sound
using space defined by the principal components (see FIG.
6D). The two principal components displayed in FIG. 6 A-B
can account for more 95% of the variance in the weighting
function shapes observed. If these weighting functions are
representative of an entire population of weighting functions
across different patients and descriptors, then this represen-
tation can provide the user with a simple way to modity his
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or her own FGC. In one alternative, an interface 1s provided
to adjust the weight given to these acoustic parameters, for
example, by moditying the FGC within the two-dimensional
space ol the principle components. An example interface
allows the listener to drag a dot mm a box, where the
horizontal position of the dot alters the weight of principle
component 1, and the vertical position alters the weight of
principle component 2. As the dot 1s dragged to the right, the
sound becomes more tinny/sharp and as the dot 1s dragged
to the left, the sound becomes more hollow (e.g., as 11 it were
a barrel, tunnel, or well). Similar to the eflect of starting
slider position described above, this iterface can be influ-
enced by the starting position of the dot. The interface can
be used by patients outside of a clinic with advances in
trainable hearing aids in order to adjust the FGC to adapt to
the specific listening environment, for example.

Thus, certain systems and methods described herein
determine a relationship between subjective descriptors and
FGCs for an individual. Fine tuning procedures can be
improved by accounting for individual differences 1n
descriptor-to-parameter mapping.

Additionally, 1n certain examples, fine tuning can be
applied to combinations of audio mampulators. Certain
examples provide refinement of controller parameters 1n
non-monotonic space. Additionally, as the number of users
of these audio production tools increase, patterns are
expected to form 1n the descriptors they choose to train the
tools to manipulate. For example, many users may choose to
define “warmth” as an audio descriptor, while few users
might select “buttery.” Commonalities and differences in
chosen concepts and their mappings can help provide insight
into the concepts that form a basis of musical creativity 1n
individuals and within communities. An automatic synonym
map can be formed based on commonalities between con-
troller mappings (e.g. one person’s “bright” may be other
person’s “tinny”’).

FIGS. 7-9 provide example interfaces 700, 800, 900 used
for training, verification, and feedback. As shown, for
example, 1n the training interface 700, a user/listener, when
presented with a sound, provides feedback by moving a
slider 710 to indicate whether a provided word or qualifier
720 matches the sound heard. Using the verification inter-
face 800, a listener can verily that the machine learned their
sound preference. For example, by moving a slider 810, the
user can make/change a sound being played according to the
provided word 820. Using the example interface 900, a user
can provide feedback via a slider 910 to let the machine
know how well the system learned user preference.

Using training, generalization, and/or validation trials, a
particular filter (e.g., a function that turns up or down
various Ifrequency bands according to the shape of the
(Gaussian mixture described above) can be manually and/or
clectronically selected, applied to a sound, and rated by a
user. By performing a plurality of trials and comparing user
responses and computer responses, a determination of an
cllect of the trials on computer response can be determined.

Using the shape of a mixture of Gaussian function across
frequency, the frequency spectrum can be manipulated (e.g.
turn up the bass, turn town the treble, etc) i a systematic
way. Alternatively, the frequency spectrum can be modified
with a line, a sinusoid, a quadratic, etc. At each frequency,
the gain (e.g., an amount of boost or cut) i1s correlated with
the response for all trials. The Gaussian function, for
example, 1s used to determine the gain. A relationship
between gains and user ratings 1s {it to a line, a curvilinear
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shape, etc., to indicate a user’s preferred frequency gain
curve 1n the form of a scaled weighting function, for
example.

FIG. 10 provides a plurality of example weighting func-
tions for “warm,” “bright,” “dark,” and “tinny” sounds as
used herein based on normalized slope and frequency (Hz).
FIG. 11 summarizes an example simulation of machine
ratings generated by computing the similarity of a given
probe to the weighting function based on user ratings.
Specific probe curves used to “train” example systems,
methods, and/or apparatus can influence the shape of the
resulting weighting function, for example.

FIG. 12 1llustrates an example interface of an application
1200 that easily allows sound adjustments to be made on
digital audio equalizers. Both amateurs and professionals
can use the application 1200 to manipulate sound 1n a way
that automatically matches a listener’s desired modification
in a short amount of time. Audio equalizers aflect the timbre
and audibility of a sound, and each listener may have a
different preference and may use different terminology to
describe a particular sound modification. What 1s “tinny” or
“warm’” to one person may not be to another. In fact, studies
have shown that listeners apply the word “warm” in very
different ways. The application 1200 deals with this discrep-
ancy by learning what equalizer curve best matches each
listener’s vocabulary.

The application 1200 can be implemented as a pop-up
window, dialog box, standalone graphical user interface
(GUI), etc., mtegrated into an audio application or imple-
mented as a separate utility. In one example, the application
interface 1200 1s integrated mto a commercially available
digital audio equalizer. The application 1200 1s activated by
clicking a button opening a pop-up window from the digital
equalizer interface. The application 1200 begins by mapping
a word to an equalizer curve shape. Using a simple interface,
the listener types in a word to be mapped (e.g. “warm,”
“bright,” “dark™). A small number of sound samples are
presented (such as by selecting a button 1210), and the
listener indicates how well the word describes each sound
sample (e.g., using a slider 1230 along a range or scale of
values or other such indicator). Behind the scenes, the
application 1200 determines the equalization curve 1240
that best fits the user’s ratings. Once this process 1s com-
plete, the listener 1s presented with a slhider 1230 that
corresponds to the word they entered (see FIG. 12). When
the user has finished calibrating a sound, the user can select
a button 1220 to complete calibration and/or advance to the
next sound, for example. The application 1200 benefits
amateurs who may not understand how to use complex
equalizers, and 1t provides an easier way for professionals to
alter sounds to match a particular client’s verbal descrip-
tions.

FI1G. 13 illustrates an example calibration system 1300 to
calibrate a device based on learned user preference. The
system 1ncludes a processing subsystem 1310 including a
graphical user mtertace (GUI) 1320 connected to a speaker
1330. The processing subsystem 1310 15 also connected to
an electronic device 1340 producing sound for a user. In
some examples, the GUI 1320 can be implemented separate
from the processing subsystem 1310. The processing sub-
system 1310 can be implemented as a personal computer,
workstation, mainframe, server, handheld or mobile com-
puting device, embedded circuit, ASIC, and/or other pro-
cessor, Tor example. In some examples, the speaker 1330 can
include a microphone to accept audio mput. The components
of the system 1300 can be implemented 1n a variety of
combinations of hardware, software, and/or firmware. The
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components of the system 1300 can communicate via wired
and/or wireless connection(s), for example.

In operation, a user launches a test application on the
processing subsystem 1310 via the GUI 1320 after the
device 1340 and the speaker 1330 have been connected to
the processing subsystem 1310. A listener interacts with the
test application via the GUI 1320 as discussed above, such
as with respect to FIGS. 1-12. Based on user feedback 1n
training and validation based on sound transmitted by the
processing subsystem 1310 through the speaker 1330 and
teedback received from the listener through the GUI 1320
(and/or other input), the processing subsystem 1310 can
determine a preferred frequency gain curve and correspond-
ing weighting function for that listener. As discussed above,
the FGC and weighting function can be used to program the
device 1340 (e.g., a hearing aid, equalizer, etc.) for operation
tailored to the particular listener’s preference/condition.

FIG. 14 illustrates a flow diagram for a method 1400 for
listener-based audio calibration. FIG. 14 depicts an example
flow diagram representative of processes that can be 1mple-
mented using, for example, computer readable 1nstructions
that can be used to facilitate listener calibration and audio
output. The example processes of FIG. 14 can be performed
using a processor, a controller and/or any other suitable
processing device. For example, the example processes of
FIG. 14 can be implemented using coded instructions (e.g.,
computer readable instructions) stored on a tangible com-
puter readable medium such as a flash memory, a read-only
memory (ROM), and/or a random-access memory (RAM).
As used herein, the term tangible computer readable
medium 1s expressly defined to include any type of computer
readable storage and to exclude propagating signals. Addi-
tionally or alternatively, the example processes of FIG. 14
can be implemented using coded 1nstructions (e.g., computer
readable instructions) stored on a non-transitory computer
readable medium such as a flash memory, a read-only
memory (ROM), a random-access memory (RAM), a CD, a
DVD, a Blu-ray, a cache, or any other storage media 1n
which information 1s stored for any duration (e.g., for
extended time periods, permanently, brief instances, for
temporarily builering, and/or for caching of the informa-
tion). As used herein, the term non-transitory computer
readable medium 1s expressly defined to include any type of
computer readable medium and to exclude propagating
signals.

Alternatively, some or all of the example processes of
FIG. 14 can be implemented using any combination(s) of
application specific integrated circuit(s) (ASIC(s)), pro-
grammable logic device(s) (PLD(s)), field programmable
logic device(s) (FPLID(s)), discrete logic, hardware, firm-
ware, etc. Also, some or all of the example processes of FIG.
14 can be implemented manually or as any combination(s)
of any of the foregoing techniques, for example, any com-
bination of firmware, software, discrete logic and/or hard-
ware. Further, although the example processes of FI1G. 14 are
described with reference to the flow diagram of FIG. 14,
other methods of implementing the processes of FIG. 14
may be employed. For example, the order of execution of the
blocks can be changed, and/or some of the blocks described
may be changed, eliminated, sub-divided, or combined.
Additionally, any or all of the example processes of FIG. 14
can be performed sequentially and/or in parallel by, for
example, separate processing threads, processors, devices,
discrete logic, circuits, eftc.

FIG. 14 illustrates an example flow diagram for a method
1400 for listener calibration using an equalization curve. At
1410, a reference sound 1s modified by a series of equaliza-
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tion curves. At 1420, after each modification, the listener
indicates how well the filtered sound exemplifies a target
sound descriptor (e.g., “warm,” “dark,” “tinny,” etc.). At
1430, a weighting function 1s generated, where gain in each
channel (e.g., frequency region) 1s proportional to a slope of
the regression line between user responses and gain within
the channel (e.g., within-channel gain). At 1440, a filter 1s
generated based on the weighting function to alter the
frequency spectrum of a sound as desired without direct
manipulation of equalization controls. Such a filter can be
applied to a music equalizer, a hearing aid, etc.

In further detail, at 1410, the reference sound 1s modified
by adjusting the gain of each frequency band using a probe
equalization curve (e.g., by using a single filter or bank of
bandpass filters). For this curve, the gain of each channel 1s
determined by concatenating a set of Gaussian functions
with random amplitudes and random bandwidths. Each
probe curve 1 a set 1s selected to be maximally different
from the preceding curves.

At 1420, after the gain 1s applied, the sound 1s recon-
structed and played to the listener. The listener provides
teedback, such as by moving an on-screen slider, to indicate
how well the modified sound exemplifies a user-determined
descriptor (e.g., “warm’ or “‘bright’”).

At 1430, after a series of listener ratings, a linear regres-
sion between the gain in each channel and the user rating 1s
computed. A slope of the regression line for each channel 1s
used as an estimate of the shape of the preferred filter,
referred to as a weighting function. At 1440, a filter corre-
sponding to the weighted function 1s generated and provided
to modily sound(s) according to listener feedback. At 1450,
the filter 1s applied to the audio. For example, the filter 1s
applied to adjust a hearing aid setting, an audio equalizer,
and the like.

FIG. 15 1s a block diagram of an example processor
system 1510 that may be used to implement systems,
apparatus, and methods described herein. As shown in FIG.
15, the processor system 1510 includes a processor 1512 that
1s coupled to an interconnection bus 1514. The processor
1512 may be any suitable processor, processing unit, or
microprocessor, for example. Although not shown m FIG.
15, the system 1510 may be a multi-processor system and,
thus, may include one or more additional processors that are
identical or similar to the processor 1512 and that are
communicatively coupled to the interconnection bus 1514.

The processor 1512 of FIG. 15 15 coupled to a chipset
1518, which includes a memory controller 1520 and an
iput/output (“I/0”) controller 1522. As 1s well known, a
chupset typically provides I/O and memory management
functions as well as a plurality of general purpose and/or
special purpose registers, timers, etc. that are accessible or
used by one or more processors coupled to the chip set 1518.
The memory controller 1520 performs functions that enable
the processor 1512 (or processors 1i there are multiple
processors) to access a system memory 1524 and a mass
storage memory 1525.

The system memory 1524 may include any desired type
of volatile and/or non-volatile memory such as, for example,
static random access memory (SRAM), dynamic random
access memory (DRAM), flash memory, read-only memory
(ROM), etc. The mass storage memory 15235 may include
any desired type of mass storage device including hard disk
drives, optical drives, tape storage devices, efc.

The 1/O controller 1522 performs functions that enable
the processor 1512 to communicate with peripheral input/
output (“I/O”") devices 1526 and 1528 and a network inter-
tace 1530 via an 1I/O bus 1532. The I/O devices 1526 and
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1528 may be any desired type of I/O device such as, for
example, a keyboard, a video display or monitor, a mouse,
ctc. The network interface 1530 may be, for example, an
Ethernet device, an asynchronous transfer mode (“ATM”)
device, an 802.11 device, a DSL. modem, a cable modem, a
cellular modem, etc. that enables the processor system 1510
to communicate with another processor system.

While the memory controller 1520 and the 1/0O controller
1522 are depicted 1n FIG. 15 as separate blocks within the
chip set 1518, the functions performed by these blocks may
be mtegrated within a single semiconductor circuit or may
be mmplemented using two or more separate integrated
circuits.

Thus, certain examples can be applied to program and
adjust the frequency gain per band for programmable hear-
ing aids and other audio output devices. Gaussian distribu-
tion curves of gain vs. frequency band are produced and
applied to certain sounds (e.g., someone singing music, etc.)
and rated high, low, etc. by a user and/or automated pro-
gram. Certain examples quickly map a user’s particular
vocabulary to what the gain distribution should be for a
particular kind of word. Data 1s collected, slopes are plotted,
and a distribution 1s determined.

In some examples, a correction factor 1s applied for
hearing 1mpaired to make sounds audible to them wvia a
hearing aid and/or other speaker. A person’s audiogram 1s
identified to determine how to boost a signal so that the
person can hear 1it.

In some examples, a 5-second piano sound recording 1s
repeated as a test sound 1n each trial with a varying fre-
quency gain curve. When applied to a hearing aid, for
example, a variety of speech signals (e.g., adult male, adult
temale, children, etc.) can be used, and the resulting curve
will be affected by the sound sources. Choose whatever
sound sources you want to maximize the sound of A wide
range of gains can be used at each Irequency so that a
frequency channel (e.g., 100 Hz) 1s tested across trials with
a boost 1n gain for some trials, a reduction 1n gain 1n some
trials, and an unmodified gain in some trials. Additionally,
distribution can be made equivalent across channels such
that 1f, in a 100 Hz channel only the gain was boosted an 1n
the 1 Hz channel only the gain was cuts, then the result
would be unrehiable compared to a uniform distribution of
gains within a channel and an equivalent distribution of
gains across channels (e.g., 1if +/-20 dB 1n one channel, then
also want 20 dB across channels). If a particular instrument
(e.g., an acoustic guitar) 1s targeted, then algorithms can be
tailored to focus on a particular frequency range. Similarly,
characteristics of the listener (e.g., adult, child, hearing
impaired, etc.) can result in a tailoring of analysis to a
particular frequency range. A more focused range can result
in fewer coeflicients and faster computation, for example.

Certain embodiments contemplate methods, systems and
computer program products on any machine-readable media
to 1mplement functionality described above. Certain
embodiments may be implemented using an existing com-
puter processor, or by a special purpose computer processor
incorporated for this or another purpose or by a hardwired
and/or firmware system, for example.

Some or all of the system, apparatus, and/or article of
manufacture components described above, or parts thereof,
can be implemented using instructions, code, and/or other
software and/or firmware, etc. stored on a machine acces-
sible or readable medium and executable by, for example, a
processor system (e.g., the example processor system 1510
of FIG. 15). When any of the appended claims are read to
cover a purely software and/or firmware implementation, at
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least one of the components 1s hereby expressly defined to
include a tangible medium such as a memory, DVD, CD, etc.
storing the software and/or firmware.

One or more of the components of the systems and/or
steps of the methods described above may be implemented
alone or 1n combination in hardware, firmware, and/or as a
set of instructions 1n software, for example. Certain embodi-
ments may be provided as a set of instructions residing on
a computer-readable medium, such as a memory, hard disk,
DVD, or CD, for execution on a general purpose computer
or other processing device. Certain embodiments of the
present invention may omit one or more of the method steps
and/or perform the steps 1n a diflerent order than the order
listed. For example, some steps may not be performed 1n
certain embodiments of the present invention. As a further
example, certain steps may be performed in a different
temporal order, including simultaneously, than listed above.

Certain embodiments contemplate methods, systems and
computer program products on any machine-readable media
to 1mplement functionality described above. Certain
embodiments may be implemented using an existing com-
puter processor, or by a special purpose computer processor
incorporated for this or another purpose or by a hardwired
and/or firmware system, for example.

One or more of the components of the systems and/or
steps of the methods described above may be implemented
alone or 1n combination in hardware, firmware, and/or as a
set of mstructions 1n software, for example. Certain embodi-
ments may be provided as a set of 1nstructions residing on
a computer-readable medium, such as a memory, hard disk,
Blu-ray, DVD, or CD, for execution on a general purpose
computer or other processing device. Certain embodiments
of the present invention may omit one or more of the method
steps and/or perform the steps 1n a different order than the
order listed. For example, some steps may not be performed
in certain embodiments of the present invention. As a further
example, certain steps may be performed in a different
temporal order, including simultaneously, than listed above.

Certain embodiments include computer-readable media
for carrying or having computer-executable istructions or
data structures stored thereon. Such computer-readable
media may be any available media that may be accessed by

a general purpose or special purpose computer or other
machine with a processor. By way of example, such com-
puter-readable media may comprise RAM, ROM, PROM,
EPROM, EEPROM, Flash, CD-ROM or other optical disk
storage, magnetic disk storage or other magnetic storage
devices, or any other medium which can be used to carry or
store desired program code 1n the form of computer-execut-
able 1nstructions or data structures and which can be
accessed by a general purpose or special purpose computer
or other machine with a processor. Combinations of the
above are also included within the scope of computer-
readable media. Computer-executable instructions com-
prise, for example, instructions and data which cause a
general purpose computer, special purpose computer, or
special purpose processing machines to perform a certain
function or group of functions.

Generally, computer-executable 1nstructions include rou-
tines, programs, objects, components, data structures, etc.,
that perform particular tasks or implement particular abstract
data types. Computer-executable instructions, associated
data structures, and program modules represent examples of
program code for executing steps of certain methods and
systems disclosed herein. The particular sequence of such
executable instructions or associated data structures repre-
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sent examples of corresponding acts for implementing the
functions described 1n such steps.

Embodiments of the present invention may be practiced in
a networked environment using logical connections to one
or more remote computers having processors. Logical con-
nections may include a local area network (LAN) and a wide
area network (WAN) that are presented here by way of
example and not limitation. Such networking environments
are commonplace in oflice-wide or enterprise-wide com-
puter networks, intranets and the Internet and may use a
wide variety of different commumnication protocols. Those
skilled 1n the art will appreciate that such network comput-
ing environments will typically encompass many types of
computer system configurations, including personal com-
puters, hand-held devices, multi-processor systems, micro-
processor-based or programmable consumer electronics,
network PCs, mini-computers, mainirame computers, and
the like. Embodiments of the mmvention may also be prac-

ticed 1n distributed computing environments where tasks are
performed by local and remote processing devices that are
linked (either by hardwired links, wireless links, or by a
combination of hardwired or wireless links) through a
communications network. In a distributed computing envi-
ronment, program modules may be located 1n both local and
remote memory storage devices.

An exemplary system for implementing the overall sys-
tem or portions of embodiments of the imvention might
include a general purpose computing device in the form of
a computer, including a processing unit, a system memory,
and a system bus that couples various system components
including the system memory to the processing unit. The
system memory may include read only memory (ROM) and
random access memory (RAM). The computer may also
include a magnetic hard disk drive for reading from and
writing to a magnetic hard disk, a magnetic disk drive for
reading from or writing to a removable magnetic disk, and
an optical disk drive for reading from or writing to a
removable optical disk such as a CD ROM or other optical
media. The drnives and their associated computer-readable
media provide nonvolatile storage of computer-executable
instructions, data structures, program modules and other
data for the computer.

While the invention has been described with reference to
certain embodiments, 1t will be understood by those skilled
in the art that various changes may be made and equivalents
may be substituted without departing from the scope of the
invention. In addition, many modifications may be made to
adapt a particular situation or maternal to the teachings of the
invention without departing from 1its scope. Therefore, 1t 1s
intended that the invention not be limited to the particular
embodiment disclosed, but that the invention will include all
embodiments falling within the scope of the appended
claims.

The mnvention claimed 1s:
[1. A method for listener calibration of an audio signal,
said method comprising;:

generating a plurality of sound/descriptor pairs, each
sound/descriptor pair including a sound and an audio
descriptor for the sound;

determining a weighting function based on the plurality of
sound/descriptor pairs;

scaling the weighting function according to listener feed-
back;

applying the scaled weighting function as an audio device
setting for an audio signal; and
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mapping one or more language based descriptors associ-
ated with the plurality of sound/descriptor pairs to one
or more Ifrequency gain curves,

wherein the one or more frequency gain curves are

mapped to the weighting function, wherein a slope of °

a line fitted between the values of the plurality of

sound/descriptor pairs 1s computed for each sound/
descriptor pair and wherein a combination of the plu-
rality of slopes represents the weighting function.]

[2. The method of claim 1, further comprising receiving
listener feedback regarding the weighting function via a
controller.}

[3. The method of claim 1, further comprising modifying
one or more sounds associated with the plurality of sound/
descriptor pairs using at least one equalization curve.]

[4. The method of claim 1, further comprising receiving
listener feedback regarding a plurality of high and low
frequency gain comparisons to converge to a desired scaled
weighting function.]

[S. A tangible computer readable medium comprising
computer program code which, when executed by a proces-
sor, implements an audio configuration system for individual
learning and customization of a listener’s subjective audio
preference, said system comprising:

an output to provide a sound for listener review;

an interface to accept listener feedback regarding the

sound, the feedback 1ncluding a descriptor to associate
with the sound; and

a processor to program an audio device based on listener

feedback, wherein the processor 1s to analyze the sound
and associated listener feedback to generate a weight-
ing function, the weighting function further scalable
based on listener feedback, wherein the processor 1s to
apply the weighting function as an audio device setting
for the audio device to apply to an audio signal and the
processor 1s to predict listener ratings based on a
similarity between a probe curve and the weighting
function.}

[6. The computer readable medium of claim 5, wherein
the interface further comprises a slider controller to receive
listener feedback regarding the weighting function.]

[7. The computer readable medium of claim 5, wherein
the processor 1s to modily the sound using at least one
equalization curve.]

[8. The computer readable medium of claim 5, wherein
the processor 1s to map a language-based descriptor associ-
ated with the sound to a frequency gain curve.]

[9. The computer readable medium of claim 8, wherein
the processor 1s to map the frequency gain curve to the
weighting function.]

[10. The computer readable medium of claim 5, wherein
the interface 1s to receive listener feedback regarding a
plurality of high and low frequency gain comparisons to
converge to a desired scaled weighting function.]

[11. The computer readable medium of claim 5, wherein
the audio device comprises at least one of a hearing aid and
an audio equalizer.]

[12. The computer readable medium of claim 5, further
comprising one or more bandpass filters to modity the sound
for output.]

[13. The computer readable medium of claim 5, further
comprising an automatic synonym map relating language-
based descriptors representing listener feedback.}

[14. A tangible computer readable medium comprising
computer program code which, when executed by a proces-
sor, implements an audio configuration system for individual
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learning and customization of a listener’s subjective audio
preference, said system comprising:

an output to provide a sound for listener review;

an 1interface to accept listener feedback regarding the

sound, the feedback 1ncluding a descriptor to associate
with the sound:

an automatic synonym map relating language-based

descriptors representing listener feedback; and

a processor to program an audio device based on listener

teedback, wherein the processor 1s to analyze the sound
and associated listener feedback to generate a weight-
ing function, the weighting function turther scalable
based on listener feedback, wherein the processor 1s to
apply the weighting function as an audio device setting
for the audio device to apply to an audio signal.]

[15. The computer readable medium of claim 14, wherein
the interface further comprises a slider controller to receive
listener feedback regarding the weighting function.]

[16. The computer readable medium of claim 14, wherein
the processor 1s to modily the sound using at least one
equalization curve.]

[17. The computer readable medium of claim 14, wherein
the processor 1s to map a language-based descriptor associ-
ated with the sound to a frequency gain curve.]

[18. The computer readable medium of claim 17, wherein
the processor 1s to map the frequency gain curve to the
weighting function.]

[19. The computer readable medium of claim 14, wherein
the interface 1s to receive listener feedback regarding a
plurality of high and low frequency gain comparisons to
converge to a desired scaled weighting function.]

[20. The computer readable medium of claim 14, wherein
the audio device comprises at least one of a hearing aid and
an audio equalizer.]

[21. The computer readable medium of claim 14, further
comprising one or more bandpass filters to modify the sound
for output.]

[22. The computer readable medium of claim 14, wherein
the processor 1s to predict listener ratings based on a
similarity between a probe curve and the weighting func-
tion. J

23. A system comprising:

a hearing device to generate audio processed according

to a frequency gain curve; and
a computing device that is separate from the hearing
device and that comprises one ov more processing
devices to execute instructions to generate a user
interface for setting the frequency gain curve,

wherein the user interface comprises a control element to
enable the user to set the frequency gain curve, and

wherein the one or more processing devices are config-
ured to gemerate the frequency gain curve from a
weighted combination of a set of component weighting
Junctions, the component weighting functions compris-
ing at least one of: (a) a component weighting function
corresponding to a modification of a spectral tilt of the
frequency gain curve, and (b) a component weighting
function corresponding to a modification of a middle
frequency balance of the frequency gain curve, the
component weighting functions

(i) generated based on a set of user-specific weighting

functions, wherein each user-specific weighting func-
tion corresponds to an individual’s audio preferences,
and

(ii) generated to account for a threshold level of variance

among the set of user-specific weighting functions.
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24. The system of claim 23 wherein the set of user-specific
weighting functions is vepresentative of a population of
user-specific weighting functions acrvoss various individuals
and audio descriptors.

25. The system of claim 23, wherein the weighted com-
bination of the set of component weighting functions is
determined in accovdance with input rveceived through the
user interface.

26. The system of claim 23, wherein the set of component
weighting functions comprise a set of principal components
derived using principal component analysis.

27. The system of claim 23, wherein the hearing device
comprises a medical hearing aid device.

28. The system of claim 23, wherein the computing device
comprises a handheld computing device.

29. The system of claim 23, wherein the computing device
comprises a mobile computing device.

30. The system of claim 23, wherein the computing device
is wirelessly connected to the hearing device.

31. The system of claim 23, wherein the control element
of the user interface comprises a two-dimensional graphical
control.

32. The system of claim 31, wherein the two-dimensional
graphical control comprises a graphical slider control.

33. The system of claim 31, wherein the two-dimensional

graphical control comprises a movable graphic presented in
a box.

34. The system of claim 24, wherein the set of user-
specific weighting functions is representative of audio pref-
erences of the entive human population.

35. The system of claim 24, wherein the set of user-
specific weighting functions is vepresentative of audio pref-
erences of a population of people with hearing loss.

36. The system of claim 23, wherein the hearing device is
configured to process the audio according to the frequency
gain curve.

37. The system of claim 23, wherein each user-specific
weighting function is derived from user ratings of audio
processed by a set of probe equalization curves.

38. One or more non-transitory computer-readable stor-
age media storing instructions that ave executable by one or
movre processing devices to perform operations comprising.

presenting a usev interface on a display of a computing

device,
wherein the user interface comprises a control element
configured to rveceive user input for setting a fre-
quency gain curve used in processing audio for
reproduction by a hearing device in communication
with the computing device, and
wherein the frequency gain curve is derived from a
weighted combination of a set of component weight-
ing functions, the component weighting functions
comprising at least one of: (a) a component weight-
ing function corresponding to a modification of a
spectral tilt of the frequency gain curve, and (b) a
component weighting function corresponding to a
modification of a middle frequency balance of the
frequency gain curve, the component weighting func-
tions
(i) generated based on a set of user-specific weight-
ing functions, wherein each user-specific weight-
ing function corresponds to an individual’s audio
preferences, and
(ii) gemerated to account for a threshold level of
variance among the set of user-specific weighting
functions; and
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causing the frequency gain curve set via the control
element to be used to process the audio for repro-
duction by the hearing device.

39. The one or more non-transitory computer-readable
storage media of claim 38, wherein the set of user-specific
weighting functions is vepresentative of a population of
user-specific weighting functions acrvoss various individuals
and audio descriptors.

40. The one or more non-transitory computer-readable
storage media of claim 38, wherein the weighted combina-
tion of the set of component weighting functions is deter-
mined in accovdance with input rveceived through the user
interface.

41. The one or more non-transitory computer-readable
storage media of claim 38, wherein the set of component
weighting functions comprise a set of principal components
derived using principal component analysis.

42. The one or more non-transitory computer-readable
storage media of claim 38, wherein the operations further
comprise processing the audio using the frequency gain
curve set via the control element.

43. The one or more non-transitory computer-readable
storage media of claim 38, wherein the hearing device is
configured to process the audio using the frequency gain
curve set via the control element.

44. The one or more non-transitory computer-readable
storage media of claim 38, wherein causing the frequency
gain curve to be used to process the audio comprises:
causing the frequency gain curve set via the control element
to be wirelessly transmitted to the hearing device.

45. The one or more non-transitory computer-readable
storage media of claim 38, wherein the control element
comprises a two-dimensional graphical control.

46. The one or more non-transitory computer-readable
storage media of claim 45, wherein the two-dimensional
graphical control comprises a graphical slider control.

47. A method for operating an audio device, the method
COmprising.

receiving user input comprising a first userv-adjustable

control and a second user-adjustable control; and
applyving a frequency gain curve to an audio signal for
reproduction by the audio device, the frequency gain
curve being derived from a weighted combination of a
set of component weighting functions, the component
weighting functions comprising at least one of: (a) a
component weighting function corresponding to a
modification of a spectral tilt of the frequency gain
curve, and (b) a component weighting function corre-
sponding to a modification of a middle frequency
balance of the frequency gain curve, the component
weighting functions
(i) generated based on a set of user-specific weighting
functions, wherein each user-specific weighting
function corresponds to an individual’s audio pref-
erences, and
(ii) gemnerated to account for a threshold level of
variance among the set of user-specific weighting
functions,
whevrein the first user-adjustable control corresponds to
a weight of a first component weighting function
from the set of component weighting functions, and
wherein the second user-adjustable control corre-
sponds to a weight of a second component weighting
Junction from the set of component weighting func-
tions.

48. The method of claim 47, wherein the first component

weighting function corresponds to a modification of a spec-
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tral tilt of the frequency gain curve and the second compo-
nent weighting function corresponds to a modification of a
middle frequency balance of the frequency gain curve.
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