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1
SEMICONDUCTOR MEMORY DEVICE

Matter enclosed in heavy brackets | ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue; a claim printed with strikethrough
indicates that the claim was canceled, disclaimed, or held
invalid by a prior post-patent action or proceeding.

CROSS-REFERENCE TO RELATED
APPLICATIONS

This 1s a Continuation of U.S. application Ser. No. 14/014,
183, filed Aug. 29, 2013, which 1s based upon and claims the
benefit of U.S. Provisional App. No. 61/804,548, filed Mar.
22, 2013, the entire contents of both of which are incorpo-
rated herein by reference.

FIELD

Embodiments of the present invention relate to a semi-
conductor memory device.

BACKGROUND

In a semiconductor memory device such as an SDRAM,
access 1s performed by, for example, inputting a row address
together with an active command and inputting a column
address together with a read command/write command.
However, in recent years, the size of addresses (the number
of bits) has been increased as the storage capacity of a
semiconductor memory device increases.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram of an MRAM according to a
first embodiment;

FIG. 2 1s a circuit diagram of a memory cell array and a
redundancy area;

FIG. 3 1s a circuit diagram of a fuse box and a redundancy
judgment circuit;

FIG. 4 1s a cross-sectional view of an MTJ element;

FIG. 5 1s a timing chart showing operation of the MRAM;

FIG. 6 1s a timing chart showing operation of an MRAM
according to a second embodiment; and

FI1G. 7 1s a circuit diagram of a fuse box and a redundancy
judgment circuit.

DETAILED DESCRIPTION

In general, according to one embodiment, there 1s pro-
vided a semiconductor memory device comprising:

a memory cell array comprising memory cells;

a redundancy area comprising redundancy cells which are
used for failure cells 1n the memory cell array;

first word lines connected to the memory cell array;

second word lines connected to the redundancy area;

a first row decoder configured to perform selecting from
the first word lines based on a row address;

a judgment circuit configured to determine whether or not
a replacement operation with the redundancy area 1s needed
based on a redundancy address included 1n the row address;
and

a second row decoder configured to perform selecting
from the second word lines based on a determination result
by the judgment circuit,
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2

wherein the row address includes a first row address and
a second row address input in order 1n a time-sharing
method, and

the first row address includes all of the redundancy
address.

Embodiments of the present invention will be described
below with reference to the drawings. In the description
below, components with the same functions and configura-
tions are denoted by the same reference numerals, and
duplicate descriptions are provided only when needed.

The embodiments will be described below taking an
MRAM (Magnetic Random Access Memory) as an example
of a semiconductor memory device.

|First embodiment]

[1. Configuration of the MRAM]

[1-1. General configuration of the MRAM]

FIG. 1 1s a block diagram of an MRAM 10 according to
a first embodiment. The MRAM 10 comprises a memory
cell array 11, a redundancy area 12, a sense amplifier (S/A)
13 serving as a read circuit, a write driver (W/D) 14 serving
as a write circuit, an ECC (Error Checking and Correcting)
circuit 15, a page butler (P/B) 16, an input/output circuit 17,
a normal row decoder 18, a redundancy row decoder 19, a
fuse box 20 serving as a failure address storage unit, a
redundancy judgment circuit 21, a controller 22, a row
address buller 23, a column address buller 24, and an
address recerver 25.

The memory cell array 11 comprises a plurality of
memory cells arranged 1n a matrix. The memory cell array
11 comprises a plurality of word lines (normal word lines)
NWL <0:m>, a plurality of bit lines, and a plurality of source
lines disposed therein. One word line NWL and one pair of
a bit line and a source line are connected to one memory cell.

The redundancy area 12 is provided to repair failure
memory cells occurring in the memory cell array 11. The
redundancy area 12 has a smaller storage capacity than the
memory cell array 11 but has the same configuration as that
of the memory cell array 11. That 1s, the redundancy area 12
comprises a plurality of redundancy cells arranged 1n a
matrix. Each of the redundancy cells has the same configu-
ration as that of the memory cell. The redundancy area 12
comprises a plurality of word lines (redundancy word lines)
RWL<0:n> arranged therein, and a plurality of bit lines and
source lines arranged therein and which are common to the
memory cell array 11. One word line RWL and one pair of
a bit line and a source line are connected to one redundancy
cell. The redundancy area 12 is replaced with the memory
cell array 11 1n umits of one row (a group ol memory cells
connected to one word line RWL) or a plurality of rows.

The address receiver 25 receives an address ADD, a clock

CLK, and a chip select signal CS from an external circuit.
The address ADD includes a row address RA and a column

address CA. The address ADD and the chip select signal CS
are sent to the controller 22. The row address RA 1s sent to
the row address bufller 23. The column address CA 1s sent to
the column address bufler 24.

[he column address bufler 24 receives the column
address CA from the address receiver 25. The column
address bufter 24 sends the column address CA to the sense
amplifier 13, the write driver 14, the page bufler 16, and the
input/output circuit 17.

The row address buffer 23 receives the row address RA
from the address receiver 25. The row address bufifer 23
sends a row address RA<0:a> to the normal row decoder 18,
and sends a redundancy row address RA<x:y> to the redun-
dancy judgment circuit 21. The redundancy row address
RA<Xx:y> comprises a part of the row address RA<0:a>.

-
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The normal row decoder 18 i1s connected to a plurality of
word lines NWL<0:m> disposed in the memory cell array
11. The normal row decoder 18 selects any one of the
plurality of word lines NWL<0:m> based on the row address
RA<0:a>.

The redundancy row decoder 19 1s connected to a plu-
rality of word lines RWL<0:n> disposed 1n the redundancy
area 12. The redundancy row decoder 19 selects any one of
the plurality of word lines RWL<0:n> based on a signal
HIT<<0:n> sent from the redundancy judgment circuit 21.

The fuse box 20 stores addresses (failure addresses) for
use 1n 1dentifying word lines connected to failure memory
cells occurring i the memory cell array 11. The fuse box 20
comprises a plurality of fuse elements configured to store
tailure addresses. A specific configuration of the fuse box 20
will be described below.

The redundancy judgment circuit 21 compares the redun-
dancy row address RA<x:y> with each of the {failure
addresses stored 1n the fuse box 20 to generate a signal
HIT<0:n> and a signal HITSUMB as a result of the com-
parison. The signal HIT<0:n> 1s sent to the redundancy
judgment circuit 21. The signal HITSUMB 1is sent to the
normal row decoder 18. A specific configuration of the
redundancy judgment circuit 21 will be described below.

The sense amplifier 13 1s connected to a plurality of bit
lines. For example, in the case of a voltage detection
scheme, the sense amplifier 13 compares a reference voltage
with a cell voltage applied to a selected memory cell via the
corresponding bit line BL to detect and amplify data in the
selected memory cell. The write driver 14 1s connected to a
plurality of bit lines and a plurality of source lines. The write
driver 14 writes data to the selected memory cell via the
appropriate bit line and source line.

The page buller 16 holds write data sent from the mnput/
output circuit 17 and read data sent from the sense amplifier
13.

The input/output circuit 17 1s connected to an external
circuit to carry out a process of outputting and receiving data
to and from the external circuit. The mput/output circuit 17
sends mput data received from the external circuit to the
page buller as write data. The mput/output circuit 17 outputs
read data received from the page buller 16 to the external
circuit as output data.

The controller 22 integrally controls the operation of the
MRAM 10. The controller 22 receives the clock CLK from
the external circuit. The controller 22 supplies various
control signals to the sense amplifier 13, the write driver 14,
the page builer 16, and the input/output circuit 17 to control
the operations of these circuits.

[1-2. Configuration of the memory cell array and the
redundancy area]

Now, a configuration of the memory cell array 11 and the
redundancy area 12 will be described. FIG. 2 1s a circuit
diagram of the memory cell array 11 and the redundancy
arca 12. The memory cell array 11 comprises a plurality of
memory cells MC arranged 1n a matrix. The memory cell
array 11 comprises a plurality of word lines NWL<0:m>, a
plurality of bit lines BL<0:1>, and a plurality of source lines
SL<0:1>. The memory cell MC 1s connected to one word line
NWL and one pair of a bit line BL and a source line SL.

The memory cell MC comprises a magnetoresistive effect
clement (MTJ (Magnetic Tunnel Junction) element) 30 and
a select transistor 31. The select transistor 31 comprises, for
example, an N-channel MOSFET. One end of the MTIJ
clement 30 1s connected to the corresponding bit line BL.
The other end of the MT1J element 30 i1s connected to a drain
of the select transistor 31. A gate of the select transistor 31
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1s connected to the corresponding word line NWL. A source
of the select transistor 31 1s connected to the corresponding
source line SL.

The redundancy area 12 comprises a plurality of redun-
dancy cells RC arranged 1n a matrix. The redundancy area 12
comprise a plurality of word lines RWL<0:n>, a plurality of
bit lines BL<0:1>, and a plurality of source lines SL<0:1>>.
The redundancy cell RC 1s connected to one word line RWL
and one pair of a bit line BL and a source line SL. The
redundancy cell RC has the same configuration as that of the
memory cell MC.

[1-3. Configuration of the fuse box and the redundancy
judgment circuit]

Now, an example of configuration of the fuse box 20 and
the redundancy judgment circuit 21 will be described. FIG.
3 15 a circuit diagram of the fuse box 20 and the redundancy
judgment circuit 21.

The fuse box 20 comprises a plurality of fuse sets FS<0:
n> corresponding to the plurality of word lines RWL<0:n>.
Each of the fuse sets FS comprises a plurality of fuse units
50 corresponding to the number of bits in the redundancy
row address RA<x:y> and one enable fuse unit 51. Each of
the fuse units 50 comprises a fuse element 50A and a
comparator 30B. The fuse element S0A 1s, for example, a
laser fuse (electric fuse). The enable fuse unit 51 also has the
same configuration as that of the fuse umt 50.

The enable fuse unit 51 1s used to determine whether or
not to use the fuse set FS including this enable fuse unit 51.
Information indicating whether or not to use the fuse set FS
1s programmed 1n the fuse element in the enable fuse unit 51.
The enable fuse unit 51 1s configured to output “H” 1f the
fuse set FS 1s to be used.

An address (failure address) for use in identifying a word
line connected to a failure memory cell included i the
memory cell array 11 (that 1s, one of the word lines 1n the
memory cell array 11 which 1s to be replaced with the
redundancy area 12) 1s programmed 1n each of the plurality
of fuse elements 50A included in the plurality of fuse units
50 1n each fuse set FS. The fuse unit 50 (specifically, the
comparator 50B) compares an address bit input to the fuse
unit 50 itself with a bit stored in the fuse element 50A. If the
address bit matches the stored bit, the fuse unit 50 outputs
“H”.

The redundancy judgment circuit 21 comprises a plurality
of ({or example, two) NAND gates 52A and 52B connected

to each fuse set F'S and a NOR gate 53 connected to outputs
of the NAND gates 52A and 52B. The redundancy judgment

circuit 21 further comprises a NOR gate 54 connected to
outputs of a plurality of NOR gates 53<0:n> corresponding
to a plurality of word lines RWL<0:n>.

If the failure address stored 1n the fuse set FS<0> matches
the redundancy row address RA<x:y>, the redundancy judg-
ment circuit 21 asserts a signal HIT<0> (outputs “H”). The
signal HIT<1:n> operates similarly to the signal HIT<0>.
The signal HIT<0:n> 1s sent to the redundancy row decoder
19. Finally, the redundancy word line RWL<a> correspond-
ing to the asserted signal HIT<a> 1s activated.

Furthermore, 1 any of the signals HIT<0:n> 15 asserted,
the redundancy judgment circuit 21 asserts the signal HIT-

SUMB (outputs “L”’). The signal HITSUMB 1s sent to the
normal row decoder 18. The signal HITSUMB at the “L”

level means that an operation of replacement with the

redundancy area 12 1s to be performed. Hence, if the signal
HITSUMB 1s at the “L” level, the normal row decoder 18

operates to avoid activating the word line NWL<0:m>.
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[1-4. Structure of the MTJ element]

Now, an example of the structure of the M1 element 30
will be described. FIG. 4 1s a cross-sectional view of the
MTIJ element 30. The MTJ element comprises a lower
clectrode 40, a memory layer (also referred to as a free layer)
41, a nonmagnetic layer (tunnel barrier layer) 42, a reference

layer (also referred to as a fixed layer) 43, and an upper
clectrode 44 stacked 1n this order. The order 1n which the
memory layer 41 and the reference layer 43 are stacked may
be reversed.

The memory layer 41 and the reference layer 43 are each
formed of a ferromagnetic material. The tunnel barrier layer
42 used 1s, for example, an insulating material such as MGO.

Each of the memory layer 41 and the reference layer 43
has perpendicular magnetic anisotropy and a direction of
casy magnetization equal to a perpendicular direction. The
memory layer 41 and the reference layer 43 have a magne-
tization direction equal to an in-plane direction.

The memory layer 41 has a variable magnetization direc-
tion (the magnetization direction 1s inverted). The reference
layer 43 has an invariable magnetization direction (the
magnetization direction 1s fixed). The reference layer 43 1s
set to have perpendicular magnetic anisotropy energy sui-
ficiently higher than the perpendicular magnetic anisotropy
energy of the memory layer 41. The magnetic anisotropy can
be set by adjusting the composition of materials or film
thicknesses. A magnetization inversion current in the
memory layer 41 1s reduced as described above such that a
magnetization inversion current in the reference layer 1s
larger than the magnetization inversion current in the
memory layer 41. Thus, the resultant MTJ element 30
comprises the memory layer 41 with a magnetization direc-
tion that 1s variable with respect to a predetermined write
current and the reference layer 43 with a magnetization
direction that 1s invariable with respect to a predetermined
write current.

The present embodiment uses a spin-transfer write
scheme 1n which a write current 1s passed directly through
the MTJ element 30 to control the magnetization state of the
MTIJ element 30. The MTJ element 30 can be placed 1n
cither a low resistance state or a high resistance state
depending on whether the correlation between the magne-
tization 1n the memory layer 41 and the magnetization in the
reference layer 43 1s 1n a parallel state or 1n an anti-parallel
state.

When a write current tlowing from the memory layer 41
toward the reference layer 43 i1s passed through the MTJ
clement 30, the correlation between the magnetization 1n the
memory layer 41 and the magnetization in the reference
layer 43 1s placed 1n the parallel state. In the parallel state,
the M'TJ element 30 has the lowest resistance value and 1s set
to the low resistance state. The low resistance state of the
MTIJ element 30 1s defined, for example, as data “0”.

On the other hand, when a write current flowing from the
reference layer 43 toward the memory layer 41 1s passed
through the MTJ element 30, the correlation between the
magnetization in the memory layer 41 and the magnetization
in the reference layer 43 1s placed 1n the anti-parallel state.
In the anti-parallel state, the MTJ element 30 has the highest
resistance value and 1s set to the high resistance state. The
high resistance state of the MTJ element 30 1s defined, for
example, as data “1”.

Thus, the MTJ element 30 can be used as a storage
clement that can store 1 bit data (binary data). The assign-
ment of the resistance state and the data for the MTJ element
30 can be optionally set.
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Data 1s read from the MTJ element 30 by applying a read
current to the MTJ element 30 and detecting the resistance
value of the M'TJ element 30 based on a read current flowing
through the MTJ element 30 during the application of the
read voltage. The read current 1s set to a value sufliciently
smaller than a threshold beyond which magnetization 1s
inverted by spin transier.

[2. Operation]

Now, the operation of the MRAM 10 configured as
described above will be described. FIG. § 1s a timing chart
showing the operation of the MRAM 10. The MRAM 10
operates 1n synchronism with the clock CLK sent from the
external circuit.

When the storage capacity of the memory cell array 11
grows to increase the number of rows that can be specified
by the row address RA 1n a data read operation and a data
write operation, the number of bits 1n the row address RA
correspondingly increases. Thus, 1n the present embodiment,
the row address RA for use 1n selecting from the rows (word
lines) 1n the memory cell array 11 1s divided 1nto a first row
address RA1 and a second row address RA2, which are
separately mput to the MRAM 10 from the external circuit.
That 1s, the first row address RA1 and the second row
address RA2 are mput from the external circuit to the
MRAM 10 1n this order 1n a time-sharing method.

Furthermore, in the present embodiment, 1t the first row
address RA1 1s recerved, a redundancy determination opera-
tion 1s performed, and subsequently, the second row address
RAZ2 1s recerved. When all of the row address RA<0:a> 1s
obtained, operations other than the redundancy determina-
tion operation which use the row address RA are performed.
Thus, the first row address RA1 1s configured to include the
redundancy row address RA<x:y>. The second row address
RA2 comprises all of the row address RA<0:a> except for
the first row address RAL.

First, the controller 22 receives a pre-active command
P-Act, and the row address bufter 23 receives the first row
address RA1 from the external circuit. The pre-active com-
mand P-Act 1s iput before an active command Act
described below and used to 1mput the first row address RA1
to the MRAM 10. Subsequently, the row address builer 23
sends the first row address RA1 to the fuse box 20 and the
redundancy judgment circuit 21.

Subsequently, the fuse box 20 and the redundancy judg-
ment circuit 21 perform a redundancy determination opera-
tion of determining whether or not the failure address stored
in the fuse set FS matches the redundancy row address
RA<x:y>1ncluded 1n the first row address RA1. Specifically,
cach fuse set FS compares the failure address stored 1n the
tuse elements with the redundancy row address RA<x:y>. If
the addresses match, the fuse set F'S outputs a signal HIT at
the “H” level, and 11 the addresses fail to match, the fuse set
FS outputs a signal HIT at the “L” level. The signal HIT 1s
sent to the redundancy row decoder 19.

Moreover, if any of the signals HIT<0:n> 1s at the “H”
level, the redundancy judgment circuit 21 outputs the signal
HITSUMB at the “L” level. It all of the signals HIT<0:n>
are at the “L”" level, that 1s, replacement with the redundancy
area 12 1s not carried out, the redundancy area 12 outputs the
signal HITSUMB at the “H” level. The signal HITSUMB 1s
sent to the normal row decoder 18.

Subsequently, the controller 22 recerves the active com-
mand Act from the external circuit. The row address bufler
23 recerves the second row address RA2 from the external
circuit. The active command Act allows execution of a
process of activating one (a selected word line) of a plurality
of word lines 1n a selected bank and reading data from the
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memory cell array 11 to the page butler 16. In actuality, one
MRAM 10 shown 1n FIG. 1 corresponds to one bank, and a
plurality of banks are mounted on a substrate to form a
nonvolatile memory. At this time, all of the row address
RA<0:a>, comprising the first row address RA1 and the
second row address RA2, 1s obtained. The row address
RA<0:a> 1s then sent from the row address bufler 23 to the
normal row decoder 18.

Subsequently, as long as the signal HITSUMB 1s at the
“H” level, the normal row decoder 18 uses the row address
RA<0:a> to activate one of the word lines NWL<0:m>. If
the selected word line 1s failure (the signal HITSUMB 1s at
the “L” level), the word line 1s replaced with the redundancy
area 12. Specifically, the redundancy decoder 19 activates
one of the word lines RWL<0:n> based on the signal
HIT<0:n>. Subsequently, the sense amplifier 13 reads data
from the memory cell array 11. The read data 1s written to
the page bufler 16 via the ECC circuit 15.

Subsequently, the controller 22 receives a read command
or a write command (R/W) from the external circuit. The
column address bufler 24 receives a column address CA
from the external circuit. Thereafter, the controller 22 per-
forms a read operation or a write operation on the column
designated by the column address CA.

|[Effects]

As described above 1n detail, the first embodiment is as
follows. The first row address RA1 and the second row
address RA2, included 1n the row address RA, are mput to
the MRAM 10 1n this order 1n a time-sharing method. The
first row address RA1, which 1s input earlier, 1s configured
to mclude all of the redundancy address related to a redun-
dancy replacement operation. Then, the redundancy replace-
ment operation 1s started immediately after the reception of
the first row address RAL.

Thus, the first embodiment allows a redundancy determi-
nation operation to be performed before the active command
Act 1s recerved, enabling an apparent reduction in time
required for the redundancy determination. This enables a
reduction 1n a delay time tRCD (RAS to CAS delay) from
the reception of the active command Act until the reception
of the read command or the write command, thus increasing
the operating speed of the MRAM 10.

[Second embodiment]

According to a second embodiment, the row address RA
for use 1 selecting from the rows (word lines) 1 the
memory cell array 11 1s divided into the first row address
RA1 and the second row address RA2. The first row address
RA1 and the second row address RA2 are separately imput
to the MRAM 10 from the external circuit. That 1s, the first
row address RA1 and the second row address RA2 are input
from the external circuit to the MRAM 10 1n this order 1n a
time-sharing method.

Furthermore, according to the present embodiment, the
first row address RA1 1s configured to include a part of the
redundancy row address RA<x:y>. The second row address
RA2 comprises all of the row address RA<0:a> except for
the first row address RA1. That 1s, the second row address
RA2 also includes a part of the redundancy row address
RA<x:y>. After the first row address RA1 is received, a part
of the redundancy determination operation i1s performed.
Subsequently, upon receiving the second row address RA2
to obtain all of the row address RA<0:a>, the MRAM
performs all of the remaining part of the redundancy deter-
mination operation and the operations other than the redun-
dancy determination operation which use the row address

RA.
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FIG. 6 1s a timing chart showing the operation of the
MRAM 10 according to the second embodiment. First, the
controller 22 recerves the pre-active command P-Act from
the external circuit, and the row address bufler 23 receives
the first row address RA1 from the external circuit. Then, the
row address builer 23 sends the first row address RA1 to the
fuse box 20 and the redundancy determination circuit 21.

Subsequently, the fuse box 20 and the redundancy judg-
ment circuit 21 perform a redundancy determination opera-
tion of determining whether or not the failure address stored
in the fuse set FS matches a part of the redundancy row
address RA<x:y> included in the first row address RA1, that
1s, the fuse box 20 and the redundancy judgment circuit 21
perform a part of the redundancy determination operation
(“PD opl1” 1n FIG. 6).

Subsequently, the controller 22 receives the active com-
mand Act from the external circuit. The row address butler
23 receives the second row address RA2 from the external
circuit. At this time, all of the row address RA<O0:a>,
comprising the first row address RA1 and the second row
address RA2, 1s obtained and sent from the row address
bufter 23 to the normal row decoder 18. Furthermore, all of
the remaining part of the redundancy row address RA<x:y>
1s sent from the row address bufler 23 to the fuse box 20 and
the redundancy judgment circuit 21.

Subsequently, the fuse box 20 and the redundancy judg-
ment circuit 21 use the redundancy row address RA<x:y> to
perform all of the remaining part of the redundancy deter-
mination operation (“RD op2” in FIG. 6).

Subsequently, the normal row decoder 18 uses the row
address RA<0:a> to activate the selected word line. If the
selected word line 1s failure, the word line 1s replaced with
the redundancy area 12. Thereafter, the sense amplifier 13
reads data from the memory cell array 11, and the read data
1s written to the page builer 16 via the ECC circuit 13. The
subsequent operation 1s the same as the corresponding
operation 1n the first embodiment.

(Example of configuration of the fuse box 20 and the
redundancy judgment circuit 21)

Now, an example of configuration of the fuse box 20 and
the redundancy judgment circuit 21 will be described. FIG.
7 1s a circuit diagram of the fuse box 20 and the redundancy
judgment circuit 21. A circuit portion of FIG. 7 corresponds
to a critical path for the redundancy determination operation.
Reducing the time required for processing in the circuit
portion 1s 1mportant.

In the present embodiment, first fuse sets FS1<0:n> of the
fuse sets FS<0:n> which correspond to the redundancy row
address (a part of the redundancy row address RA<x:y>)
included i the first row address RA1 are collectively
arranged at a short distance from one another. Furthermore,
second fuse sets FS2<0:n> 1in the fuse sets FS<0:n> which
correspond to the redundancy row address (all of the remain-
ing part of the redundancy row address RA<x:y>) included
in the second row address RA2 are collectively arranged at
a short distance from one another. Moreover, the first fuse
sets FS1<0:n> corresponding to the first row address RAI,
which 1s input earlier and involves a relatively suflicient time
for a calculation, are arranged away from a circuit (NOR
gate 53<0:n>) configured to calculate the signal HIT<0:n>
and a circuit (INOR gate 354) configured to calculate the
signal HITSUMB. The second fuse sets FS2<0:n> corre-
sponding to the second row address RA1, which 1s input
later, are arranged closer to the NOR gate 53<0:n> and the
NOR gate 54 than the first fuse sets FS1<<0:n>.

Thus, when the second row address RA2 1s mput, the
redundancy determination operation (“RD opl1™ 1n FIG. 7)
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related to the first row address RA1l has already been
completed. Consequently, the redundancy determination
operation (“RD op2” in FIG. 6) performed after the mput of
the active command Act 1s only the arithmetic process
related to the second fuse sets FS, arranged close to the NOR
gate 54. This enables a reduction 1n the time required for the
redundancy determination operation performed after the
inputting of the active command Act.

(Eflects)

As described above in detail, according to the second
embodiment, the first row address RA1 and the second row
address RA2, included in the row address RA, are input to
the MRAM 10 in this order 1n a time-sharing method. The
first row address RA1, which 1s input earlier, 1s configured
to include a part of the redundancy address related to the
redundancy replacement operation. Then, the redundancy
determination operation 1s started immediately after the
reception of the first row address RAL.

Thus, the second embodiment allows a part of the redun-
dancy determination operation to be performed before the
active command Act 1s received, enabling an apparent
reduction 1n the time required for the redundancy determi-
nation. This enables a reduction 1n the delay time tRCD), thus
increasing the operating speed of the MRAM 10.

Furthermore, the first fuse sets FS1<0:n> corresponding,
to the first row address RA1 are arranged away from the
circuit configured to calculate the signal HIT<0:n> and the
circuit configured to calculate the signal HITSUMB. An
arithmetic process related to the first fuse sets FS1<0:n> 1s
carried out earlier. This enables a further reduction 1n the
time required for the redundancy determination operation
related to the second row address RA2, which 1s mput later.

Each of the above-described embodiments 1s configured
to divide the whole row address RA into two addresses and
to mput the addresses 1n a time-sharing method. However,
the embodiments are not limited to this configuration. The
whole row address may be divided into three or more
addresses, which are then input 1n a time-sharing method. In
conjunction with this, the redundancy row address may be
divided into two or more addresses before input.

Furthermore, each of the above-described embodiments
takes the MRAM as an example of the semiconductor
memory device. However, the embodiments are not limited
to the MRAM but are applicable to any other memory such
as an SDRAM (Synchronous DRAM).

While certain embodiments have been described, these
embodiments have been presented by way of example only,
and are not intended to limit the scope of the mventions.
Indeed, the novel embodiments described herein may be
embodied 1n a variety of other forms; furthermore, various
omissions, substitutions and changes in the form of the
embodiments described herein may be made without depart-
ing from the spirit of the inventions. The accompanying
claims and their equivalents are intended to cover such
forms or modifications as would fall within the scope and
spirit of the mventions.

What 1s claimed 1s:

1. A semiconductor memory device comprising:

a memory cell array comprising memory cells; and

a redundancy area comprising redundancy cells which are

used for failure cells 1n the memory cell array;
wherein:

the semiconductor memory device receives an address

from outside,

the address 1includes a first portion, a second portion, and

a third portion which are mmput 1n order and divided
from each other,
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the first portion includes a redundancy address for the

redundancy area,

the first portion 1s input with a command, and

a first time 1interval between the first portion and the

second portion 1s different from a second time interval
between the second portion and the third portion.

2. The device of claim 1, wherein the first time interval
between the first portion and the second portion i1s shorter
than the second time interval between the second portion
and the third portion.

3. The device of claim 1, wherein the first portion, the
second portion, and the third portion are input in a time-
sharing method.

4. The device of claim 1, further comprising a judgment
circuit which determines whether or not a replacement
operation with the redundancy area 1s needed based on the
redundancy address.

5. The device of claim 4, wherein the judgment circuit
starts a determination operation after the first portion 1s
input.

6. The device of claim 4, further comprising fuse sets
which store failure addresses identifying the failure cells in
the memory cell array,

wherein the judgment circuit determines whether or not

the redundancy address matches one of the failure
addresses stored 1n the fuse sets.

7. The device of claim 1, further comprising a decoder
which decodes the address.

8. The device of claim 1, wherein each of the memory
cells comprises a magnetoresistive effect element.

9. A semiconductor memory device comprising:

a memory cell array comprising memory cells; and

a redundancy area comprising redundancy cells which are

used for failure cells 1n the memory cell array,
wherein:

the semiconductor memory device receives an address

from outside,

the address includes a first portion, a second portion, and

a third portion which are mput 1n order and divided
from each other,

the first portion includes a redundancy address for the

redundancy area,

the first portion 1s mput with a command, and

a number of cycles between the first portion and the

second portion 1s different from a number of cycles
between the second portion and the third portion.

10. The device of claim 9, wherein the number of cycles
between the first portion and the second portion is [shorter]
smaller than the number of cycles between the second
portion and the third portion.

11. The device of claim 9, wherein the first portion, the
second portion, and the third portion are mput 1n a time-
sharing method.

12. The device of claim 9, further comprising a judgment
circuit which determines whether or not a replacement
operation with the redundancy area 1s needed based on the
redundancy address.

13. The device of claim 12, wherein the judgment circuit
starts a determination operation after the first portion 1s
input.

14. The device of claim 12, further comprising fuse sets
which store failure addresses identifying the failure cells in
the memory cell array,

wherein the judgment circuit determines whether or not

the redundancy address matches one of the failure
addresses stored 1n the fuse sets.
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15. The device of claim 9, further comprising a decoder
which decodes the address.

16. The device of claim 9, wherein each of the memory
cells comprises a magnetoresistive elfect element.

17. A semiconductor memory device comprising.

a memory cell array comprising memory cells; and

a redundancy avea comprising vedundancy cells which

are used for failuve cells in the memory cell array,
wherein.:

the semiconductor memory device rveceives an address
from outside,

the address includes a first portion, a second portion, and
a third portion which are input in order and divided
from each other,

the first portion includes a vedundancy address rvelated to
a redundancy replacement operation,

the first portion is input with a command, and

a first time interval between the first portion and the
second portion is different from a second time interval
between the second portion and the third portion.

18. The device of claim 17, wherein the first time interval
between the first portion and the second portion is shorter
than the second time interval between the second portion
and the thivd portion.

19. The device of claim 17, wherein the first portion, the
second portion, and the third portion are input in a time-
shaving method.

20. The device of claim 17, further comprising a judgment
circuit which determines whether ov not a replacement
operation with the redundancy avea is needed based on the
redundancy address.

21. The device of claim 20, wherein the judgment civcuit
starts a vedundancy determination operation dfter the first
portion Is Input.

22. The device of claim 20, further comprising fuse sets
which storve failuve addresses identifving the failuve cells in
the memory cell array,

wherein the judgment circuit determines whether or not

the rvedundancy address matches one of the failure
addresses stoved in the fuse sets.

23. The device of claim 17, wherein the second portion
includes a redundancy address related to a redundancy
replacement operation.

24. The device of claim 17, further comprising a decoder
which decodes the address.
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25. The device of claim 17, wherein each of the memory
cells comprises a magnetoresistive effect element.

26. A semiconductor memory device comprising.

a memory cell array comprising memory cells; and

a redundancy arvea comprising rvedundancy cells which

are used for failure cells in the memory cell array,
wherein.:

the semiconductor memory device receives an address

from outside,

the address includes a first portion, a second portion, and

a third portion which are input in order and divided
from each other,
the first portion includes a vedundancy address velated to
a redundancy rveplacement operation,

the first portion is input with a command, and

a number of cycles between the first portion and the
second portion is different from a number of cyvcles
between the second portion and the thivd portion.

27. The device of claim 26, wherein the number of cycles
between the first portion and the second portion is smaller
than the number of cycles between the second portion and
the thivd portion.

28. The device of claim 26, wherein the first portion, the
second portion, and the thivd portion arve input in a time-
sharing method.

29. The device of claim 26, further comprising a judgment
circuit which determines whether ov not a replacement
operation with the vedundancy area is needed based on the
redundancy address.

30. The device of claim 29, wherein the judgment circuit
starts a redundancy determination operation after the first
portion 1s input.

31. The device of claim 29, further comprising fuse sets
which storve failuve addresses identifving the failure cells in
the memory cell array,

wherein the judgment circuit determines whether or not

the vedundancy address matches one of the failure
addrvesses stored in the fuse sets.

32. The device of claim 26, wherein the second portion
includes a redundancy address related to a rvedundancy
replacement operation.

33. The device of claim 26, further comprising a decoder
which decodes the address.

34. The device of claim 26, wherein each of the memory
cells comprises a magnetoresistive effect element.

% o *H % x
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