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header 1s disclosed. The method 1includes receiving, at a first
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METADATA AUGMENTATION IN A SERVICE
FUNCTION CHAIN

Matter enclosed in heavy brackets | ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue; a claim printed with strikethrough
indicates that the claim was canceled, disclaimed, or held

invalid by a prior post-patent action or proceeding.

CROSS-REFERENCE TO RELATED
APPLICATION

This application is a reissue application of U.S. Pat. No.
9571,405 entitled METADATA AUGMENTATION IN A

SERVICE FUNCTION CHAIN filed Feb. 25, 2015, which
claims the benefit of priority under 35 U.S.C. §119(e) to U.S.
Provisional Application Ser. No. 62/090,821 entitled
“METADATA AUGMENTATION IN A SERVICE FUNC-
TION CHAIN AND NETWORK SERVICE HEADER
(NSH) METADATA BASED LOAD BALANCING™ filed
Dec. 11, 2014, which 1s hereby incorporated by reference 1n
its entirety.

TECHNICAL FIELD

This disclosure relates 1n general to the field of commu-
nications and, more particularly, to metadata augmentation
in a service function chain.

BACKGROUND

In computer networking, network administrators are often
concerned with how to best route traflic flows from one end
point to another end point across a network. When provi-
sioning a route for a tratlic tlow, administrators may imple-
ment policies to ensure that certain service functions are
applied to the packet or the traflic flow as it traverses across
the network. Service functions can provide security, wide
area network (WAN) acceleration, and loadbalancing. These
service Iunctions can be implemented at various points 1n
the network infrastructure, such as the wide area network,
data center, campus, etc. Network elements providing these
service functions are generally referred to as “service
nodes.”

Traditionally, service node deployment 1s dictated by the
network topology. For instance, firewalls are usually
deployed at the edge of an administrative zone for filtering
traflic leaving or entering the particular zone according to a
policy for that zone. With the rise of virtual platforms and
more agile networks, service node deployment can no longer
be bound by the network topology. To enable service nodes
to be deployed anywhere on a network, a solution called
Service Function Chaining (SFC) Architecture (IETF draift-
1ieti-sic-architecture-04, Sep. 20, 2014) and Network Service
Header (NSH) (IETF draft-quinn-sic-nsh-03, Jul. 3, 2014)
have been provided to encapsulated packets or frames to
prescribe service paths for trathic flows through the appro-
priate service nodes. Specifically, Network Service Headers
provide data plane encapsulation that utilizes the network
overlay topology used to deliver packets to the requisite
SErvices.

BRIEF DESCRIPTION OF THE DRAWINGS

To provide a more complete understanding of the present
disclosure and features and advantages thereof, reference 1s

10

15

20

25

30

35

40

45

50

55

60

65

2

made to the following description, taken 1n conjunction with
the accompanying figures, wherein like reference numerals

represent like parts, 1n which:

FIG. 1A illustrates a Service Function Chain (SFC),
which may include an mitial Classification function, as an
entry point into a Service Function Path (SFP), according to
some embodiments of the disclosure:

FIGS. 1B-C illustrate different service paths realized
using service function chaining, according to some embodi-
ments of the disclosure;

FIG. 2 shows a system view of a Service Chain Function-
aware network element for prescribing a service path of a
traflic flow, according to some embodiments of the disclo-
Sure;

FIG. 3 shows a system view of a service node, according
to some embodiments of the disclosure;

FIG. 4 shows a flow diagram illustrating a method for
augmenting metadata 1n a network service header, according
to some embodiments of the disclosure:

FIG. 5-6 illustrate policy enforcement using network
service headers, according to some embodiments of the
disclosure:

FIGS. 7-9 illustrate various metadata augmentations and
theirr eflect on policy enforcement, according to some
embodiments of the disclosure:

FIGS. 10-14 illustrate various metadata augmentation of
a network service header over many classifiers, according to
some embodiments of the disclosure; and

FIG. 15 shows a topology that illustrates how augmenta-
tion of metadata can virtualize the classifier function,
according to some embodiments of the disclosure.

DETAILED DESCRIPTION OF EXAMPL.
EMBODIMENTS

L1

Overview

This present disclosure describes metadata augmentation
in a service function path. There are various use cases that
benefit with metadata based classification and augmentation.
Advantageous features include, but are not limited to, (1)
augmenting service function chain (SFC) metadata using
recursive classification within an service function path (SFP)
(not necessarily not for branching), and (2) reducing clas-
sification load on access/edge nodes by performing minimal
classification and adding metadata to be used by secondary
(dedicated/virtualized) classifier to augment the metadata.

A method for augmenting metadata of a network service
header 1s disclosed. The method includes receiving, at a first
service node, a packet or frame of a trathic flow, wherein the
packet has a payload and the network service header includ-
ing a first metadata and a first service path information for
the trathic tflow, classifying, by the first service node, at least
one of the payload and the first metadata to generate a
second metadata diflerent from the first metadata, and aug-
menting, by the first service node, the first metadata using
the second metadata before forwarding the packet or frame
to a second service node.

In some embodiments, augmenting the first metadata
comprises appending the second metadata to the first meta-
data of the network service header or adding the second
metadata to the network service header. In some embodi-

ments, augmenting the first metadata comprises replacing
the first metadata of the network service header with the

second metadata.

In some embodiments, the network service header includ-
ing the first metadata and the first service path information
1s a result of an 1itial classification of the packet or frame




US RE48,131 E

3

performed by an 1nitial service classifier, and the classifica-
tion performed by the first service node 1s different from the

initial classification.

In some embodiments, the 1nitial service classifier 1s not
capable of performing the classification performed by the
first service node.

In some embodiments, the second metadata corrects an
error of the first metadata. In some embodiments, the second
metadata refines the mnitial classification with additional
information about the packet or frame of the traflic flow. In
some embodiments, wherein the second service node applies
a policy on the packet or frame of the traflic flow based on
the second metadata.

In some embodiments, augmenting the first metadata

using the second metadata comprises: generating a diflerent
network service header having the second metadata, and
encapsulating the packet or frame of the traflic flow with the
different network service header.
In some embodiments, the method further includes gen-
erating a second service path information different from the
first service path information 1n response to generating the
second metadata; and replacing the network service header
with a diflerent network service header having the second
metadata and the second service path information.

In some embodiments, semantics of the second metadata
of the network service header 1s shared via a control plane
of the first service node and the second service node.

EXAMPLE EMBODIMENTS

Basics of Network Service Chaining or Service Function
Chains 1n a Network

To accommodate agile networking and tlexible provision-
ing ol network nodes i1n the network, Service Function
Chains (SFC) can be used to ensure an ordered set of Service
Functions (SF) to be applied to packets and/or frames of a
traflic flow. SFCs provides a method for deploying SFs in a
way that enables dynamic ordering and topological inde-
pendence of those SFs. A service function chain can define
an ordered set of service functions that 1s applied to packets
and/or frames of a traflic flow, where the ordered set of
service functions are selected as a result of classification.
The implied order may not be a linear progression as the
architecture allows for nodes that copy to more than one
branch. The term service chain 1s often used as shorthand for
service function chain.

FIG. 1A illustrates a Service Function Chain (SFC),
which may include an 1itial service classification function
102, as an entry point into a Service Function Path (SFP) 104
(or service path). The (initial) service classification function
102 prescribes a service path, and encapsulates a packet or
frame with the service path information which identifies the
service path. The classification potentially adds metadata, or
shared context, to the SFC encapsulation part of the packet
or frame. The service function path 104 may include a
plurality of service functions (shown as “SF1”, . .. “SFN”).

A service Tunction can be responsible for specific treat-
ment of received packets. A service function can act at the
network layer or other OSI layers (e.g., application layer,
presentation layer, session layer, transport layer, data link
layer, and physical link layer). A service function can be a
virtual instance or be embedded 1n a physical network
clement such as a service node. When a service function or
other modules of a service node 1s executed by the at least
one processors of the service node, the service function or
other modules can be configured to implement any one of
the methods described herein. Multiple service functions can
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be embedded 1n the same network element. Multiple
instances of the service function can be enabled 1n the same
adminmistrative SFC-enabled domain. A non-exhaustive list
of SFs includes: firewalls, WAN and application accelera-
tion, Deep Packet Inspection (DPI), server load balancers,
NAT44, NAT64, HOST_ID injection, HI'TP Header Enrich-
ment functions, TCP optimizer, etc. An SF may be SFC
encapsulation aware, that 1s it receives, and acts on infor-
mation 1n the SFC encapsulation, or unaware in which case
data forwarded to the service does not contain the SFC
encapsulation.

A Service Node (SN) can be a physical network element
(or a virtual element embedded on a physical network
clement) that hosts one or more service functions (SFs) and
has one or more network locators associated with 1t for
reachability and service delivery. In many standardization
documents, “service functions” can refer to the service
nodes described herein as having one or more service
functions hosted thereon. Service Function Path (SFP) (or
sometimes referred simply as service path) relates to the
instantiation of a SFC 1n the network. Packets follow a
service path from a classifier through the requisite service
functions.

FIGS. 1B-C illustrate different service paths realized
using service function chaining. These service paths can be
implemented by encapsulating packets of a trailic flow with
a network service header (NSH) or some other suitable
packet header which specifies a desired service path (e.g., by
identifving a particular service path using service path
information in the NSH). In the example shown 1n FIG. 1B,
a service path 120 can be provided between end point 160
and endpoint 180 through service node 106 and service node
110. In the example shown 1n FIG. 1C, a service path 130 (a
different 1nstantiation) can be provided between end point
170 and endpoint 190 through service node 106, service
node 108, and service node 112.

Network Service Header (NSH) Encapsulation

Generally speaking, an NSH includes service path infor-
mation, and NSH 1s added to a packet or frame. For instance,
an NSH can include a data plane header added to packets or
frames. Effectively, the NSH creates a service plane. The
NSH 1includes information for service chaining, and 1n some
cases, the NSH can include metadata added and/or con-
sumed by service nodes or service functions. The packets
and NSH are encapsulated in an outer header for transport.
To implement a service path, a network element such as a
service classifier (SCL) or some other suitable SFC-aware
network element can process packets or frames of a traflic
flow and performs NSH encapsulation according to a desired
policy for the trathic flow.

FIG. 2 shows a system view of SFC-aware network
clement, e.g., such as a (initial) service classifier (SCL), for
prescribing a service path of a traflic flow, according to some
embodiments of the disclosure. Network element 202
includes processor 204, (computer-readable non-transitory)
memory 206 for storing data and instructions. Furthermore,
network element 202 1ncludes service classification function
208 and service header encapsulator 210 (both can be
provided by processor 204 when processor 204 executes the
istructions stored in memory 206).

The service classification function 208 can process a
packet of a traflic flow and determine whether the packet
requires servicing and correspondingly which service path to
follow to apply the approprate service. The determination
can be performed based on business policies and/or rules
stored 1n memory 206. Once the determination of the service
path 1s made, service header encapsulator 210 generates an
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appropriate NSH having identification information for the
service path and adds the NSH to the packet. The service
header encapsulator 210 provides an outer encapsulation to
torward the packet to the start of the service path. Other
SFC-aware network elements are thus able to process the
NSH while other non-SFC-aware network elements would
simply forward the encapsulated packets as i1s. Besides
iserting an NSH, network element 202 can also remove the
NSH if the service classification function 208 determines the
packet does not require servicing.

Network Service Headers

A network service header (NSH) can include a (e.g.,
64-bit) base header, and one or more context headers.
Generally speaking, the base header provides information
about the service header and service path identification (e.g.,
a service path identifier), and context headers can carry
opaque metadata (such as the metadata described herein
reflecting the result of classification). For istance, an NSH
can include a 4-byte base header, a 4-byte service path
header, and optional context headers. The base header can
provide information about the service header and the pay-
load protocol. The service path header can provide path
identification and location within a path. The (variable
length) context headers can carry opaque metadata and
variable length encoded information. The one or more
optional context headers make up a context header section 1n
the NSH. For instance, the context header section can
include one or more context header fields having pieces of
information therein, describing the packet/frame. Based on
the information in the base header, a service function of a
service node can derive policy selection from the NSH.
Context headers shared in the NSH can provide a range of
service-relevant information such as traflic classification.
Service functions can use NSH to select local service policy.

Service Nodes and Proxy Nodes

Once properly encapsulated, the packet having the NSF 1s
then forwarded to one or more service nodes where
service(s) can be applied to the packet/frame. FIG. 3 shows
a system view of a service node, according to some embodi-
ments of the disclosure. Service node 300, generally a
network element, can include processor 302, (computer-
readable non-transitory) memory 304 for storing data and
instructions. Furthermore, service node 300 includes service
tfunction(s) 306 (e.g., for applying service(s) to the packet/
frame, classitying the packet/frame) and service header
processor 308. The service functions(s) 306 and service
header processor 306 can be provided by processor 302
when processor 302 executes the instructions stored in
memory 304. Service header processor 308 can extract the
NSH, and in some cases, update the NSH as needed. For
instance, the service header processor 308 can decrement the
service index 11 a service index=0 1s used to indicate that a
packet 1s to be dropped by the service node 300. In another
instance, the service header processor 308 or some other
suitable module provide by the service node can update
context header fields 1 new/updated context 1s available.

Metadata Augmentation

Besides general servicing of the NSH, a service node can
provide additional functionality by augmenting the meta-
data, e.g., by adding precision to the metadata. The present
disclosure describes some exemplary methods for augment-
ing metadata of a NSH.

Generally speaking, metadata 1n the NSH retlects some
form of classification. At the initial classifier, a packet or
frame can be classified, where a first metadata in the NSH
would reflect the classification. For example, the initial
classifier can classity that the packet/frame of a traflic tlow
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1s associated with e.g., an “employee” or “guest”. When a
first service node in the service path processes the first
metadata 1n the NSH, the first service node can apply a first
policy accordingly based on the first metadata.

With augmentation, the first service node can also further
classily the packet or frame as being associated with, e.g.,
application X, and accordingly generate a second metadata.
The first service node can use this new information, 1.e., the
second metadata, to augment the first metadata. The NSH for
the packet/frame can carry the second metadata, which
augments the first metadata, as the packet/frame traverses to
the subsequent service node(s) in the service path.

When a subsequent, second service node processes the
NSH with the second metadata, the new information pro-
vided by the second metadata can aflect how the second
service node processes the packet or frame. For 1nstance, the
second service node may decide to deny the packet/frame
because of the second metadata.

The context being shared among service nodes 1s
improved as the metadata 1s augmented when the packet/
frame travels over the service path. The service nodes can
optionally serve as a supplemental/additional *“classifier” in
the service path by classitying the packet/frame using their
own capabilities. Through augmentation, a service node 1n
the service path can contribute to the information being
shared over the service function chain. The semantics (e.g.,
meaning, encoding scheme) can be conveyed in-line (in the
service plane) or 1n the control plane.

Augmentation can be advantageous if the initial classifier
does not have a particular classification functionality (or
cannot conveniently or efliciently provide such functional-
ity), or might not have information needed to know more
about the packet. Common example 1s that the mnitial clas-
sifier 1s a hardware device that cannot look deep into the
packet to get application information about the packet. The
first service node, e.g., a firewall, a deep packet inspection
engine, a load balancer, etc., may have greater classification
capabilities. For instance, the mitial classifier may provide
first metadata which specifies the packet/frame as being
associated with a guest (e.g., as opposed to an employee). A
first service node, a deep packet mspection engine may find
out that the packet/frame 1s associated with email (e.g., as
opposed to streaming video content). The first service node
can augment the first metadata by adding additional infor-
mation, e.g., using second metadata which specifies the
traflic 1s associated with email. A second service node, e.g.,
a firewall, can process the packet/frame based on the second
metadata accordingly. For instance, the firewall can apply a
policy based on the second metadata, wherein the policy
may decide to block email traflic of guests. As the packet/
frame traverses over the service path over onto other service
nodes, more augmentation can occur. The semantics of the
second metadata of the network service header can be shared
via a control plane of the first service node and the second
service node.

Within the context of the application, “metadata” refers to
one or more pieces of information (e.g., bits of data, encoded
values) 1n a context header section of a network service
header. Metadata can refer to contents of the entire context
header section, which can include the contents of one or
more context header fields describing various attributes of

the packet/frame. Metadata can also refer to contents of one
individual context header field or a subset of context header
fields 1n the context header section.

Moreover, the terms “first service node” and “second
service node” does not necessarily imply that the “first
service node” and the “second service node” are the first and
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second service nodes at the beginning of the service path that
the packet/frame reaches as the packet/frame traverses over
the service path. For instance, the first service node can be
any suitable one of the service nodes among many service
nodes 1n the service path (e.g., third one the packet/frame
reaches as 1t traverses the service path, fourth one, fifth one,
etc.). The second service node can be any suitable one of the
service node(s) subsequent to the first service node down-
stream 1n the service path.

Exemplary Advantages of Metadata Augmentation 1n a
Service Function Chain

To provide for augmenting metadata of a network service
header, the service node 300 of FIG. 3 further includes
metadata augmentation module 310 (which can be provided
by processor 302 when processor 302 executes the instruc-
tions stored 1n memory 304). The service tunction(s) 306
and/or service header processor 308 of the service node 300
can perform classification. Upon receipt of a packet/frame,
the service function can mspect the payload, and the service
header processor can ispect the metadata or other header
information 1n the NSH. The metadata and/or the payload 135
can be used for classification purposes. For instance, the
service Tunction 306 can classity the packet/frame based on
the metadata extracted from the NSH and/or the payload.
The metadata augmentation module 310 can generate the
second metadata based on the classification and perform
augmentation of the first metadata using the second meta-
data.

Specifically, various parts/modules of the service node,
¢.g., the service function 306, the service header processor
308, and the metadata augmentation module 310, can 1imple-
ment the method 1illustrated in FIG. 4. FIG. 4 shows a flow
diagram 1llustrating a method for augmenting metadata 1n a
network service header, according to some embodiments of
the disclosure. Referring to box 402, a first service node
receives a packet or frame of a traflic flow. The packet has
a payload and the network service header including a first
metadata and a first service path information for the trathic
flow. Referring to box 404, the first service node classifies at
least one of the payload and the first metadata to generate a
second metadata diflerent from the first metadata. Referring
to box 406, the first service node augments the first metadata
using the second metadata before forwarding the packet or
frame to a second service function node.

Providing a mechanism for the service nodes to augment
the metadata for other service nodes downstream 1n the SFP
can have many advantages. For instance, one advantage
includes simplifying or reducing the load on access/edge (or
other low power) platforms by allowing other service nodes
to perform further classification. Effectively, the mechamism
enables minimal classification and allows minimal metadata
to be used for a secondary classifier mid-SFP to augment
metadata. The mechanism also allows classification based
on metadata only, or metadata with additional deep packet
inspection of the payload, 1t desired. In some cases, the
metadata can be used as part of the classification input, such
that a service node can augmenting the metadata and gen-
erate an output for the follow-on classifier, 1.e., a service
node downstream over the SFP. The mechanism effectively
provides for virtualization of the classifier function; the
primary classifier can add metadata to be used by a second-
ary classifier to augment the same.

Various Flavors of Metadata Augmentation

Augmentation of metadata can be implemented in differ-
ent ways. As described, mitial classification happens and as
part of this classification, an SFP 1s chosen, and specific
metadata gets potentially added to the SFC encapsulation of
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a packet through augmentation. The secondary classification
can occur based on metadata alone or with a combination of
metadata and payload details. The resulting SFC encapsu-
lation at the first service node, augmenting the metadata, can
augment the first metadata the existing metadata with addi-
tional details.

In one 1nstance, augmenting the first metadata comprises
appending the second metadata to the first metadata of the
network service header or adding the second metadata to the
network service header (e.g., appending the first metadata
with the second metadata in the metadata field before
providing the packet/frame to the subsequent service node).

In another instance, augmenting the first metadata com-
prises replacing the first metadata of the network service
header with the second metadata (e.g., replacing the contents
ol the metadata field of the NSH with the second metadata
betore providing the packet providing the packet/frame to
the subsequent service node). If desired, the resulting SFC
encapsulation at the first service node, augmenting the
metadata, can encapsulate the packet/frame with new meta-
data (SFC-1mn-SFC) by generating a diflerent network service
header (or other suitable outer header) having the second
metadata and encapsulating the packet or frame of the trathic
flow with the different network service header.

Broadly speaking, the initial classifier and the service
node(s) in the SFP leverages the augmentation mechanism to
provide rich and intelligent classification that aflect policies
being applied to various traflic flows. The augmentation
mechanism enables the second service node to apply a
policy on the packet or frame of the traflic flow based on the
second metadata (e.g., having additional information about
the packet/frame that the NSH would otherwise lack without
augmentation).

Typically, the network service header including the first
metadata and the first service path information 1s a result of
an 1nitial classification of the packet or frame performed by
an 1mitial service classifier. The classification performed by
the first service node, generating the second metadata, can
be different from the 1nitial classification. The differences in
classifications and functionality allow the metadata to
improve as the packet/frame traverses through more classi-
fiers. In one example, the initial service classifier 1s not
capable of performing the classification performed by the
first service node. In some cases, the second metadata can
correct an error of the first metadata, i1f the initial service
classifier did generate a correct classification. In certain
cases, the second metadata refines the initial classification
with additional information about the packet or frame of the
tratlic tlow.

Policy Enforcement Using Metadata 1n Network Service
Headers

Metadata information in the NSH 1s usually used for
policy enforcement and network context for forwarding post
service delivery. Service function instances in service nodes
can derive policy selection from the NSH. Context shared 1n
the service header can provide a range of service-relevant
information such as traflic classification usable for policy
enforcement. Service functions can use the NSH to select
local service policy. NSH provides the ability to pass along
metadata or augmented metadata over a service path.

The metadata used by various service functions may be
derived from several sources. In one example, network
nodes information provided by network nodes can indicate
network-centric information (such as VRF or tenant) that
may be used by service functions, or conveyed to another
network node post-service pathing. In another example,
external (to the network) systems such as orchestration,
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often has information that 1s valuable for service function
policy decisions (1n some cases, this imnformation may not
necessarily be deduced by network nodes). An orchestration
platform placing workloads “knows” what application 1s
being instantiated and can communicate this information to
all NSH nodes via metadata. In yet another example, service
functions can perform very detailed and valuable classifi-
cation, 1n some cases they may terminate, and be able to
ispect encrypted traflic. Service nodes having such service
functions may update, alter or impose metadata information.

Regardless of the source, metadata retlects the “result” of
classification. The granularity of classification may vary. For
example, a network switch might only be able to classily
based on 5-tuple, whereas, a service function may be able to
ispect application information. Regardless of granularity,

the classification information 1s represented as metadata in
NSH. Once the metadata 1s added to NSH, the metadata 1s

carried along the service path. Participant service nodes,
¢.g., service functions in the participant service nodes, can
receive the metadata, and can use that metadata for local
decisions and policy enforcement.

FIG. 5-6 1illustrate policy enforcement using network
service headers, highlighting the relationship between meta-
data and policy, according to some embodiments of the
disclosure. FIG. 5 shows metadata having a S-tuple (as a
result of the 1mitial classification) being added by the service
classifier (shown as “SCL” 1n the FIGURE), whereas FIG.
6 shows metadata from external sources (as a result of the
initial classification) being added by the service classifier
(SCL). In both of the examples above, the service functions
(e.g, SF1, SF2) perform policy decisions (e.g., permitting
certain types of tenants, mspecting trailic from certain
applications) based on the result of the mnitial classification.
The SFs did not need to perform re-classification, rather they
relied on antecedent classification for local policy enforce-
ment.

Effects of Metadata Augmentation on Policy Enforcement
on Traflic Flows

Post-1nitial metadata imposition (typically performed dur-
ing initial service path determination, e.g., by the service
classifier (SCL)), metadata may be augmented using clas-
sification performed by service functions of subsequent
service nodes. FIGS. 7-9 illustrate various metadata aug-
mentations and their eflect on policy enforcement, according
to some embodiments of the disclosure.

FIG. 7 shows that service function SF1 of a first service
node can classifying the packet/frame as being associated
with AppZ (e.g., Application 7Z), and the metadata can be
augmented to reflect such classification. In this example, if
the 1nitial classification returned the tenant information, a
secondary classification (e.g., SF1 1s a deep packet inspec-
tion engine or server load balancer) may augment the tenant
classification with application information. The tenant clas-
sification 1s still valid and present, but additional informa-
tion has been added to 1t.

FIG. 8 shows that subsequent classification by SF1 of a
first service node may update the mitial classification 1f it 1s
determined to be incorrect or not descriptive enough. For
example, the imtial classifier imposed metadata that
describes the packet/frame as normal traflic associated with
“tenant A”, but a security service function SF1 determines
that the traflic 1s really “attack”™ (1.e., malicious trathic). The
secondary classification may replace the tenant classification
with “attack™ so that a further service function SF2 of a
subsequent service node (e.g., a firewall) can deny the
“attack™ packet/frame.
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While the SFC architecture describes the element of
re-classification, 1n which a later classification results 1n a
branching to the selection of a new SFP. It 1s noted that
augmentation of metadata as described herein 1s distinctly
different than the concept of “re-classification” solely for the
purposes selecting a new service path, and 1n some cases, the
augmentation of metadata can 1 fact complement “re-
classification”. FIG. 9 illustrates an example of augmenta-
tion of metadata complementing “re-classification™ for the
purposes of selecting a new service path. Metadata infor-
mation may influence the service path selection since the
service path identifier can represent the result of classifica-
tion. A given service path 1dentifier (SPI) can represent all or
some of the metadata, and be updated based on metadata
classification results. This relationship provides the ability to
create a dynamic services plane based on complex classifi-
cation without requiring each node to be capable of such
classification, or requiring a coupling to the network topol-
ogy. Phrased differently, besides augmenting the first meta-
data, the first service node (e.g., SF1) can further generate a
second service path information different from the first
service path information 1n response to generating the sec-
ond metadata (shown as a path from SF1 to SF10), and
replace the network service header with a different network
service header having the second metadata and the second
service path information to dynamically change the service
path.

FIGS. 10-14 1illustrate various metadata augmentation of
a network service header over many classifiers, according to
some embodiments of the disclosure. FIG. 10 shows a
template for the network service header having a plurality of
fields 1n which metadata can be provided. Exemplary kinds
ol metadata can include:

Network platform context: provides platiorm-specific
metadata shared between network nodes. Examples
include (but are not limited to) ingress port informa-
tion, forwarding context and encapsulation type;

Network shared context: metadata relevant to any net-
work node such as the result of edge classification. For
example, application information, 1dentity information
or tenancy mformation can be shared using this context
header:;

Service platform context: provides service platiform spe-
cific metadata shared between service functions. This
context header 1s analogous to the network platform
context, enabling service platforms to exchange plat-
form-centric information such as an identifier used for
load balancing decisions;

Service shared context: metadata relevant to, and shared,
between service functions. As with the shared network
context, classification information such as application
type can be conveyed using this context.

FIG. 11 shows that the mitial classifier inserts metadata
“employee” (as a result of classification by the mitial
classifier or an external source) into the NSH. FIG. 12 shows
that a second classifier (e.g., a service node having a service
function, service header processor, and metadata augmen-
tation module) augments the metadata with “media”. FIG.
13 shows that a third classifier (e.g., a service node having
a service function, service header processor, and metadata
augmentation module) augments the metadata with “voice”.
FIG. 14 shows that a fourth classifier (e.g., a service node
having a service function, service header processor, and
metadata augmentation module) augments the metadata
with “Skype”.

Usually, the additional information being added by the
subsequent classifiers could not be deduced mitially by the
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classifiers upstream due to capabilities, policy, or configu-
ration. The NSH can efliciently carry encoded representation
of the various classification results (where the encoding/
semantics can be shared over a control plane). The service
functions, e.g., SF1 . . . 3, at various service nodes in the
service path can act on the packet/frames of the traflic flow,
¢.g., based on augmented metadata. For example, if service
function SF3 is a firewall, 1t can deny or permit traflic being
associated with “employee”+“media”+*“voice” traflic, but
allow “employee”+“media”+“file” tratlic.

Exemplary Applications and/or Use Cases

The present disclosure describes metadata augmentation
in a service function. There are various use cases that benefit
with metadata based classification and augmentation.

In a first example, an 1nitial classification in an enterprise
network can classity a packet/frame based on whether the
packet/frame 1s associated with a guest versus a regular
employee and includes a first metadata indicating such
classification 1n the NSH. Downstream, a service node can
augment the first metadata by adding a second metadata
which specifies that the packet 1s associated with Applica-
tion X. The augmentation 1s done, e.g., by a metadata
augmentation module of the service node, by updating
and/or appending the metadata. The augmentation may
involve either an update to an existing field or population of
an empty field.

In a second example, a packet gateway (PGW) 1n a typical
mobility environment can act as a primary/initial classifier to
perform basic classification based on minimal input. The
packet/frame may then carry the Access Point Name (APN)
and other related Evolved UMTS Terrestrial Radio Access
Network (E-UTRAN) details in metadata, which can be
used by a virtual or subsequent classifier (e.g., a subsequent
service node 1 the SFP) to perform secondary classification
and augment the metadata.

In a third example, an enterprise SFC can be overlaid over
a Service Provider infrastructure with 1ts own SFC. In other
words, a service node in the service path can receive
SFC-encapsulated packets/frames and subjects them to the
SP’s local SFC.

Virtualizing the Classifier Function

To take advantage of the augmentation mechanism being,
virtualized over the SFP, the 1nitial classifier and the service
node(s) may provide varied classification functions, taking
the previous classification as mput and providing improved
classifications as outputs. In one example, an access node 1n
an Enterprise network or branch network can be enabled
with basic classification and insertion of metadata to avoid
burdening the access node to perform DPI mspections. This
metadata information along with payload can be used by
ingress nodes connecting to the datacenter for secondary
classification and append further information to the metadata
that can be used by downstream service nodes. In some
cases, this functionality can be leveraged to virtualize the
classifier function and use the access/edge nodes to just
insert basic mformation relevant for classification and for-
ward to the virtualized classifier function which augments
the metadata with additional information relevant for other
SEs.

FIG. 15 shows a topology that illustrates how augmenta-
tion of metadata can virtualize the classifier function,
according to some embodiments of the disclosure. In the
topology shown, user equipment 1502 i1s communicably
connected to the Packet Data Network Gateway (PGW)
1506. The Packet Data Network Gateway (PGW) 13506
connecting the 3GPP 1504 and Evolved Packet Core (EPC)
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Point Name (APN) and other related details in the metadata
ol a packet/frame of a trathic flow. The (virtual) classifier
1508 apply the APN and other related details as mput. The
classifier performs secondary classification based on the
actual packet (e.g., payload) and the metadata, and can
augment the metadata to send further to SFs (shown as
“SFC” 1510). The ability to add further classifiers as part of
the Service Functions (or Forwarders) themselves provide
finer granularity of metadata by allowing the augmentation
the itial metadata with new or more refined 1information.
Initial classification happens but any suitable service node
having a service function along the service path might also
add to that classification. The second level classification can
be either based on the metadata alone or a combination of
metadata and the payload.

NSH Metadata Based Load Balancing

A server load balancer (SLB) or Application Delivery
Controller (ADC) 1s a network device that distributes traflic
across a number of servers using load balancing algorithms
(ranging from simple round robin to more sophisticated
methods) based on L4 and/or L7 information in the packets.
These devices are used to increase capacity and reliability of
applications, and improve the overall performance by
decreasing the burden on servers associated with the man-
agement ol application sessions. Such devices rely heavily
upon mspection of incoming packet flows (such as L4 and/or
L7 information) to determine which classification rules to
apply and therefore the outcome of the load-balancing
decision for a given traflic tlow. While some mechanisms
provide sophisticated packet mnspection capabilities, in some
cases they lack the ability to extract the required information
without first processing the .4 and/or L7 headers from the
packet. More significantly, classification information that 1s
not contained within the packet headers, but available via an
external source(s) 1s not currently available to them, even
though said information could be utilized to greatly enhance
their load-balancing capabilities. The present disclosure
describes the use of metadata, carried in Network Service
Header (NSH), for load balancing decisions 1n addition to,
or 1n lieu of payload (1.e. original packet) information. Such
metadata being used for load balancing decisions can be
augmented, or be used as the second metadata which aug-
ments the first metadata.

Network Service Header (NSH) as described 1n [drafit-
ietf-sic-architecture], [draft-quinn-sic-nsh], provides the
mechamisms for the construction of service chains 1 a
network and the forwarding of traflic through those service
chains using network service headers carried within the data
plane. In addition to path information, NSH carries so-called
metadata: information about the packet/chain. This metadata
1s carried 1n NSH itself, either as fixed-size words, or via
variable TLVs. Typically this metadata retlects the result of
antecedent classification. For example, application type and
subscriber information are two commonly used metadata
values. The metadata 1s carried along the service path and
used, per service, for policy enforcement. Using the meta-
data examples above, a firewall would, for instance, be able
to permit or deny a certain application or subscriber without
having to classity the packets to determine the application or
subscriber information.

In many cases, the classification information carried in
NSH metadata 1s not something that can be derived via
packet/tlow inspection, rather 1t conveys information from
an external source. A common example i1s information
supplied by an orchestration system. This system places
application workloads and therefore “knows” what applica-
tion 1s running. The orchestration system, via a metadata
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API, informs the service-chaining infrastructure about the
application types, and that information 1s then carried as
NSH metadata. This external information case 1s becoming,
increasingly common.

SLB/ADC devices will often constitute part of an NSH
service chain, and as such they can take advantage of the
metadata for local policy application, in this case, load-
balancing decisions.

As an example, consider an SLB/ADC that front ends a
set of web servers accessed by application URL. In the
existing technique the SLB/ADC must examine the L7
HTTP headers to determine the URL being accessed and
then use this information to determine which web server to
use to service a particular packet flow. Using the NSH
metadata as described in this present disclosure the SLB/
ADC may now extract the URL information without needing
to parse through the entire L7 HI'TP header: the application
information 1s inserted as NSH metadata, and in lieu of
attempting to parse for URI or other packet information, the
SLB service function uses the application information 1in
NSH to make 1ts policy decision.

In addition to the packet-centric information, the use of
metadata derived from external sources as described above,
augment load balancing decisions, enabling the policy deci-
sions to be made on information that a SLB cannot derive
absent of NSH metadata.

By adding this type of information to the NSH metadata
the LB algorithms may be greatly enhanced leading to
simpler and more sophisticated LB functionality.

Advantages of such use of metadata include:

1. SLB/ADC does not have to parse through packets

looking for information to load balance upon

2. Load balancing decisions may be performed based on

information that cannot be deduced by a load balancer.
For example, application end-point group, externally
derived information from Openstack etc.

3. Simpler SLB implementation

4. No need to couple SLB and IP management systems

Addressing Security Concerns

Overall, the SFC Security framework allowing augmen-
tation of metadata or use ol metadata can help provide
security. Metadata augmentation can be protected from a
security perspective as part of the overall SFC security
framework. SFC metadata augmentation does not 1n itself
make security weaker, and SFC can work with crypto and
security mechanisms. In one example, SFC can be used 1n a
trusted environment (e.g., DC). In this case 1f the middle box
or classifier 1s hacked, NSH might not be the biggest
problem. All DC tagging schemes (VXLAN for example,
even VLANSs to some extent have similar 1ssues). In another
example, SFC can be used 1n existing “safe” transports (e.g.,
IPsec, MACSEC, SSL) to carry NSH. In yet a further
example, SFC can be used with NSH specific authenticity
and confidentially mechanisms. In these cases, NSH itself
can carry the crypto data as metadata. These NSH specific
mechanisms can solve security for generically including for
metadata augmentation. These SFC security approaches can
cllectively address security concerns over the (sensitive)
metadata being carried i NSH.

Variations and Implementations

Within the context of the disclosure, a network used
herein represents a series of points, nodes, or network
clements of interconnected communication paths for receiv-
ing and transmitting packets of information that propagate
through a communication system. A network offers commu-
nicative interface between sources and/or hosts, and may be
any local area network (LAN), wireless local area network
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(WLAN), metropolitan area network (MAN), Intranet,
Extranet, Internet, WAN, virtual private network (VPN), or
any other appropriate architecture or system that facilitates
communications in a network environment depending on the
network topology. A network can comprise any number of
hardware or software elements coupled to (and 1n commu-
nication with) each other through a communications
medium.

In one particular instance, the architecture of the present
disclosure can be associated with a service provider deploy-
ment. In other examples, the architecture of the present
disclosure would be equally applicable to other communi-
cation environments, such as an enterprise wide area net-
work (WAN) deployment, The architecture of the present
disclosure may include a configuration capable of transmis-
sion control protocol/internet protocol (TCP/IP) communi-
cations for the transmission and/or reception of packets 1n a
network.

As used herein 1n this Specification, the term ‘network
clement’ 1s meant to encompass any of the alorementioned
clements, as well as servers (physical or virtually imple-
mented on physical hardware), machines (physical or vir-
tually implemented on physical hardware), end user devices,
routers, switches, cable boxes, gateways, bridges, loadbal-
ancers, firewalls, iline service nodes, proxies, processors,
modules, or any other suitable device, component, element,
proprictary appliance, or object operable to exchange,
recetve, and transmit information 1n a network environment.
These network elements may include any suitable hardware,
soltware, components, modules, 1nterfaces, or objects that
facilitate the network service header features/operations
thereof. This may be inclusive of appropnate algorithms and
communication protocols that allow {for the eflective
exchange of data or information.

In one implementation, nodes with NSH capabilities may
include software to achieve (or to foster) the functions
discussed herein for providing the NSH-related features/
functions where the software 1s executed on one or more
processors to carry out the functions. This could include the
implementation of instances of service functions, service
header processors, metadata augmentation modules and/or
any other suitable element that would foster the activities
discussed herein. Additionally, each of these elements can
have an internal structure (e.g., a processor, a memory
clement, etc.) to facilitate some of the operations described
herein. In other embodiments, these functions may be
executed externally to these elements, or included 1n some
other network element to achieve the intended functionality.
Alternatively, these nodes may include software (or recip-
rocating software) that can coordinate with other network
clements in order to achieve the functions described herein.
In still other embodiments, one or several devices may
include any suitable algorithms, hardware, software, com-
ponents, modules, interfaces, or objects that facilitate the
operations thereof.

In certain example implementations, the NSH-related
functions outlined herein may be implemented by logic
encoded 1n one or more non-transitory, tangible media (e.g.,
embedded logic provided in an application specific inte-
grated circuit [ ASIC], digital signal processor [DSP] mstruc-
tions, software [potentially inclusive of object code and
source code] to be executed by one or more processors, or
other similar machine, etc.). In some of these mstances, one
or more memory elements can store data used for the
operations described herein. This includes the memory ele-
ment being able to store instructions (e.g., soltware, code,
etc.) that are executed to carry out the activities described 1n
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this Specification. The memory element 1s further config-
ured to store databases or metadata disclosed herein. The
processor can execute any type ol instructions associated
with the data to achieve the operations detailed herein 1n this
Specification. In one example, the processor could transform
an element or an article (e.g., data) from one state or thing
to another state or thing. In another example, the activities
outlined herein may be implemented with fixed logic or
programmable logic (e.g., software/computer instructions
executed by the processor) and the elements identified
herein could be some type of a programmable processor,
programmable digital logic (e.g., a field programmable gate
array [FPGA], an erasable programmable read only memory
(EPROM), an electrically erasable programmable ROM
(EEPROM)) or an ASIC that includes digital logic, software,
code, electronic instructions, or any suitable combination
thereol.

Any of these elements (e.g., the network elements, service
nodes, etc.) can imclude memory elements for storing infor-
mation to be used in achieving the NSH-related features, as
outlined herein. Additionally, each of these devices may
include a processor that can execute software or an algo-
rithm to perform the NSH-related features as discussed in
this Specification. These devices may further keep informa-
tion 1n any suitable memory element [random access
memory (RAM), ROM, EPROM, EEPROM, ASIC, etc.],
software, hardware, or 1n any other suitable component,
device, element, or object where appropriate and based on
particular needs. Any of the memory 1tems discussed herein
should be construed as being encompassed within the broad
term ‘memory eclement.” Similarly, any of the potential
processing elements, modules, and machines described in
this Specification should be construed as being encompassed
within the broad term ‘processor.” Each of the network
clements can also include suitable interfaces for receiving,
transmitting, and/or otherwise communicating data or infor-
mation in a network environment.

Additionally, 1t should be noted that with the examples
provided above, interaction may be described in terms of
two, three, or four network elements. However, this has been
done for purposes of clarity and example only. In certain
cases, 1t may be easier to describe one or more of the
functionalities of a given set of flows by only referencing a
limited number of network elements. It should be appreci-
ated that the systems described herein are readily scalable
and, further, can accommodate a large number of compo-
nents, as well as more complicated/sophisticated arrange-

ments and configurations. Accordingly, the examples pro-
vided should not limit the scope or inhibit the broad
techniques of using and augmenting NSH metadata, as
potentially applied to a myriad of other architectures.

It 1s also important to note that the various steps described
herein 1llustrate only some of the possible scenarios that may
be executed by, or within, the nodes with NSH capabilities
described heremn. Some of these steps may be deleted or
removed where appropriate, or these steps may be modified
or changed considerably without departing from the scope of
the present disclosure. In addition, a number of these opera-
tions have been described as being executed concurrently
with, or 1n parallel to, one or more additional operations.
However, the timing of these operations may be altered
considerably. The preceding operational flows have been
offered for purposes of example and discussion. Substantial
flexibility 1s provided by nodes with NSH capabilities 1n that
any suitable arrangements, chronologies, configurations,
and timing mechanisms may be provided without departing
from the teachings of the present disclosure.
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It should also be noted that many of the previous discus-
sions may 1mply a single client-server relationship. In real-
ity, there 1s a multitude of servers in the delivery tier 1n
certain implementations of the present disclosure. Moreover,
the present disclosure can readily be extended to apply to
intervening servers lurther upstream in the architecture,
though this 1s not necessarily correlated to the ‘m’ clients
that are passing through the ‘n’ servers. Any such permuta-
tions, scaling, and configurations are clearly within the
broad scope of the present disclosure.
Numerous other changes, substitutions, variations, altera-
tions, and modifications may be ascertained to one skilled in
the art and it 1s intended that the present disclosure encom-
pass all such changes, substitutions, variations, alterations,
and modifications as {falling within the scope of the
appended claims. In order to assist the United States Patent
and Trademark Oflice (USPTO) and, additionally, any read-
ers of any patent 1ssued on this application in interpreting the
claims appended hereto, Applicant wishes to note that the
Applicant: (a) does not intend any of the appended claims to
invoke paragraph six (6) of 35 U.S.C. section 112 as 1t exists
on the date of the filing hereof unless the words “means for”
r “step for” are specifically used in the particular claims;
and (b) does not intend, by any statement in the specifica-
tion, to limit this disclosure 1n any way that 1s not otherwise
reflected 1n the appended claims.
What 1s claimed 1s:
1. A method for augmenting metadata of a network
service header, the method comprising:
recerving, at a first service node of a first service path, a
packet or frame of a traflic flow, wherein the packet or
frame has a payload and the network service header
including a first metadata and a first service path
information identifying the first service path for the
traflic flow and the first metadata 1s a result of a
previous classification of the packet or frame;

classitying, by the first service node, at least one of the
payload and the first metadata to [determining] deter-
mine a secondary classification and generate a second
metadata different from the first metadata;

determiming, by the first service node, from the secondary
classification that the previous classification 1s incor-
rect and the second metadata [correct] corrects an error
of the first metadata; [and]

augmenting, by the first service node, the first metadata

with the second metadata before forwarding the packet
or frame to a second service node of the first service
path;

wherein the augmenting the first metadata with the second

metadata comprises genervating a second service path
information different from the first service path infor-
mation in vesponse to genervating the second metadata;
and

replacing the network service header with a different

network service header having the second metadata
and the second service path information, wherein the
first service path and the second service path belong to
a service plane and semantics of the second metadata
of the network service header are shared via a control
plane of the first service node and the second service
node.

2. The method of claim 1, wherein augmenting the first
metadata comprises adding the second metadata to the
network service header.

3. The method of claim 1, wherein augmenting the first
metadata comprises replacing the first metadata of the
network service header with the second metadata.
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4. The method of claim 1, wherein the secondary classi-
fication performed by the first service node 1s different from
the previous classification.

5. The method of claim 1, wherein an initial service
classifier that performed the previous classification 1s not
capable of performing the classification performed by the
first service node.

6. The method of claim 1, further comprising replacing
the previous classification with an attack classification upon
which a subsequent service function 1s capable of acting.

7. The method of claim 1, further comprising updating the
previous classification with the secondary classification
determined by the first service node.

8. The method of claim 1, wherein the second service
node applies a policy on the packet or frame of the traflic
flow based on the second metadata.

9. The method of claim 1, further comprising;:

generating a different network service header having the

second metadata; and

encapsulating the packet or frame of the trailic flow with

the different network service header.

[10. The method of claim 1, further comprising:

generating a second service path information different

from the first service path information in response to
generating the second metadata; and

replacing the network service header with a different

network service header having the second metadata and
the second service path information.]

[11. The method of claim 1, wherein semantics of the
second metadata of the network service header 1s shared via
a control plane of the first service node and the second
service node.]

12. A service node 1 a service function path for aug-
menting metadata of a network service header, the service
node comprising:

at least one memory element having instructions stored

thereon;

at least one [processors] processor coupled to the at least

one memory element and configured to execute the

instructions to cause the service node to:

receive a packet or frame of a tratlic flow, wherein the
packet or frame has a payload and the network
service header including a first metadata and a first
service path information identifying the service
function path for the traflic flow, wherein the first
metadata 1s a result of a previous classification of the
packet or frame;

classily at least one of the payload and the first meta-
data to determine a secondary classification and
generate a second metadata different from the first
metadata;

determine from the secondary classification that the
previous classification 1s incorrect and the second
metadata corrects an error of the first metadata; [and}

augment the first metadata with the second metadata
before forwarding the packet or frame to a second
service node 1n the service function path;

generate a second service path information different
from the first service path information in response to
generating the second metadata,; and

replace the network service header with a diffevent
network service header having the second metadata
and the second service path information, wherein the
fivst service path and the second service path belong
to a service plane and semantics of the second
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metadata of the network service header ave shaved
via a control plane of the first service node and the
second service node.

13. The service node of claim 12, wherein augmenting the
first metadata comprises adding the second metadata to the
network service header.

14. The service node of claim 12, wherein augmenting the
first metadata comprises replacing the first metadata of the
network service header with the second metadata.

15. The service node of claim 12, wherein the instructions
further cause the service node to:

generate a different network service header having the

second metadata; and

encapsulate the packet or frame of the traflic flow with the

different network service header.

[16. The service node of claim 12, wherein the instruc-
tions further cause the service node to:

generate a second service path information different from

the first service path information in response to gener-
ating the second metadata; and

replace the network service header with a different net-

work service header having the second metadata and
the second service path information.]

17. A computer-readable non-transitory medium compris-
ing one or more istructions for augmenting metadata of a
network service header, that when executed on a processor
configure the processor to:

receive, by a first service node a packet or frame of a

traflic flow, wherein the packet or frame has a payload
and the network service header including a first meta-
data and a first service path information identifying the
first service path for the traflic flow, wherein the first
metadata 1s a result of a previous classification of the
packet or frame;

classity, by the first service node, at least one of the

payload and the first metadata to determine a secondary
classification and generate a second metadata different
from the first metadata;

determine, by the first service node, from the second

classification that the previous classification 1s incor-

rect and the second metadata corrects an error of the
first metadata; [and]

augment, by the first service node, the first metadata using

the second metadata before forwarding the packet or
frame to a second service node;

generate a second service path information different from

the first service path information in vesponse to gen-
erating the second metadata; and

replace the network service header with a different net-

work service header having the second metadata and
the second service path information, wherein the first
service path and the second service path belong to a
service plane and semantics of the second metadata of
the network service header ave shared via a control
plane of the first service node and the second service
node.

18. The computer-readable non-transitory medium of
claim 17, wherein the one or more 1nstructions further
coniigure the processor to replace the previous classification
with an attack classification upon which a subsequent ser-
vice function 1s capable of acting.

19. The computer-readable non-transitory medium of
claim 17, wherein augmenting the first metadata comprises
replacing the first metadata of the network service header
with the second metadata.

e
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20. The computer-readable non-transitory medium of
claim 17, wherein the second service node applies a policy
on the packet or frame of the traflic flow based on the second
metadata.
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