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METHOD FOR SWITCHING
MASTER/SLAVE TIMING IN A 1000BASE-T
LINK WITHOUT TRAFFIC DISRUPTION

Matter enclosed in heavy brackets | ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue; a claim printed with strikethrough
indicates that the claim was canceled, disclaimed, or held
invalid by a prior post-patent action or proceeding.

CROSS REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of U.S. Provisional
Application No. 61/294,422, filed on Jan. 12, 2010 and titled
“Method for Switchuing Master/Slave Timing 1n a
1000BASE-T Link Without Traflic Disruption,” the disclo-

sure of which 1s incorporated herein by reference.

BACKGROUND OF THE INVENTION

The present invention relates generally to clocking of
communication circuits, and more particularly to a method
for switching master/slave timing in a data communication
link, for example, a 1000BASE-T link, without disrupting
data traflic on the link.

Devices for communication over a data link often include
transmit and receive circuits termed PHYs. PHYs used in
loop-timed systems, such as 1000BASE-T Ethernet, operate
as either masters or slaves. The PHY at one end of a data link
operates as a master and the PHY at the other end operates
as a slave. With respect to signal timing, the PHY operating
as a master transmits a signal using a reference clock signal
for ttiming, and the PHY operating as a slave transmits a
signal using a clock signal recovered from the signal
received from the master. Other operational characteristics
of the PHY's may also depend on whether a PHY 1s a master
or a slave. For example, a polynomial used for data scram-
bling 1n a 1000BASE-T link may have different values 1n a
master than 1n a slave. Which end of the data link 1s the
master 1s commonly determined when the link 1s mitialized,
for example, using an auto-negotiation process. The auto-
negotiation process may take several seconds and during the
process generally no payload data 1s exchanged. Thus,
reassignment of the timing master 1n a data link 1s generally
highly disruptive to data communication on the link.

BRIEF SUMMARY OF THE INVENTION

One aspect of the invention provides a method for recon-
figuring a timing relationship 1 a network, the network
comprising network nodes comprising at least one physical
layer device, the physical layer devices pair-wise coupled
between network nodes with a first physical layer device of
cach pair operating as a timing master and a second physical
layer device of each pair operating as a timing slave, the
method comprising: transmitting from the first physical
layer device using a reference clock local to the network
node of the first physical layer device; transmitting from the
second physical layer device using a clock signal produced
by a receiver of the second physical layer device; perform-
ing timing recovery in a recerver of the first physical layer
device; freezing timing recovery in the receiver of the
second physical layer device; switching the first physical
layer device to transmit using a clock signal produced by the
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2

receiver of the first physical layer device; and switching the
second physical layer device to transmit using a clock signal
local to the network node of the second physical layer
device.

Another aspect of the invention provides a network node
comprising: a first physical layer device configurable to
operate as a timing master or a timing slave; a second
physical layer device configurable to operate as a timing
master or a timing slave; and phase-locked loop circuitry
coupled to the first physical layer device and the second
physical layer device, the phase-locked loop circuitry con-
figured to produce a local clock signal based on a clock
signal produced by the first physical layer device or a clock
signal produced by the second physical layer device, the
network node configurable to operate in a master timing
mode, a feedthrough timing mode, or a slave timing mode,
wherein the timing mode of the network node 1s reconfigu-
rable substantially without communication errors to or from
the network node.

Another aspect of the mvention provides an Ethernet
network node, the Ethernet network node configured to act
as a master or a slave for a data link with respect to another
node depending on the outcome of an auto-negotiation
sequence between the Ethernet network node and the other
node for the data link, the Ethernet network node configured
to serve as a timing master for the data link while the
Ethernet network node 1s configured to act as a slave for the
data link 1n the event the Ethernet network node receives
information that the Ethernet network node should serve as
a timing master.

Another aspect of the invention provides i1n an Ethernet
network, a process for reconfiguring a timing relationship in
a network, comprising: receiving an indication by a PCS
level slave node that a PCS level master node has had a
timing loss; and switching, by the PCS level slave node, to
use of a reference clock derived from a third node for
transmission of data from the PCS level slave node to the
PCS level master node.

These and other aspects of the invention are more fully
comprehended upon review of this disclosure.

BRIEF DESCRIPTION OF THE FIGURES

FIG. 1 1s a block diagram of communication network 1n
accordance with aspects of the invention;

FIG. 2 1s a block diagram of communication network 1n
accordance with aspects of the invention;

FIG. 3 1s a flowchart of a process for reassigning master/
slave timing in accordance with aspects of the invention; and

FIG. 4 1s a flowchart of a process for restoring master/
slave timing 1n accordance with aspects of the invention.

DETAILED DESCRIPTION

FIG. 1 1s a block diagram of a communication network 1n
accordance with aspects of the invention. The communica-
tion network includes four network nodes: a first node 113,
a second node 115, a third node 119, and fourth node 117.
Although four nodes are 1llustrated 1n FIG. 1, a network may
have a greater number of nodes. The network of FIG. 1 uses
a ring topology with the first node connected to the second
node, the second node connected to the third node, the third
node connected to fourth node, and the fourth node con-
nected to the first node. Other network topologies that
include redundant links may also be used. Fach node
includes a left-side PHY, a right-side PHY, PLL circuitry,

and processing circuitry. As illustrated, each PHY connects
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to a data link. The processing circuitry processes data
communication between the PHYs and between the PHYs
and other devices, for example, a wireless transceiver,
connected to or included 1n the network node. The desig-
nation of a PHY as left-side or right-side 1s only for
convenience 1n referencing the figures and does not connote
a particular physical location 1n a network node. Addition-
ally, some network nodes may have more than two PHY's.

The PLL circuitry supplies clock signals to the PHY's and
the processing circuitry. In some embodiments, the PLL
circuitry may be included in one or both of the PHYs. The
PLL circuitry may receive clock signals recovered by the
PHY's and from a local reference clock with the signal used
to generate the clock signals supplied by the PLL circuitry
depending on a timing mode of the node. In some embodi-
ments, the local reference clock includes a crystal oscillator.
A node may operate 1n a master timing mode with the PLL
circuitry, or some external circuitry, supplying clock signals
to the left-side PHY, the right-side PHY, and the processing,
circuitry that are generated from the local reference clock. In
FIG. 1, the first node 113 operates in the master timing
mode. In the master timing mode, the PHYs in the node
operate as masters.

A node may also operate 1n a feedthrough timing mode
with the PLL circuitry supplying clock signals to the lett-
side PHY and the processing circuitry that are generated
from the clock signal recovered by right-side PHY. This
feeds timing information from the node coupled to the
right-side PHY to the node coupled to the left-side PHY. The
left-side and night-side PHYs may be swapped in the
feedthrough timing mode to feed timing information 1n the
0pp031te direction. In the feedthrough timing mode, the PHY
receiving timing from another node operates as a slave and
the other PHY operates as a master. In FIG. 1, the second
node 115 and fourth node 117 operate 1n the feedthrough
timing mode.

A node may also operate 1n a slave timing mode with the
PLL circuitry supplying clock signals to the processing
circuitry generated from the clock signal recovered by the
left-side (or night-side) PHY, and with the left-side and
right-side PHYs operating as slaves. Whether the clock
signal recovered by the left-side or right-side PHY 1s used
may depend, for example, on the distance (1n terms of nodes)
from the PHY to the master timing node. In FIG. 1, the third
node 119 operates in the slave timing mode. An “M” or “S”
near a PHY 1n FIG. 1 indicates whether the PHY 1s operating
as master or slave.

The timing mode of each network node may be deter-
mined by an mitialization or configuration process. When
the communication network 1s a synchronous Ethernet net-
work, auto-negotiation may be used to configure the timing,
modes of the nodes. A scheme for assigning timing modes
to the nodes may begin by establishing the node with the
most accurate local reference clock to operate 1n the master
timing mode. The other nodes may then operate in the
teedthrough timing mode with timing fed from the PHY
closest to the master to the more distant PHY. The node
receiving timing on both PHY s may then operate 1n the slave
timing mode. Since the clock signals 1n all nodes trace to the
node operating 1 master timing mode, that node may be
termed the Grand Master. After initial configuration, all
nodes 1n the network operate synchronously.

FIG. 2 shows a block diagram of the communication
network of FIG. 1 after the data link between the first node
113 and the second node 115 has dropped. The link may
drop, for example, due to signal mterterence on the link,
physical failure of the link, or physical failure of devices
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connected to the link. Since the second node recerved timing
from the first node over the now dropped link, synchronous
operation of the second node cannot continue with the
timing modes of FIG. 1. However, by configuring the third
node to operate 1 the feedthrough timing mode to pass
timing from 1ts right-side PHY (connected to the fourth
node) to 1ts left-side PHY (connected to the second node)
and the second node to operate in feedthrough timing mode
to recerve timing from 1ts right-side PHY (connected to the
third node), the network may again operate synchronously.
As 1llustrated 1n FIG. 2, the reconfigured network passes
timing from the first node to fourth node, from the fourth
node to the third node, and from the third node to the second
node.

FIG. 3 1s a flowchart of a process for reconfiguring timing,
relationships in a network 1n response to dropping of a link
between network nodes. The process will be described with
reference to FIGS. 1 and 2 for convenience; however, the
process may be used with other network configurations.
Although, the data link between the first node 113 and the
second node 115 dropped, reconfiguration of the network
changes the operation of the link between the second node
115 and the third node 119. Accordingly, the process will be
described with reference to the original master and slave on
the link between the second node and the third node. That 1s,
master refers to the right-side PHY of the second node and
slave refers to the left-side PHY of the third node.

In block 311, the master informs the slave of timing loss.
The master may signal the slave, for example, by sending
special packets or by sending special symbols. The signaling
may utilize protocol layers above the PHYs. In some
embodiments, the slave may signal the master of the desire
to change timing configurations. Signaling by the slave also
may include sending special packets or sending special
symbols and utilize protocol layers above the PHYs. In
block 313, 1n response to the information about timing loss,
the third network node, which contains the slave, checks the
source of its local clock signal. Note that since this node 1s
operating in slave timing mode, the clock signal recovered
by either the left-side or right-side PHY may have been
selected for use 1n generating the local clock signal. If the
local clock signal was generated from the slave device that
received the indication of timing loss 1 block 311, the
process continues to block 3135; otherwise, the process
continues to block 319. In block 315, the PLL circuitry in the
third node switches to using the clock signal recovered by
the right-side PHY.

In block 317, the master transmaits using timing from the
local reference clock of the second node. Additionally, the
master begins timing recovery on the signal received from
the slave.

In block 319, the slave freezes timing recovery on the
signal recerved from the master. Additionally, the slave locks
the frequency of the signal 1t transmits to the master.

In block 321, the master enables its transmit timing to
lock to the clock signal recovered by its receiver. Preferably,
the master smoothly transitions from transmitting using
timing from 1ts local reference clock (as began 1n block 317)
to transmitting with loop timing. A smooth transition has
timing characteristics that allow the slave to receive the
signal transmitted by the master without bit errors.

In block 323, the slave gradually switches to transmitting,
using the local clock signal of the third node. Note that after
blocks 313, 315, the local clock signal 1s generated using the
right-side PHY, which 1s connected to the fourth node 117.
Gradually switching the transmit timing avoids causing bit
errors 1n data transmission between master and slave. In an
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embodiment that uses a digital PLL to generate the transmut
clock signal, block 323 may include a gradual decay of a
frequency term 1n the digital PLL. Thereafter the process
returns. The process performs blocks associated with the
master serially and blocks associated with the slave serially.
However, the process may perform slave operations 1n
parallel with master operations.

The process reconfigures timing flow in the network so
that the slave device operates as a timing master and the
master device operates as a timing slave. However, other
configurational aspects of the link were not changed by the
reconfiguration process. For example, in a 1000BASE-T
PHY, PCS level master/slave configuration 1s unchanged.
Thereby, timing synchronization of the network was recon-
figured without remnitializing (for example, using auto-ne-
gotiation) the network or any link of the network. Although
the reconfiguration process was described for a simple
network where the master/slave timing was changed for just
one link, the process may be applied 1n an 1iterative or nested
manner to reconfigure multiple links 1 a more complex
network.

FI1G. 4 1s a flowchart of a process for reconfiguring timing,
relationships in a network 1n response to restoration of a link
between network nodes. The process of FIG. 4 1s similar to
the process of FIG. 3 and may be used, for example, to
restore a network to use timing relationships that existed
prior to reconfiguration by the process of FIG. 3. As was
done for the reconfiguration process of FIG. 3, the process
of FIG. 4 will be described with reference to the original
master and slave on the link between the second node and
the third node. That 1s, master refers to the right-side PHY
of the second node and slave refers to the left-side PHY of
the third node.

In block 411, the master informs the slave of timing
reacquisition. The master may signal the slave, for example,
by sending special packets or by sending special symbols. In
some embodiments, the slave may signal the master of the
desire to reconfigure timing. In block 415, the second
network node, which contains the master, sets the PLL
circuitry in the second node to use the clock signal recovered
by the left-side PHY. Additionally, the master locks the
frequency of the signal 1t transmits to the slave.

In block 417, 1 response to the mnformation about timing,
reacquisition, the slave continues to transmit using timing
from the local PLL clock of the third node. Additionally, the
slave begins timing recovery on the signal received from the
master.

In block 419, the master freezes timing recovery on the
signal received from the slave.

In block 421, the slave enables 1ts transmit timing to lock
to the clock signal recovered by its recerver. Preferably, the
slave smoothly transitions from transmitting using timing
from 1ts local PLL clock to transmitting with loop timing. A
smooth transition has timing characteristics that allow the
master to receive the signal transmitted by the slave without
bit errors.

In block 423, the master gradually switches to transmit-
ting using the local clock signal of the second node. Note
that after block 415, the local clock signal 1s generated using
the left-side PHY, which 1s connected to the first node 113.
Gradually switching the transmit timing avoids causing bit
errors 1n data transmission between master and slave. In an
embodiment that uses a digital PLL to generate the transmuit
clock signal, block 423 may include a gradual decay of a
frequency term 1n the digital PLL. Thereafter the process
returns. The process performs blocks associated with the
master serially and blocks associated with the slave serially.
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However, the process may perform slave operations in
parallel with master operations.

Although the process reconfigured master and slave tim-
ing flow 1n the network, other configurational aspects of the
link were not changed by the reconfiguration process. For
example, 1n a 1000BASE-T PHY, PCS level master/slave
configuration 1s unchanged. Thereby, timing synchroniza-
tion of the network was restored without remnitializing (for
example, using auto-negotiation) the network or any link of
the network. Although the restoration process was described
for a simple network where the master/slave timing was
changed for just one link, the process may be applied 1n an
iterative or nested manner to reconfigure multiple links 1n a
more complex network.

Although the invention has been discussed with respect to
various embodiments, 1t should be recognized that the
invention comprises the novel and non-obvious claims sup-
ported by this disclosure.

What 1s claimed 1s:

[1. A method for reconfiguring a timing relationship in a
network, the network comprising network nodes comprising
at least one physical layer device, the physical layer devices
pair-wise coupled between network nodes with a first node
with a first physical layer device operating as a master and
a second node with a second physical layer device operating
as a slave, the method comprising:

transmitting signals from the first physical layer device of

the first node to the second physical layer device of the
second node using a reference clock local to the first
node;

transmitting signals from the second physical layer device

of the second node to the first physical device of the
first node using a clock signal recovered from signals
received from the first physical layer device of the first
node;

performing timing recovery, by the first node, on signals

recerved from the second node;

freezing timing recovery, by the second node, of signals

received from the first node:

switching the first physical layer device of the first node

to transmit signals using a clock signal recovered from
signals recerved from the second physical layer device
of the second node; and

switching the second physical layer device of the second

node to transmit signals using a clock signal local to the
second node.]

[2. The method of claim 1, wherein switching the first
physical layer device to transmit using a clock signal pro-
duced by the receiver of the first physical layer device and
switching the second physical layer device to transmit using,
a clock signal local to the network node of the second
physical layer device are performed substantially without bit
errors 1 communication between the first physical layer
device and the second physical layer device.}

3. The method of claim [1] /2, wherein additional con-
figurational aspects are associated with a physical layer
device operating as a master or as a slave, and wherein the
[reconfiguration of timing] ckange of operation from the first
configuration to the second configuration 1s performed with-
out modilying the additional configurational aspects.

4. The method of claim 3, wherein the additional con-
figurational aspects comprise a scrambling polynomual.

5. The method of claim [1] /2, wherein said switching
[the first physical layer device to transmit using a clock
recovered by the receiver of the first physical layer device ]
of the physical layer device of the thivd network node to
transmit using the clock signal vesponsive to the local
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reference clock of the third network node comprises decay-
ing a frequency term in a phase-locked loop used for timing
of transmission from the first physical layer device of the
second network node.

[6. The method of claim 1, wherein switching the second
physical layer device to transmit using a clock signal local
to the network node of the second physical layer device
comprises decaying a frequency term 1n a phase-locked loop
used for timing of transmission ifrom the second physical
layer device.]

[7. The method of claim 1, further comprising transmit-
ting a request to reconfigure timing from the first physical

layer device to the second physical layer device.]
[8. The method of claim 1, further comprising transmit-

ting a request to reconfigure timing from the second physical

layer device to the first physical layer device.}

[9. The method of claim 1, wherein the network nodes
turther comprise phase-locked loop circuitry coupled to the
physical layer devices of the network node and configured to
supply the clock signal local to the network node sourced
from clocks recovered by the physical layer devices of the
network node, the method further comprising:

determining the source of the clock signal local to the

network node of the second physical layer device; and
when the source of the clock signal local to the network
node of the second physical layer device 1s the second
physical layer device, switching the source to a clock
signal recovered from another physical layer device of
the network node of the second physical layer device.]

[10. The method of claim 1, wherein switching the first
physical layer device of the first node to transmit signals
using the clock signal recovered from signals received from
the second physical layer device of the second node 1s
accomplished without performing an auto-negotiation
between the first node and the second node.}

[11. The method of claim 1, wherein switching the first
physical layer device of the first node to transmit signals
using the clock signal recovered from signals received from
the second physical layer device of the second node 1s
accomplished without reimitializing a link between the first
node and the second node.}

12. A method for reconfiguring a timing relationship in a
network, the network comprising at least three network
nodes each comprising a respective physical layer device,
the physical layer devices pair-wise coupled between
respective network nodes with a physical laver device of a
fivst of each pair operating as a timing master and a physical
layver device of a second of each pair operating as a timing
slave, the method comprising:

operating in a first configuration of synchronous opera-

tion wherein a first of the network nodes provides
timing for a second of the network nodes over the
respective pair-wise coupling of physical layer devices,
and the second of the network nodes operates in a
Jeedthrough timing mode thus providing timing to a
third of the network nodes over the respective pair-wise
coupling of physical layer devices from the timing
provided by the first network node, wherein the physical
laver device of the second of the network nodes oper-

ates as a timing master and the physical layer device of

the thivd network node acts as a timing slave;
detecting at the second network node that a data link
between the first network node and the second network

node has been drvopped,
informing, from the second network node to the thirvd
network node, rvesponsive to said detection, that a

8

configuration change is desived to a second configu-
ration of synchronous operation;
transmitting signals from the physical layver device of the
second network node to the physical layer device of the
5 thivd network node using timing from a reference clock
local to the second network node;
freezing timing vecovery in a veceiver of the physical layer
device of the third network node theveby locking the
timing of the physical laver device of the third network
node to a local reference clock of the thivd network;

performing timing vecovery in a receiver of the physical
layver device of the second network node from a signal
received from the physical layver device of the third
network node;

switching the physical laver device of the second network

node to transmit using timing locked to a clock signal
recovered by the veceiver of the physical layer device of
the second network node; and

switching the physical laver device of the third network

node to transmit signals using a clock signal responsive
to the local reference clock of the thivd network node
thereby operating in a second configuration wherein
the third network node provides timing for the second
network node over the respective pair-wise coupling of
physical layer devices.

13. The method of claim 12, further comprising prior to
said freezing timing vecovery in the receiver of the physical
layver device of the third network node,

switching, in the event that the thivrd network node was

using a local reference clock recovered from the second
network node, the local reference clock of the thivd
network node to be responsive to an additional physical
laver device of the third network node.

14. The method of claim 12, wherein said switching of the
35 physical laver device of the second network node to transmit
signals using timing locked to the clock signal vecovered by
the rveceiver of the physical laver device of the second
network node is performed smoothly thus exhibiting timing
characteristics that allow the physical layer device of the
thivd network device to receive a signal transmitted from the
physical laver device of the second network node substan-
tially without bit errors.

15. The method of claim 12, wherein the network further
comprises a fourth network node in communication with the
45 first network node and arranged to veceive timing therefrom,

the method further comprising: receiving timing from said

Jourth network node at said additional physical layer device

of the third network node.
16. A network arranged for reconfigurable timing, the
50 network comprising:
three network nodes each comprising a vespective physi-
cal layer device, the physical layer devices pair-wise

coupled between respective network nodes with a

physical layer device of a first of each pair operating as

a timing master and a physical laver device a second of

each paiv operating as a timing slave, the network

nodes arranged to operate in a first configuration of
synchronous operation whervein a first of the network
nodes provides timing for a second of the network
nodes over the rvespective paiv-wise coupling of physi-
cal laver devices, and the second of the network nodes
operates in a feedthrough timing mode thus providing
timing to a third of the network nodes over the respec-
tive pair-wise coupling of physical laver devices from
the timing provided by the first network node, wherein
the physical laver device of the second of the network
nodes operates as a timing master and the physical
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layver device of the third network node acts as a timing
slave, the network further arranged to:

detect at the second network node that a data link between
the first network node and the second network node has
been dropped;

inform, from the second network node to the thivd network
node, responsive to said detection, that a configuration
change is desired to a second configuration of synchvo-
nous operation;

transmit signals from the physical layer device of the
second network node to the physical laver device of the
thivd network node using timing from a reference clock
local to the second network node;

freeze timing recovery in a rveceiver of the physical layer
device of the third network node so as to lock the timing
of the physical laver device of the third network node
to the local veference clock of the thivd network;

perform timing recovery in a veceiver of the physical layer
device of the second network node from a signal
received from the physical layver device of the third
network node;

switch the physical laver device of the second network
node to transmit using timing locked to a clock signal
recovered by the veceiver of the physical layer device of
the second network node: and
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switch the physical laver device of the thivd network node
to transmit signals using a clock signal responsive to
the local reference clock of the third network node
thereby operating in a second configuration wherein
the thivd network node provides timing for the second
network node over the respective pair-wise coupling of
physical layer devices.

17. The network according to claim 16, wherein prior to
said freezing timing recovery in the rveceiver of the physical
layver device of the third network node,

switching, in the event that the thivd network node was

using a local reference clock recovered from the second
network node, the local reference clock of the thivd

network node to be responsive to an additional physical
laver device of the third network node.

18. The network according to claim 16, further compris-
ing a fourth network node arranged to provide timing to said
additional physical layer device of the third network node.

19. The network of claim 16, further comprising a fourth
network node in communication with the first network node
and arranged to receive timing thervefrom, said additional
physical layer device of the third network node arranged to
receive timing from said fourth network node.
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