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PATH RECONSTRUCTION AND
INTERCONNECTION MODELING (PRIM)

Matter enclosed in heavy brackets | ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue; a claim printed with strikethrough
indicates that the claim was canceled, disclaimed, or held
invalid by a prior post-patent action or proceeding.

REISSUE APPLICATION

This application is a reissue application of U.S. Pat. No.
8,831,019, issued Sep. 9, 2014, from U.S. patent application

Ser. No. 13/896,8886.

RELATED APPLICATIONS

This application claims priority to and the benefit of U.S.
Provisional Patent Application No. 61/648,977, filed on May
18, 2012, which 1s incorporated herein by reference 1n 1ts
entirety.

BACKGROUND

Any point (server, laptop computer, a network-ready
device, a wireless hand-held device, etc.) can establish a
communication link via the Internet with another point and
data can be exchanged between these two points. The
exchanged data can be a short text message, a document, or
a multi-media object, and even streaming audio/video. It 1s
dificult to know how traflic may tlow between two selected
points on the Internet at a given time. In an ideal situation,
we would simply log nto one of the endpoints, run a
traceroute to the other location (or perform a similar proce-
dure), and observe the path trafhic takes. Then we would
repeat the experiment in reverse to observe the opposite (and
not necessarilly symmetric) path. Typically, however, one
cannot log 1nto just any Internet point and run such mea-
surements.

The data traflic from one endpoint to another generally
flows via systems (routers, cables, wireless links, etc.) of one
or more Autonomous Systems (AS). A pair of points on the
Internet may communicate with each other via one or more
AS’s. When the communication occurs via two or more
AS’s, a physical (electrical) connectivity between those
AS’s 1s required but 1s usually not adequate; a contractual
relationship must also exist between those AS’s

An estimate of the path to be taken by traflic between two
points can, however, be usetul 1n several ways. A user may
be able obtain estimates of various traflic characteristics
such as average delay, delay jitter, reliability of the connec-
tion, etc. Furthermore, in some situations a user at one
endpoint can choose between feasible alternate paths to the
other endpoint. That decision can be mnformed by the knowl-
edge of the expected traflic characteristics, that can change
from time to time. Some techniques allow for estimation of
various tratlic characteristics when an actual, router-level
path between the points of interest 1s provided. These
methods are not applicable, however, when the actual router-
level paths are not provided. Therefore, there 1s a need for
a technique that can efliciently predict a path between two
endpoints on the Internet. There 1s also a need for techniques
that can estimate various tratlic characteristics without rely-
ing on the knowledge of actual router-level paths.

e

SUMMARY

Various embodiments of the present invention facilitate
accurate prediction of a likely path between two specified
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endpoints on the Internet. The path can be predicted at the
AS level and also at a router level. If an AS-level path 1s
computed or obtained otherwise, characteristic of the router-
level path can also be determined. This 1s achieved by, 1n
part, modeling the connectivity of the two endpomts. In
general, there are three phases to this predictive process:
identifying the paths along which traflic can reasonably tlow
(topology), i1dentitying the paths along which we believe
most traflic will flow (weighting), and predicting the per-
formance characteristics of those paths (congestion, latency,
packet loss, jitter).

In the end, we can use these models to rank and rate rival
paths across the Internet between two points, or between two
prefix sets (regions of Internet address space), for purposes
ol helping enterprise customers manage their planetwide
Internet connectivity more intelligently. Network operations
stall within the enterprise can use PRIM’s predictions to
compare their actual experience (the paths their traflic actu-
ally takes through the Internet) with the ideal experience
supported by the “best” path available through a given
provider or set of providers.

Strategic planners within enterprise IT can use these
techniques to learn what paths are possible, and which of
these paths are desirable (*“fit for purpose” for their particu-
lar application environment, whether that be voice, video,
file transter, financial trading, or any other Internet-delivered
service). They can 1dentily and quantily the paths available
through their current provider, and compare them to com-
peting paths available through other feasible future provid-
ers. These modeling techniques can help strategic planners
manage end-to-end connectivity variants as they would an
investment portiolio, understanding the relative strengths,
weaknesses, and risks of various wide-area connectivity
alternatives 1n combination.

There may be other applications of such models beyond
the immediate applications 1n network operations and stra-
tegic planning, including risk assessment, msurance and
other actuarial applications, compliance monitoring, cyber-
security, business intelligence, market analysis, the prepa-
ration ol what-1f scenarios, and the assessment of network
impairment due to disaster or attack.

Accordingly, in one aspect a method, an article of manu-
facture that includes instructions stored thereon, and/or a
system {facilitates reconstruction of a path between two
endpoints. The reconstruction includes performing at a
server generation of a set of connectivity modes based on
border control gateway protocol (BGP) messages recerved
via an 1nterface. Each connectivity mode represents an
autonomous system (AS)-level path between a first endpoint
and a second endpoint. A user may be interested 1n sending
data from the first (source) endpoint to the second (destina-
tion) endpoint, and may also receive data at the first endpoint
from the second endpoint. For each one of the connectivity
modes 1n the set, a pivotal region that includes at least one
AS 1s 1dentified.

The reconstruction also includes generating, based on
routing data, a number of feasible physical paths, each of
which represents a router-level path between a proxy to the
first endpoint and a proxy to the second endpoint. From the
number of feasible physical paths, a frontier set 1s deter-
mined, and the frontier set includes at least one router
interface. A connectivity mode from the set of connectivity
modes 1s selected, and a router interface in the frontier set 1s
identified such that the i1dentified router interface 1s deter-
mined to be associated with at least one of the ASs 1n the
pivotal region of the selected connectivity mode. A router-
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level path associated with the identified router interface is
designated as a plausible path.

In some embodiments, an AS-level path representing a
connectivity mode included 1n the set of connectivity modes
1s generated, at least in part, by determining a transit
relationship and/or a peering relationship between a pair of
ASs. An edge from a transit provider to a transit customer
may be preserved 1n the AS-level path, while any edge from
the transit customer to the transit provider may be excluded.
In some embodiments, the AS-level path includes at the
most one pair of AS’s such that the relationship between the
two AS’s of the pair 1s determined to be a peering relation-
ship. Even though two AS’s may appear to be in commu-
nication with each other, the exclusion of an edge from a
customer to a provider and/or restricting the peering AS’s as
described above, enables accurate modeling of AS-level
paths by taking into consideration BGP and other routing
policies of these AS’s.

In some embodiments, 1 an announcement of a BGP
origination of a route to a network prefix corresponding to
an 1dentified router iterface 1s received from at least one of
the ASs 1n the pivotal region of a connectivity mode, the
identified router interface 1s determined to be associated
with that AS.

A connectivity mode may be selected, at least 1n part, by
analyzing observations of BGP reachability between a pair
of AS of a candidate connectivity mode during a predeter-
mined period. I the observed reachability 1s at least equal to
a preselected threshold that candidate mode 1s selected, and
otherwise the candidate mode 1s rejected. The BGP reach-
ability can indicate how frequently paths between a pair of
AS’s on the AS-level path representing the candidate mode
are announced and/or withdrawn, and can thus be a measure
of reliability of the candidate mode.

For example, 1n one embodiment, a connectivity mode 1s
selected, at least in part, as follows: For each connectivity
mode 1n the set of connectivity modes, BGP reachability
between the first and second endpoints along the AS-level
path representing the mode, observed during a predeter-
mined period, 1s analyzed. A first probability of connection
from the first endpoint to the second endpoint along the
AS-level path 1s computed, and a second probability of
connection from the second endpoint to the first endpoint
along the same AS-level path 1s also computed. A connec-
tivity mode 1s selected based on the computed probabilities.
For example, a probability in one direction, 1.e., from the
first to the second endpoint or from the second to the first
endpoint 1s maximized, or the mode 1s selected such that a
simple or weighted combination of the two probabilities 1s
maximized.

In some embodiments, the selection of a connectivity
mode comprises weighing each connectivity mode in the set
of connectivity modes based on BGP data recerved from
several BGP observers. A BGP observer 1s typically a source
that monitors BGP data, providing a BGP perspective. Each
connectivity mode may be weighted based on reachability of
one or more BGP peers/observation points that are a direct
or indirect customer of that AS or service provider of which
the first and/or second endpoints are also direct or indirect
customers.

In some embodiments, path reconstruction Ifurther
includes selecting the proxy to the first endpoint. The proxy
selection includes determining from BGP data a prefix
associated with the first (e.g., source) endpoint, and desig-
nating a responding host within the prefix as the proxy to the
first endpoint. As both the proxy and the first endpoint share
a common prefix, a path from/to the proxy 1s likely to be
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similar or representative of a path from/to the first endpoint.
The proxy selection may also include determining from
BGP data a prefix associated with the second (e.g., destina-
tion) endpoint, and designating a responding host within that
prefix as the proxy to the second endpoint.

The determination of the frontier set may include receirv-
ing router-level data collected at a number of collectors. For
example, a first path from a first collector to the proxy to the
first endpoint 1s recerved. A second path from a second
collector to the proxy to the second endpoint 1s also
received, and a router interface associated with both the first
and second paths i1s identified. The determination of the
frontier set may include selecting a pivotal region, and
selecting an entry point into the pivotal region and an exit
point from the pivotal region. A shortest path from the entry
point to the exit point may be identified, and router inter-
faces that are not present on the shortest path may be
removed from the frontier set. The first collector may be
different than each of the first endpoint, the second endpoint,
the proxy to the first endpoint, and the proxy to the second
endpoint. The second collector may also be different than
cach of the first endpoint, the second endpoint, the proxy to
the first endpoint, and the proxy to the second endpoint. In
some embodiments, the first collector 1s also different than
the second collector, while 1n other embodiments the second
collector 1s the same as the first collector.

In some embodiments, path reconstruction further
includes estimating performance of the plausible path. The
estimated performance may include one or more of a delay,
ntter, reliability, and availability. Estimation of the perfor-
mance includes, for a connectivity mode in the set of
connectivity modes, computing a transition probability that
the mode 1s replaced by another mode in the set. The
transition probability may be computed using BGP data. The
mode selection may be based, at least 1 part, on transition
probability. By taking into consideration the transition prob-
abilities, the estimated performance can represent an aggre-
gate performance of two or more plausible paths associated
with different likely modes.

In some embodiments, the plausible includes a number of
router interfaces, and the performance estimation icludes
analyzing an istance of a router timing model, an instance
ol an edge timing model, or both. The 1nstance of the router
timing model may correspond to a router interface within the
several of router interfaces, and can account for a processing
delay within the corresponding router interface. The
instance of the edge timing model may correspond to an
edge between a pair of adjacent router interfaces within the
several router interfaces, and can account for a transition
delay involved 1n exchanging data between the two router
interfaces in the pair. The router timing model may 1nclude
a statistical timing model based on, at least 1n part, histori-
cally observed performance values at a router interface. The
edge timing model may also include a statistical timing
model based on, at least in part, historically observed
performance values at an edge between a pair of adjacent
router interfaces.

In some embodiments, the performance estimation further
includes building an aggregate timing model. The aggrega-
tion may include first and second instances of the router
timing model, and the first and second 1nstances may cor-
respond to first and second router interfaces within the
number of router interfaces. Alternatively or 1n addition, the
aggregation may include first and second instances of the
edge timing model, and these first and second instances may
correspond to an edge between a first pair of router inter-
faces and an edge between a second pair of router interfaces,
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respectively. The first and second pairs may be selected from
the number of router interfaces. Additionally or alterna-
tively, the aggregation may include the first instance of the
router timing model and the first instance of the edge timing
model. Thus, the aggregated model can account for perfor-
mance ol one or more routers interfaces forming a path,
performance of one or more edges between the router
interfaces, and/or performance of a combination of one or
more router interfaces and one or more edges.

In some embodiments, performance estimation further
includes updating the instance of the router timing model
based on, at least in part, a measured delay at the router
interface associated with that instance. The instance of the
edge timing model may also be updated based on, at least 1n
part, a measured delay at the edge associated with that
instance.

In another aspect, a method, an article of manufacture that
includes instructions stored thereon, and/or a system facili-
tates estimation of intra-mode paths, which includes

receiving 1n memory at least a partial autonomous system
(AS)-level path that includes a first AS and a second AS. The
partial and/or endpoint-to-endpoint AS-level path corre-
sponding to a mode of communication or a connectivity
mode between a first (e.g., source) endpoint and a second
(e.g., destination) endpoint. The estimation of intra-mode
paths also includes selecting a first hand ofl pair that
includes an exit point from the first AS and an entry point
into the second AS. The exit point 1s in communication with
the entry point, so that traflic can be delivered from the first
AS to the second AS at the exit point-entry point pair.

The selection of the exit and entry points 1s based on, at
least 1n part, one or more of: (1) a property of the first AS,
(11) a property of the second AS, and (i) a statlstlcal

property of traffic that passes via the first AS and 1s associ-
ated with a proxy to the first endpoint and/or a proxy to the
second endpoint. The estimation of intra-mode paths further
includes identifying a set of router-level paths within the first
AS, from a first entry point into the first AS to the exit point
from the first AS within the first hand off pair. Thus, traflic
may flow within the first AS from the lrst entry point thereof
to the exit point 1n the first hand off pair. Thereafter, the
trailic may be handed off to the second AS, e.g., for ultimate
delivery to the second (e.g., destination) endpoint.

The property of the first and/or second AS includes one or
more of: (1) a number of router-level hop counts within the
first AS on a path from the first entry point into the first AS
to the exit point from the first AS within the first hand ofl
pair, (11) a geographic distance between the first entry point
into the first AS and the exit point from the first AS within
the first hand ofl pair, and (111) a number of points of
presence associated with both the first AS and the second
AS.

The selection of the exit and entry points may include
maximizing a first distance within the first AS. The first
distance may include one or more of: (1) a number of hop
counts on a path to the exit point from the first AS within the
first hand off pair, and (11) a geographic distance between the
first entry point into the first AS and the exit point from the
first AS within the first hand off pair. The selection of the exit
and entry points may include, additionally or in the alter-
native, mimmizing a second distance from the exit point
from the first AS within the first hand off pair to the proxy
to the second endpoint. The second distance may include
one or more of: (1) a number of hop counts on a path from
the exit point from the first AS within the first hand ofl pair
to the proxy to the second endpoint, and (11) a geographic
distance between the exit point from the first AS within the
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first hand off pair and the proxy to the second endpoint.
When the first distance 1s maximized and the second dis-
tance 1s minimized, the handling of the traflic by the first AS
1s maximized. The first distance may also be minimized,
maximizing the second distance, such that the handling of
the trathic by the first AS 1s minimized

In some embodiments, the selection of the first hand oft
pair includes selecting a candidate exist point from the first
AS, and selecting a candidate entry point into the second AS.
The candidate exit and entry points are selected such that a
frequency of traversal of traflic between the candidate exit
point and the candidate entry point 1s greater than a selected
threshold. The selected candidate exit pomt 1s designated as
the exit point within the first hand off pair, and the selected
candidate entry point 1s designated as the entry point within
the first hand offpair. The frequency of traversal of traflic
may include a frequency of traflic directed to the proxy to
the first endpoint and/or the proxy to the second endpoint.
The frequency of traversal of traflic may also include,

alternatively or 1n addition, a frequency of traih

ic received
from the proxy to the first endpoint and/or from the proxy to
the second endpoint. Thus, the frequency of traversal of
tratlic can correspond to the frequency of any traflic flowing
between a candidate exit point and a candidate entry point,
or to the frequency of traflic that is related to the proxy to the
first endpoint, proxy to the second endpoint, or both.

In some embodiments, the estimation of intra-mode paths
turther includes selecting a router-level path from the 1den-
tified set of router-level paths such that a path metric
corresponding to the selected router-level path satisfies a
specified threshold. The path metric may include one or
more ol a frequency of traversal of traflic via the selected
router-level path, delay, jitter, reliability, and availability.

One or more router-level paths 1n the identified set may
cach include an intermediate router node, and the path
metric may include a frequency of traversal of traflic via an
intermediate router node. A path may be selected 11 most
tratlic, as indicated by the frequency of traversal, flows via
an 1mtermediate router node on that path. The frequency of
traversal of traflic via the intermediate router node may
include a frequency of traflic directed to/from the proxy to
the first endpoint, the proxy to the second endpoint, or both.
Thus, the frequency of traversal of tratlic can correspond to
the frequency of any traflic flowing via the path, or to the
frequency of traflic that 1s related to the proxy to the first
endpoint, proxy to the second endpoint, or both.

In some embodiments, the estimation of intra-mode paths
turther includes selecting a second hand off pair. The second
hand-off pair includes an exit point from the first AS and an
entry point into the second AS, and the exit point 1s 1n
communication with the entry point. The selection of the
second hand-ofl pair 1s based on, at least in part, one or more
of: (1) a property of the first AS, (11) a property of the second
AS, and (111) a statistical property of tratlic that passes via the
first AS and 1s associated with the proxy to the first endpoint
and/or the proxy to the second endpoint. The estimation of
intra-mode paths further includes identifying a set of router-
level paths within the first AS, from a second entry point into
the first AS to the exit point from the first AS within the
second hand ofl pair. The second entry point 1nto the first AS
may be the same as the first entry point into the first AS.

In the following sections, we describe these modeling
techniques 1n three parts, startmg with topology (predicting
the existence of paths), moving on to weighting (predicting
the relative popularity of paths) and finally to performance
(predicting congestion, latency, packet loss, jitter, and the

like).
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BRIEF DESCRIPTION OF THE DRAWINGS

In the drawings, like reference characters generally refer
to the same parts throughout the different views. Also, the
drawings are not necessarily to scale, emphasis instead
generally being placed upon 1llustrating the principles of the
invention.

FIG. 1 schematically depicts various modes according to
one embodiment;

FIG. 2A schematically depicts feasible router level partial
paths according to one embodiment;

FI1G. 2B schematically depicts a likely router level partial
paths based on diflerent modes, according to one embodi-
ment,

FIG. 3A schematically depicts selection of entry and exat
points according to one embodiment; and

FI1G. 3B schematically depicts selection of intra-AS paths
according to one embodiment.

DETAILED DESCRIPTION

I. Predictive Internet Topology

The first challenge 1s to 1dentity and map out the likely
alternatives for arbitrary end-to-end physical topology. The
initial goal 1s to simply compute a set of plausible paths that
are consistent with BGP routing and observed traceroute
dynamics—distinguishing the possible from the i1mpos-
sible—while deferring the refinement of relative probabili-
ties of the alternative modes we 1dentify until the next phase
ol analysis.

To construct a model of the plausible physical paths
between a pair of endpoints, we employ an algorithm that
incorporates BGP path information, relationship tags, router
identification, and raw traceroute data. The process of topol-
ogy derivation breaks down into four basic challenges:

1. Enumerate and classity the primary connectivity modes
between the endpoints 1n question, starting with BGP rout-
ing data and our inter-provider relationship classification
database.

2. Use the global graph formed by the union of traceroute
adjacencies seen during some observation period to enumer-
ate subgraphs of physical paths toward each of the end-
points.

3. Identify the most plausible frontier along which to
unify subtraces into meaningiul end-to-end paths.

4. Aggregate the resulting set of modes and paths to
simplily presentation and analysis; for example, by combin-
ing paths through multiple interfaces on the same router
chassis.

Step 1. Identitying Connectivity Modes

To begin the process, we note that three different kinds of
inter-provider relationships may contribute to the predicted
connectivity modes between two distant providers.

First are the universally visible transit edges 1n the global
BGP graph: provider-customer relationships upstream of the
endpoints. Over the course of the time period 1n question, the
source and destination prefixes are observed to have transit
relationships, directly or transitively, with a set of NSPs. For
example, the onginating ASN of a DSL customer may buy
transit from a regional provider such as Pacnet, who 1n turn
buys transit from Cogent and Level3.

In addition to provider-customer transit relationships,
some ol the providers who serve one endpoint, or the other,
but not both, may have known peering relationships. In
many situations, an endpoint 1s served by a single AS, but in
some situations, a complex endpoint (such as a set of
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servers, a large orgamization, or a city), may be served by
more than one AS’s. Economics dictates that a valid con-
nectivity mode, represented by a plausible end-to-end AS
path, should ideally be *“valley-free”; that 1s, 1t should
contain at most one transit provider whose customer cone
includes both endpoints, or contain exactly one peering
adjacency between transit providers whose customer cones
cach include one of the endpoints. This “most central”
provider or pair of peered providers we call the pivot region
of the AS path, for reasons that will become clearer when we
begin to synthesize traceroute-like paths that conform to the
AS path’s adjacency constraints.

The final complication 1n deriving connectivity modes
comes 1n the form of what we call occult edges in the
connectivity graph: additional relationships between provid-
ers that are not visible in BGP, but that are visible as
unexplained adjacencies between router interfaces in the full
traceroute dataset. These may represent missing hops 1n the
traceroute data, or they may represent legitimate peering
relationships that are simply not visible in BGP without a
direct peering relationship within the customer cone of one
side or the other. We make these occult edges available for
path generation, treating them as an unexposed BGP peering

edge, and seeing whether the resulting paths are consistent
with measured traces.

With transit edges, peering edges, and occult edges 1n
place, we can finally build a set of potential end-to-end AS
paths that can support connectivity between the endpoints.
We call each of these paths a connectivity mode, because 1n
traditional traceroute studies, they typically give rise to one
or more 1dentifiable modes 1n the distribution of end-to-end
round trip latencies.

With reference to FIG. 1, an EndPoint L. 102 1s associated
with an autonomous system AS1, 104. The EndPoint L 102
1s also associated with another AS, AS2 106. By observing
the BGP updates, it 1s determined that AS1 104 has transit
relationships with AS3 108 and AS4 110. AS2 106 has a
transit relationship with ASS 112. These AS’s have transit
and peering relationships with various other AS’s, as
depicted mn FIG. 1. In general as described herein, the
observation that one AS has a transit or peering relationship
with another AS implies that such a relationship was deter-
mined to exist by a processor by monitoring and analyzing
BGP updates over a certain time period such as an hour, a
day, a month, or several months. EndPoint R 148 1s asso-
ciated with AS 146 which has transit relationships with each
of AS’s 138, 140, 144, 142.

The AS 128 has a transit relationship with AS’s 116 and
134. FIG. 1 depicts that AS 116 can exchange data with
EndPomnt L. 102 via other AS’s. Similarly, AS 134 can
exchange data with EndPoint R 148. Therefore, AS 128 is
designated as an AS within a pivotal region 150. As 126 1s
similarly designated as another AS within the pivotal region
150. AS’s 122, 124 have a peering relationship, and AS 122
can exchange data with the EndPoint L. 102 while AS 124
can exchange data with EndPoint R 148. Therefore, AS’s
122, 124 are also included within the pivotal region 150.

Accordingly, several modes exist between EndPoint L

102 and EndPoint R 148. For example, a first mode includes
an AS-level path AS1 104, AS3 108, AS 114, AS 120, AS

126 1n the pivotal region 150, AS 132, AS 136, AS 144, and
AS 146, for sending data from EndPoint 102 to EndPoint R
148. An AS-level path for receiving data at EndPoint L. 102
from EndPoint R 148 would include the same AS’s in the
first mode. Alternatively, a second mode including an AS-

level path AS 146, AS 140, AS 134, AS 128 1n the pivotal
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region 150, AS 116, AS4 110, and AS1 104 1s feasible for
receiving data at EndPoint L 102 from EndPoint R 148.

It should be understood that FIG. 1 1s 1llustrative only and
that in general any one AS may have a transit and/or peering,
relationships with as few as one other AS or several (4, 10,
20, 50, etc.) AS’s. Therelore, several, 1.¢., tens, hundreds,
thousands, or more modes are feasible between any two
endpoints. Various embodiments of the system described
herein are configured to 1dentily relationships between a pair
of AS’s based on BGP updates, and to determine several
AS-level paths (or modes) between two endpoints.

Step 2. Interpreting Connectivity Modes as Physical Paths

The next step 1s to gather traceroute data (sequences of
router interfaces) from a large, diverse pool of collectors,
and build 1t into a connectivity graph for the entire Internet.
We maintain a live population of over a million responding
host 1nterfaces, scattered throughout the entire routed Inter-
net. On a continuous basis, we gather traces to each of these
targets from a diverse population of dozens of collectors.
From this set of raw traces, we create a master directed graph
(5, whose nodes are all observed router interfaces on earth,
and whose edges are all observed interface adjacencies. G 1s
maintained on a daily basis, and 1s available for inspection
on any day in history since the beginning of our collection
activities.

The next step in synthesizing a model of connectivity
between two arbitrary sets of IP-numbered endpoints 1s to
mine G for information about the reachability of the source
and destination sets of IP addresses 1n question (for conve-
nience, call these two sets L and R, as 1n “left” and “right™).
For example, L. might be the IP address of a DSL customer,
and R the set of IP addresses used by a popular web service
such as Facebook. Using BGP data for the observation
period 1in question, we 1dentily one or more most-specific
routed prefixes containing the endpoints in L and R, as well
as 1ts originating autonomous system(s).

We then identily the set of live traceroute target hosts
within the routed prefixes within L and R, and within every
other prefix originated by the same autonomous systems. We
slice global graph G to extract a pair of directed graphs G,
and G, whose nodes are router interfaces and whose edges
are observed interface adjacencies seen en route to targets 1n
L or R.

Finally, we 1dentily the “frontier set” of router interfaces
common to G, and Gg: the set of shared global router
interfaces that appear in at least one trace to some host on
cach side. These interfaces are potential pivot points that can
be used to construct end-to-end physical paths between L
and R.

This frontier set will typically be huge, on the order of
thousands of nodes for two widely separated networks with
diverse connectivity. It will include many interfaces within
the core of the shared ASNs that provide service to both
sides, only a few of which will actually be plausible points
of traflic exchange for a path between L and R. It will also
include many interfaces that have nothing to do with reach-
ability of L or R, by virtue of being topologically important
for the Internet connectivity of one or more of our many
traceroute collectors.

Step 3. Establishing Percolation

The final step uses the routing logic of 1dentified connec-
tivity modes between L and R to winnow the wheat from the
chail 1n the frontier set. For each predicted connectivity
mode, we 1dentily pivotal frontier subsets (router interfaces
that are common to traces toward L and R 1n G) that are
routed within most-specific prefixes originated by some AS
within the mode’s pivot region. In general, the i1dentified
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router interface (1n the frontier set) 1s associated with one of
the AS’s 1n the pivotal region because 1t: has an IP address;
that IP address 1s contained within a network prefix; and the
prefix has been announced in BGP by an AS 1n the pivotal
region. If such subsets exist, we take the set of end-to-end
physical paths between L and R through these points as our
model for end-to-end connectivity.

For example, if both L and R are 1n the customer cone of
Level3 (AS3356), and 11 we have 1dentified a set of common
router interfaces within Level3 that are seen en route to both
[L and R 1n traces from our collectors around the world, then
those common 1nterfaces constitute a pivotal frontier subset,
and we can use them as the midpoints of synthetic paths
between L and R through Level3. If the frontier subset 1s still
very large, we may select a further subset of these common
interfaces that meet some selection criterion, such as appear-
ing on the shortest path between the entry and exit points
within Level3.

If there are no non-empty pivotal frontier subsets, we
make one attempt to bridge an intra-ASN gap by 1njecting
edges from another subset of global G: the traces to each
side of the connectivity mode’s pivot region. For example,
if we can 1dentity a short, well-supported path between the
European and North American sides of a provider’s back-
bone network, then we can use that intra-ASN path to
complete the modeled end-to-end connectivity mode for
which that provider 1s pivotal, but for which we see no
common 1nterfaces in traces to the endpoints.

Specifically, when there are no frontier routers within the
pivot AS, 1.e., the pivotal region, or i there are too few
frontier routers (perhaps because the frontier routers we
have identified are not on shortest and/or statistically most
likely paths between the most likely entry/exit points for the
pivot AS), we can synthesize paths through the pivot AS just
as we would synthesize a path across any non-pivot AS, as
described below with reference to FIGS. 3A and 3B. In
particular, we pick hot potato, cold potato, and/or statisti-
cally well-supported paths that draw on the large pool of
router interfaces observed in the larger universe of traces
through the pivot AS, even though those router interfaces
and/or the edges between them may not actually have been
observed en route to one or the other endpoint.

When the frontier set 1s “too full” of common routers that
were seen en route to both endpoints (1.e., their respective
proxies), we can choose the routers 1n the pivotal frontier
subset with respect to the most likely entry and exit points
for the pivot ASN. The most likely entry point to the pivot
AS 1s usually determined together with the most likely exat
point from the previous AS, as described below, e.g., with
reference to FIGS. 3A and 3B, because they are 1n direct
communication and form a crossing point into the pivot AS.
The most likely exit point(s) from the pivot AS are also
selected 1n a similar manner. Then, we 1dentily those ele-
ments of the frontier set that are on the high-likelihood paths
between the selected entry and exit points, and we can

recreate/synthesize one or more end-to-end router-level
paths passing through these frontier routers within the pivot
AS.

Thus, 11 we can 1dentily a well-supported, high-likelihood
path that includes routers from the frontier set that are
determined to reach both endpoints, we can generate router-
level paths from the observed connections. If we cannot
identify such paths through an observed frontier set, we
infer/determine the “bridge” across the pivot ASN. Typi-
cally, the pivotal AS tends to be a very busy global provider,
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across which we have numerous measurements to use as raw
data for understanding and reconstructing the patterns of
traflic tlow.

With reference to FIG. 2A, the EndPoint L. 102 has two
proxies—Proxy L1 202 and Proxy L2 204 within the AS
104. The EndPoint R 148 has a proxy R 206. Proxy L1 202
1s 1n communication with Proxy R 206 via several routers
210. Traceroutes to each of these proxies may be performed
at one or more collectors (typically tens, hundreds, or even
thousands of collectors). For the sake of clarity, the collec-
tors are not depicted in FIGS. 2A and 2B. In some instances,
the proxies would allow the traceroute to run while the
actual endpoint may not. In other instances, the collectors
may not be aware of a specific requested interface (e.g., an
endpoint), and hence, a traceroute to that endpoint may not
be available. A traceroute to a suitable proxy to that end-
point, however, can be used 1n this situation. The traceroute
data can reveal various router-level paths between the two
proxies 202, 206, in both directions. The routers 226, 228,
for example, may be encountered in a traceroute to the Proxy
[.1 202 but not 1n a traceroute to the Proxy R 206. Thus, the
routers 226, 228 are determined not to be usetul (not likely
to be encountered) 1n reaching the Proxy R 206 form the
Internet at large from places (e.g., routers) other than Proxy
[.L1 202. Based on the traceroute data, 1t 1s observed, how-
ever, that each of the routers 212, 214, 216, 218 1s 1n
communication with both Proxy L1 202 and Proxy R 206.
Therefore, these routers are included 1n the frontier set 250,
and the routers 226, 228 are not included. In general, a
frontier set includes or consists essentially of the routers that
have been seen on the way to proxies to both endpoints. It
should be understood that 1n some situations, a proxy may
be the actual endpoint of interest.

By i1dentitying the AS corresponding to each router 1n the
frontier set 250, 1t 1s determined that the router 216 1s within

the AS 128 and that the router 218 1s within the AS 126. As
described with reference to FIG. 1, the AS’s 128, 126 are
included 1n the pivotal region 150. Thus, the routers 126, 128
torm the pivotal frontier subset 252. Once the routers in the
pivotal frontier subset are determined, various router-level
paths corresponding to a certain mode can be determined.
For example, with reference to FIG. 2B the mode (i.e.,
AS-level path) that includes the AS’s 104, 110, 116, 128 a
router-level path exists from Proxy L1 202 and routers 228,
226, 224, 222, 216. Another partial router-level path that
includes the routers 202, 228, 226, 230, 220, 218 corre-
sponds to a diflerent mode that includes the AS’s 104, 110,
114, 120, 126.

For the sake of convenience, only a part of the router-level
path from the Proxy L1 202 up to the pivotal frontier subset
252 1s depicted 1n FIG. 2B. In general, end-to-end router-
level paths exist between the two proxies associated with
two end points, 1 both directions. Also for the sake of
convenience, all AS’s 1n the pivotal region 150 are not
depicted 1n FIGS. 2A and 2B. One or more routers may exist
within those AS’s (such as AS’s 122, 124) and other
router-level paths may be i1dentified to/from Proxy L1 202,
Proxy L2 204, and Proxy R 206. FIG. 2B depicts that the
pivotal region 150 1s included within or encompassed by the
frontier set 250. In some embodiments, however, the pivotal
region and the frontier set may only partially overlap or may
not overlap at all. It the pivotal region and the frontier set do
not overlap, the pivotal frontier subset 1s mnitially empty, but
routers to be included in the pivotal frontier subset can be
identified as described above.

A pivotal region can be associated with a selected mode,
in which case the pivotal frontier subset corresponds to that
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mode. The pivotal region can also be associated with more
than or all modes (such as the pivotal region 150), and 1n that

case the pivotal frontier subset may be associated with more
than one modes, such as the pivotal frontier subset 252.
Finally, each end point may be associate with one, two, or
more proxies and any AS on an AS-level path may include
one, two, or more routers. In fact, an AS typically includes
tens, hundreds, or even more routers, some or all of which
may be identified as part of the router-level paths.
Step 4. Sumplification and Aggregation

We take a few additional steps to simplify the resulting
connectivity graph for presentation and interpretation.
Recall that our global graph G includes weights for each
edge, and that these weights are computed independently for
every traceroute target prefix supported by a given edge. The
subgraphs supporting L and R, which we merge along the
frontier, allow us to prune poorly-supported nodes and
subpaths that are dominated by more popular alternative
paths within the same provider, exposing the most likely
paths. We also merge multiple target nodes 1n L and R that
have common prefix membership and routing. Finally, we
merge transit nodes that we can identify as alternative
interfaces on the same router.

II. Predictive Path Weighting

The final graphs generated by the topology prediction
phase, one for each connectivity mode, can be thought of as
a set of plausible alternative physical connectivity options
between L and R. Which mode 1s actually used for commu-
nication from L to R, and back again, 1s likely to be diflerent
(path asymmetry), and will vary over time.

We next describe various techniques for predicting which
modes, and which paths through each mode graph, will give
rise to the most likely paths traflic will actually take 1n each
direction between two arbitrary endpoints.

Step 1: Mode Selection

The first step 1s to 1dentity the relative probabilities of
selection for each connectivity mode (each based on an
observed or inferred BGP AS path from end to end) in each
direction between the endpoints of interest.

We observe that BGP reachability of the two endpoints
varies throughout the course of the day, as local routing
announcements change. One way of predicting the prob-
ability of each connectivity mode in each direction between
the endpoints at a particular moment 1s to take ito account
the specific BGP announcements last seen by a particular set
of BGP observers (peering routers throughout the Internet)
at a given moment. The observation of each BGP observer/
peer, 1.e., the BGP data collected by that BGP observer/peer
forms, at least 1n part, a perspective thereof.

Integrating Global BGP Peer Perspectives

For example, at a given moment, we may survey each of
several hundred BGP sources, examining and integrating the
most recent BGP updates (or withdrawals) from that source
to determine the FIB (Forwarding Information Base) entry
corresponding to the endpoint IP prefixes corresponding to
L and R. By surveying the “opinions” of the best routes (and
backup routes not taken) at each of these BGP observation
points, we can arrive at an indirect determination of the
ASN-level path preferences held by representative points
within the routing system worldwide.

We can use these observations directly to establish global
path weights (for example, 40% of BGP peers worldwide
(1.e., the BGP observation points) have a best route through
Cogent to one of the endpoints. Cogent 1s an example of an
AS—typically a level 1 or level 2 AS which could be 1n the
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pivotal region. Another 30% have a best route through
Level(3), another 20% through Singapore Telecom, and so
torth). Level(3) and Singapore Telecom are also examples of
AS similar to Cogent.

Selecting Similar BGP Peer Perspectives

Alternatively, we can examine the subset of global BGP
peers whose own connectivity most closely resembles that
of the counterparty endpoint. For example, 1f endpoint A 1s
inside the customer cones of Level(3) and Cogent, we may
more highly weight the best route preferences of our BGP
peers that are also within the customer cones of Level(3)
and/or Cogent when predicting the most popular routes that
endpoint A might take to reach endpoint B.

Either way, by combining relevant best-path observations
from across our BGP peering set (1including policy-signaling
factors such as AS path prepending), and by taking into
account the behavior of the BGP protocol’s decision process
and tie-breaking procedures on the actual routes announced
by the originating autonomous system for each endpoint, we
can predict and weight the most likely connectivity modes
from among those identified as potential candidates in the
topology prediction phase.

Out of Band Policy Information

We may also use out-of-band information about the
providers in question, or data learned from external sources
such as flow measurements, to manually steer the calcula-
tion of mode probabilities. This 1s particularly important
when considering the probability that a given mode will be
used for outbound connectivity. In practice, this decision
often includes establishment of a single preferred outbound
provider (a “default route”) for cost or other reasons; a
default route 1s not normally exposed to direct measurement
by either inbound traceroutes or announced BGP routes.

Our own outbound traceroute measurements from a large,
diverse set of collection locations can be mined for 1nsight
into such policy decisions under a range of transit provider
diversity conditions. For example, we can use our own
traceroute collector population to estimate the likelihood
that an endpoint with Level(3) and Cogent transit waill
simply “point default” at the Cogent link, causing the

Cogent mode(s) to be disproportionately selected for con-
nectivity to a broad range of remote traceroute targets.
Integrated Mode Weighting

Finally, having integrated all of these sets of observations,
we generate a “directional mode weighting™ for each of the
potential connectivity modes i1dentified by the topology
prediction phase. That 1s, we can assign distinct probabilities
ol selection for each connectivity mode on paths from L to
R, and from R to L (the return path). These probabilities can
either be time-integrated (over the course of a period of
observation, such as a day), or instantaneous (determined by
routing and other information integrated through time to a
particular single mstant at which the prediction 1s valid).
Step 2: Intra-Mode Path Selection and Mode Splitting

Having 1dentified the modes (AS paths) along which
trafic may flow, and having weighted the probability of
selection of a particular mode 1 a particular direction
between the endpoints, the next step 1s to weight the
likelihood of selection of the various potential router-level
paths that support the given connectivity mode.

In practice, this reduces to the challenge of determiming
the likely paths through each provider’s network along the
path, and determining the most likely points at which
providers may hand off traflic to each other in each direction
along the path.
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Predicting Inter-Provider Handoils

The methodology for choosing among the various entry/
exit paths between two global carriers 1s based on heuristics
and rule-based reasoning. Pure graph-theoretic strategies
such as shortest path, maximal support, etc. are unlikely to
reproduce longstanding conventions and best practices, such
as cold-potato interdomain routing among settlement-iree
peers. Moreover, such practices virtually guarantee the exis-
tence of asymmetric physical paths between the endpoints,
even within the “single” connectivity mode represented by
one end-to-end AS path among many.

To integrate these varnants into our path calculations, we
consider each mode as a “generator” for a set of physical
paths in each direction, each of which 1s consistent with the
overall ASN-level routing associated with the mode 1n
question, but which can be weighted and considered sepa-
rately 1n terms of the relative probabaility of adoption for use
from each endpoint.

Graph-Based Path Calculations

For example, when evaluating competing paths across a
peering relationship between two cooperating providers, we
can use a min-max calculation (1in which we attempt to find
an 1nter-provider handofil point that maximizes time and/or
hopcount on one provider’s network, while minimizing the
time and/or hopcount spent on the other provider’s network
en route to the endpoint. Depending on which leg 1s mini-
mized and which maximized, this combination of con-
straints allows the model to simulate the primary kinds of
inter-provider exit strategies (hot- and cold-potato routing)
encountered 1n settlement-free peering adjacencies.
Observed Traversal Count Support

We can also take into account the relative frequency of
traversal ol diflerent combinations of entry/exit points
between two providers in order to rank probable inter-
provider handofl points 1n support of a given connectivity
mode. Our global graph G stores the weights (edge traversal
counts) observed over time for each edge, en route to each
target prefix on Earth. We can therefore consider the relative
popularity of different inter-provider handofl sites, integrat-
ing observations for one target prefix, or for a larger set of
target prefixes such as those originated by a given autono-
mous system or within a given geographic region, depend-
ing on the endpoints.

Predicting Intra-Provider Path Selection

Another strategy for path weighting involves the use of
edge weighting from our original traceroute set to determine
distinct paths through a single provider’s core, and estimate
their relative selection probabilities 1n various scenarios.
This allows us to integrate and examine the total weighting
on edges supporting various paths through G 1n support of
a given connectivity mode.

In many cases, these edge traversal counts can reveal that
tratlic to a single prefix or set of prefixes (geographic region,
ISP, etc.) may favor a limited number of entry and exit points
within a given provider’s transit network, and therefore
predict as more likely intra-provider paths connecting those
points. When there are multiple distinct paths through a
single provider’s network, we can often eflectively split a
single connectivity mode predicted by BGP into multiple
connectivity modes, corresponding to these distinct paths,
cach with a modeled weight of selection.

For example, on a global carrier’s network, there may
commonly be a “short path” and a “long path” towards a
grven customer: one corresponds to the shortest, most direct
route (which may be expensive and/or congested) and the
other to the indirect route going the long (wrong) way
around the Earth. We can use our destination-based edge
welghtings to estimate the relative probabilities that each of
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these sub-modes will be used 1n practice to reach a particular
destination through particular exit points, given the fact that
traflic has reached the carrier’s network at a particular entry
point. The relative probabilities of these paths may take
other factors 1nto account; for example, the time of day and 5
the paths predicted for other destinations served by the same
provider.

Feeding Back Performance Data

Finally, we can impose additional “common sense” heu-
ristic constraints on the paths selected within a given pro- 10
vider, and between interconnected providers. For example,
we can incorporate latency data from the next phase, or
geolocation data about the particular routers participating 1n
cach path, to downweight as unlikely those paths that
incorporate undesirable predicted performance or geo- 15
graphic wandering.

For example, we may exclude as unlikely multiple ocean-
crossing routing hops from North America to Furope and
back again between North American endpoints. Or we may
downweight circuitous paths whose total modeled round trip 20
latency 1s substantially longer than the average latencies on
other available paths. Or we may penalize paths across edges
or through router interfaces that are believed to be congested
(detected from diurnal loading patterns 1n latency or packet
loss 1n the next phase). 25

We know that all of these suboptimal routing conditions
do occur on the Internet 1n real life, but they tend to elicit
customer complaints and find resolution fairly quickly, mak-
ing them less likely to be among the predicted paths on an
average day. 30

In general, the system attempts to determine the most
likely router-level path that traflic will take within an
autonomous system, to a handofl point with another autono-
mous system. This requires inference of the real-world
routing policies that have been agreed upon between the two 35
autonomous systems in question. In practice, these policies
are not publicly announced and can vary widely. These
policies can be determined by monitoring and analyzing
BGP data. Once a policy 1s determined, entry and exit points
of an AS and the intra-AS paths can be determined. 40

For example, with reference to FIG. 3A, the hand off
policies include “hot potato routing™ (exit at the first oppor-
tunity). The hand off occurs between AS 302 and AS 304,
which are neighbors on a AS-level path from a source
endpoint to a destination endpoint. A router 312 1s an entry 45
point ito AS 302. According to hot potato routing, an exit
point 314, which 1s “nearest” to the entry point 312 1s
selected. The exit point 314 hands off tratlic to an entry point
316 1n AS 304, for subsequent delivery to the end destina-
tion. In this context, “nearest” can mean having the shortest 50
hop count, shortest actual distance, shortest delay, etc.

If the hand off policy 1s determined to be *“cold potato
routing” (exit as “close” to the ultimate destination as
possible), the hand off may occur at another exit point 318
instead of at the exit point 314. In this case, traffic 1s handed 55
ofl to router 320 of AS 304. “Close” for these purposes can
be router-level hop count, geographic distance 1n miles, or
city-level points of presence traversed (e.g., number of large
citiecs along the path, where the two autonomous systems
may have the opportunity to exchange traflic). Providers 60
often select this strategy if they have a well-provisioned
network and want to keep the traflic as long as possible to
maximize quality of service. Once the trailic has been
handed to the next ASN, the provider loses control over how
the traflic 1s treated. In this embodiment, the hopcount within 65
the next AS 1s not necessarilly minimized, but the distance
between the handofl and the ultimate destination (which
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may or may not be within the AS to which hand ofl 1s made)
1s minimized Again the “distance” metric can include, for
example, remaining router hop count, remaining geographic
distance, or remaining cities to be traversed. Other more
selective agreements governing specific kinds of traflic and
specific points of mterchange may also be determined from
the BGP data. For example, tratlic of a certain kind (e.g.,
voice traflic, video traflic, and traflic destined for a specific
geographic location) may be handed off via exit point 322 1n
AS 302 to the entry point 320 in AS 304.

In one embodiment, the model for path determination can
be selected 1 advance; e.g., we may assume hot-potato
routing (the most common case between peers), based on a
peering relationship that was determined to exist based on
BGP data. In another embodiment, we infer the policy based
on previously collected traceroutes through a certain AS to
other targets (e.g., proxies ol destination endpoints) whose
autonomous system origination and/or geography is similar
to the selected destination endpoint. The statistics and/or
inferences are usually drawn from traces directed toward the
traflic targets (1.e., the endpoints), since all Internet policies
are generally concerned with getting traflic closer to 1ts
destination. Alternatively, or 1n addition, the statistics and/or
inferences can be based on the AS properties and/or tracer-
outes from a source (e.g., a proxy of a source endpoint)
whose autonomous system origination and/or geography 1s
similar to the selected source endpoint.

Different approaches can also be combined; for example,
we can think of each pair of connected routers within an AS
as having been observed with a given frequency in general
(for all traces, for all traflic traversing the AS, over a long
period of recorded time). For example, with reference to
FIG. 3B, the path from the entry point 312 to the exit point
314 via nodes (e.g., routers) 332, 334 may be taken at
frequency 11. The path between the same entry and exit
points via nodes 336, 334 may be taken with frequency 12;
and via nodes 336, 338 may be taken with frequency 13. In
addition, a path from the entry point 312 to the exit point 318
via nodes 336, 338 may be taken with frequency 14 and the
path between the nodes 312, 318 via nodes 340, 338 may be
taken with frequency 15. Moreover, we also consider the
frequencies of links between neighbor nodes such as 336,
334; 336, 338, 340, 338, ctc. We can select as more likely a
path to an exit point that corresponds to a maximum of the
average recorded traversal frequencies across the path’s
constituent edges. In general, the likelihood of selecting a
path 1s a function of the relative weights (frequencies of
traversal) of the edges that form the path. These weights are
typically derived from the traceroute observations. The path
selection may also be directed by the relative weights of only
a subset of edges/routers along the path.

We can think of each pair of connected routers within an
AS as having been observed with a given frequency 1n a
particular destination situation (restricting our analysis to the
subset of traces whose destination 1s the destination i1s the
destination endpoint, or proxy of the destination endpoint, or
whose destination 1s within the same geographic region
(city, country) as our second destination, or both). In the
example discussed above, the frequencies 11 through 15 are
general frequencies. Instead, we can consider frequencies sl
through s5, where sl i1s the frequency at which the path
between the nodes 312, 314 via nodes 332, 334 1s taken for
traflic to be ultimately directed to a specified destination
endpoint. The other frequencies, s2 through s5 can be
similarly computed by taking into consideration the traflic
destined for the selected destination endpoint. We can then
select among paths as 1n the previous case, but using the
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situational frequencies mstead of the general frequencies to
select the most likely paths and therefore the most likely

exit/handofl points.

Similarly, we can use the frequencies of edge traversal
based on observations collected within a limited time range,
rather than using all the traces collected over a long time
range. For example, we can restrict our analysis to recent
history (traces from the last hour, or the last day) since paths
change over time. Or we can restrict our analysis to a
particular recurring time window (the same time of day over
the course of a week, the same day of the week over the
course of a year) because traili

ic exchange policies may have
a seasonal component—ior example, tratlic may tlow dii-
terently between providers during the busiest hours, 1 the
carly evening local time, and during the lightly loaded
weekend days.

We generally assess the complete end-to-end path
between the two endpoints, and that includes performing the
above-described analyses 1n two ways—once forward, using
the destination (second) endpoint to guide path selection
from the source (first) endpoint, and again backwards, using
the source (first) endpoint to guide the path selection back
from the destination (second) endpoint. These two forward/
backward paths between the endpoints are often not the
same. Hot potato routing, for example, easily generates path
asymmetry, as each side of the communication wishes to
find and preferentially exploit the nearest exit point to the
other.

III. Predictive Path Performance

After topology prediction and path weighting, the third
PRIM challenge 1s the estimation of the performance char-
acteristics of our inferred end-to-end paths, based on partial
observations of the performance of individual network seg-
ments.

We approach this challenge 1n two ways: at the connec-
tivity mode level (essentially, predicting the variability of
AS paths between two endpoints based on the BGP routing,
history of either) and predicting packet loss, jitter, and round
trip latency between endpoints based on the most probable
physical (router-level) paths between them.

Step 1: Connectivity Mode Stability

We can associate transition probabilities between mem-
bers of the set of plausible connectivity modes that PRIM
predicts. In each case, the receipt of a BGP UPDATE
message containing the withdrawal of a key route (the transit
path through a given provider at one endpoint, for example)
can render some connectivity modes unavailable, and cause
others to be selected.

We can predict the next-most-probable backup path that
would be selected 1in the absence of the withdrawn route,
once global routing has converged, and in so doing, assign
a transition probablhty to each other mode that may replace
it. Changes in routing aflecting one endpoint may ailect
inbound connectivity from the other endpoint, or they may
aflect the outbound path as well (for example, when the
predicted default route for outbound traflic goes away as the
provider connection 1s lost).

Similarly, when a new route becomes available (for
example, because a transit provider connection has been
restored, or because the endpoint 1n question has gained a
new transit provider) we can model the probability that
connectivity in- and outbound will shift to take advantage of
the newly accessible modes.

Based on the intraday history of the routing stability of the
endpoints, we proceed to construct a model of the stability
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of each connectivity mode: the probability that trailic in
flight will be forced to take different paths within a short
time. Continuous path change, can create conditions for poor
performance of TCP-based applications such as voice and
video, especially across fiber-optic runs at intercontinental
distances, where the bandwidth-delay product i1s high. This
1s especially true when the predicted performance of com-
peting paths varies significantly (potentially resulting in
out-of-order delivery of packets within the application’s
traflic stream).

Step 2: Path Stability and Performance

Within a particular connectivity mode, we can also model
the end-to-end performance of a predicted physical path
between two endpoints. To accomplish this, we integrate a
large number of individual observations of the round-trip
latencies between our traceroute collectors and each 1ndi-
vidual router mterface (or “hop”) along the paths to all of our
worldwide traceroute targets.

Node and Edge Performance Prediction

With these measurements, we start by creating a model of
the latency across each edge 1n the global graph G (the time
taken for packets to travel between two connected router
interfaces). This model may take into account the delay
across each router (the time added by each node 1n the graph,
a Tunction of bufler depth and queuing delay) as a separate
distribution from the latency across each connection (the
time added by each edge in the graph, dominated by
speed-of-light concerns). These measurements may be per-
formed using traces to both proxies from a large set of
collectors. In particular, a collector performs a measurement
at a router along the way en route to a proxy. In other words,
a traceroute measurement contains timing measurements to
cach of the router-level hops along the way from a collector
to a target (e.g., proxy). The relative timing of the measure-
ments to two connected router interfaces gives us the timing
statistics for the “edge” between those two router interfaces.
The model of each router interface/edge can be updated
based on additional measurements and/or feedback, and
from the updated models, ultimately the aggregate model of
an entire path that includes all the connected edges and
router interfaces can also be updated.

We can distinguish the two phenomena (the delay asso-
ciated with a node/router interface and the delay associated
with an edge between two routers interfaces), by the char-
acteristics over time of their individual contributions. The
speed-of-light contribution from edge delay 1s most typically
modeled as a fixed mode (the physical distance across most
links does not vary appreciably; nor does the transmission
medium) with some narrow spread due to measurement
error. The queuing delay at each router contributes a quite
different (often heavy-tailed) variable delay due to conges-
tion, which can create visible time-of-day and day-of-week
sinusoidal dependencies.

Path Performance Prediction

Working with a set of performance models for individual
nodes and edges 1n graph G, we can iteratively refine the
models by predicting the aggregate path performance of
known (measured) end-to-end paths, and then feeding back
corrections to the individual models.

For example, the difference between measured time and
modeled time can be divided among the contributing edges
according to some proportional rule, and fed back as a model
correction. Through a large number of 1terative corrections,
the models for performance across each edge and through
cach node will tend to converge on the true distributions for
latencies (assuming that these true distributions are appro-

priately stationary over the period of observation).
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As a refinement, rather than naively assuming path sym-
metry, we can take mto account the most probable return
paths generated by our previous PRIM phase, thus supplying
a more accurate model for the invisible return path upon
which each measured traceroute depends. Since the end-to-
end performance of a traceroute path 1s just as often deter-
mined by the characteristics of the return path as by the
visible forward path, this allows us to generate significantly
more accurate models of the latency distributions across
nodes and edges using the available latency measurement
data.

Path Integration Methods

Even when accurate models of individual edges and nodes
are not possible from the data (for example, because two
nodes are always seen in sequence, making 1t difficult to
untangle their individual contributions to latency) we can
still compute models for the connected nodes or entire
subpaths as a group, with the same kind of composite
latency distribution.

In general, we can derive latency distributions for any
path or set of paths through G by performing convolution of
successive ndividual latency distributions along the paths.
At a branching point (two or more potential paths) we scale
down each distribution by the weighted probability that the
given path 1s taken, as determined by our previous path-
weilghting methodology; at a merge point (two or more paths
coming together at a common interface) we add the imncom-
ing latency distributions. In this way we can derive complex
composite latency distributions for the paths between two
endpoints, taken as a whole; we can also derive simpler
latency distributions for each contributing path between the
endpoints.

When direct measurements are available, we can compare
these models to the distributions observed and feed back
corrections to previous model phases; for example, the
observed latency distribution may cause us to adjust our
model of the weighted probability that a given path 1s taken
(because the measured latencies associated with that path are
not in evidence as a predicted mode in the end-to-end
latency distribution).

It should be noted that in these computations, the path
taken 1nto consideration 1s a router-level path between
proxies to the endpoints of interest, and the path 1s based on
a connectivity mode, e.g., an AS-level path between the two
endpoints. As such, the estimated performance of the path 1s
expected to be a close approximation of the performance of
an actual path between the two endpoints.

Some known systems can measure or estimate perfor-
mance ol an actual path between the endpoints of interest.
As such these known systems require access to at least one
of the actual endpoints, and hence, cannot be used when
such access 1s unavailable. In this context, access requires
the administrative ability to run traceroute from the node
(e.g., an endpoint), or otherwise to perform active measure-
ment of the connectivity and performance of the network
paths that are reachable from that node. The techmques we
described above provide estimates without requiring access
to any endpoint of interest.

Some known systems can measure or estimate perfor-
mance of paths between proxies to the endpoints. Unlike the
techniques we described above, however, the estimates
according to known systems are not based on timing models.
Instead, these measurements or estimations are based
directly on measurements and computations performed at at
least one of the proxies. Even though access to a proxy may
be available in general, 1t may not be available when the
performance estimate 1s required. Also, the paths for which
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the performance 1s determined according to the known
systems are not selected according to one or more connec-
tivity modes (AS-level paths). The model based system does
not require measurements from or to an endpoint.
Additional Applications

We can use the modeled performance of particular paths
to infer additional information about the nodes and edges
that support those paths. For example, we may use com-
monalities 1n latency distributions to conclude that two
router interfaces are in the same geographic region, or even
in the same facility.

Or we may use information about the modes in the
performance distribution to infer the details of connectivity;
for example, we may interpret particular long latency modes
as indicating that particular links are implemented as LEO or
geosynchronous satellite hops, either with symmetric con-
nectivity or with an asymmetric return path provided over
terrestrial connectivity.

We can use our latency models to predict the “fitness for
purpose” of a given path to support the connectivity require-
ments of a given class of applications; for example, a
high-latency path may support asynchronous file transier
and email, but may be inappropriate for supporting voice
and video applications. A path with low average latencies,
but high variance, may be particularly problematic for
real-time applications with low jitter tolerance.

Together, the PRIM methodologies allow us to character-
1ze the paths traflic may take through the Internet between
two endpoints of interest, whether those paths are real
(consistent with observation) or counterfactual (available by
purchasing a new transit connection or establishing peering
with a new partner). Paths and their performance can be
predicted for a broad range of Internet counterparties, scal-
ing from single IP endpoints to network prefixes, service
providers, and even entire geographic regions. PRIM path
analysis allows us to construct “what-11"" scenarios, model-
ing the changes in connectivity and application performance
that would result 11 a key connection were disrupted, or if a
key network performance bottleneck were resolved. In many
cases, 1t allows us to 1dentily points of potential congestion
and disruption (“chokepoints™) representing significant risks
to a given connectivity pattern, so that they may be defended
against.

PRIM allows us to rate and rank the available modes of
connectivity, and physical paths supported by those modes,
so that a customer can quantify and audit the benefits and
drawbacks of their available connectivity to global Internet
counterparties. Key provider dependencies, potentially
problematic or fragile connectivity modes, and the under-
lying causes of WAN performance issues are among the
business 1ssues that can be exposed by the application of the
PRIM modeling techniques to an enterprise’s Internet con-
nectivity.

In our testing, PRIM has successtully distinguished
among probable paths to many globally distributed networks
(Hotmail Singapore versus Hotmail US, for example) from
arbitrary points of interest. It has also succeeded 1n localiz-
ing many of the provider—provider handoils that carry
traflic out of a grven ISP at an ASN level; that 1s, the AS path
visible 1n a manual traceroute from an IP address within that
ISP 1s usually one of the connectivity modes 1dentified by
PRIM. Within these modes, PRIM’s predictions of the cities
and countries traversed—and 1n many cases, the specific
routers encountered along the way—are often in close
agreement with empirical observations.

Key iputs to the process (the global connectivity graph
G, the map of occult ASN adjacencies not evident 1n BGP,
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the “edge tag” relationships that distinguish peering from
transit, the graph of transit support relationships for each
routed prefix, the measurements of latency to each traceroute
target and each intermediate hop, and the interface-level
maps of individual provider core networks used to construct
bridging approximations) are all products with a short
shelf-life, thanks to the dynamic nature of Internet relation-
ships.

Caution must be therefore be used 1 applying predicted
paths far from the original time of calculation, in a nonsta-
tionary global environment 1n which underlying routing or
policy conditions may have shifted significantly.

It 1s clear that there are many ways to configure the system
components, interfaces and methods described herein. The
disclosed methods and systems can be deployed on conve-
nient processor platiforms, including network servers, per-
sonal and portable computers, and/or other processing plat-
forms. Other platforms can be contemplated as processing
capabilities 1improve, including personal digital assistants,
computerized watches, cellular phones and/or other portable
devices. The disclosed methods and systems can be inte-
grated with known network management systems and meth-
ods. The disclosed methods and systems can operate as an
SNMP agent, and can be configured with the IP address of
a remote machine running a conformant management plat-
form. Therefore, the scope of the disclosed methods and
systems are not limited by the examples given herein, but
can include the full scope of the claims and their legal
equivalents.

The methods and systems described herein are not limited
to a particular hardware or software configuration, and may
find applicability 1n many computing or processing envi-
ronments. The methods and systems can be implemented in
hardware or software, or a combination of hardware and
software. The methods and systems can be implemented 1n
one or more computer programs, where a computer program
can be understood to include one or more processor execut-
able 1nstructions. The computer program(s) can execute on
one or more programmable processors, and can be stored on
one or more storage medium readable by the processor
(including volatile and non-volatile memory and/or storage
clements), one or more mput devices, and/or one or more
output devices. The processor thus can access one or more
input devices to obtain input data, and can access one or
more output devices to communicate output data. The input
and/or output devices can include one or more of the
following: Random Access Memory (RAM), Redundant
Array of Independent Disks (RAID), tloppy drive, CD,
DVD, magnetic disk, internal hard drive, external hard
drive, memory stick, or other storage device capable of
being accessed by a processor as provided herein, where
such aforementioned examples are not exhaustive, and are
tor 1llustration and not limitation.

The computer program(s) can be implemented using one
or more high level procedural or object-oriented program-
ming languages to communicate with a computer system;
however, the program(s) can be implemented 1n assembly or
machine language, 11 desired. The language can be compiled
or interpreted.

As provided herein, the processor(s) can thus be embed-
ded 1n one or more devices that can be operated 1indepen-
dently or together 1n a networked environment, where the
network can include, for example, a Local Area Network
(LAN), wide area network (WAN), and/or can include an
intranet and/or the Internet and/or another network. The
network(s) can be wired or wireless or a combination thereof
and can use one or more communications protocols to
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facilitate communications between the different processors.
The processors can be configured for distributed processing
and can utilize, 1n some embodiments, a client-server model
as needed. Accordingly, the methods and systems can utilize
multiple processors and/or processor devices, and the pro-
cessor mstructions can be divided amongst such single or
multiple processor/devices.

The device(s) or computer systems that integrate with the
processor(s) can 1include, for example, a personal
computer(s), workstation (e.g., Sun, HP), personal digital
assistant (PDA), handheld device such as cellular telephone,
laptop, handheld, or another device capable of being inte-
grated with a processor(s) that can operate as provided
herein. Accordingly, the devices provided herein are not
exhaustive and are provided for illustration and not limita-
tion.

References to “a microprocessor” and “a processor’, or
“the microprocessor” and “the processor,” can be under-

stood to include one or more microprocessors that can
communicate 1n a stand-alone and/or a distributed environ-

ment(s), and can thus can be configured to communicate via
wired or wireless communications with other processors,
where such one or more processor can be configured to
operate on one or more processor-controlled devices that can
be similar or different devices. Use of such “microproces-
sor” or “processor’” terminology can thus also be understood
to include a central processing unit, an arithmetic logic unait,
an application-specific integrated circuit (IC), and/or a task
engine, with such examples provided for 1llustration and not
limitation.

Furthermore, references to memory, unless otherwise
specified, can include one or more processor-readable and
accessible memory elements and/or components that can be
internal to the processor-controlled device, external to the
processor-controlled device, and/or can be accessed via a
wired or wireless network using a variety of communica-
tions protocols, and unless otherwise specified, can be
arranged to include a combination of external and internal
memory devices, where such memory can be contiguous
and/or partitioned based on the application. Accordingly,
references to a database can be understood to include one or
more memory associations, where such references can
include commercially available database products (e.g.,
SQL, Informix, Oracle) and also proprietary databases, and
may also include other structures for associating memory
such as links, queues, graphs, trees, with such structures
provided for illustration and not limitation.

References to a network are not limited to the full
Internet, and can include portions thereof. References herein
to microprocessor istructions or microprocessor-executable
instructions, 1n accordance with the above, can be under-
stood to include programmable hardware.

Unless otherwise stated, use of the word “substantially™
can be construed to include a precise relationship, condition,
arrangement, orientation, and/or other characteristic, and
deviations thereof as understood by one of ordinary skill 1n
the art, to the extent that such deviations do not materially
aflect the disclosed methods and systems. Further, refer-
ences herein to real-time can be understood to be abbrevia-
tions for “substantially in real-time.” Although the illus-
trated embodiments of the methods and systems refer to
certain aspects being in “real-time,” such aspects may be
provided 1n other manners.

Throughout the entirety of the present disclosure, use of
the articles “a” or “an” to modify a noun can be understood
to be used for convenience and to include one, or more than
one of the modified noun, unless otherwise specifically
stated.
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Although the methods and systems have been described
relative to specific embodiments thereof, they are not so
limited. Obviously many modifications and variations may
become apparent in light of the above teachings.
Many additional changes in the details, materials, and
arrangement of parts, herein described and illustrated, can be
made by those skilled in the art. Accordingly, 1t will be
understood that the methods and systems provided herein
are not to be limited to the embodiments disclosed herein,
can include practices otherwise than specifically described,
and are to be interpreted as broadly as allowed under the law.
Accordingly, I claim:
1. A method of estimating intra-mode paths, the method
comprising the steps of:
receiving in memory ar at least [a] partial [likely] autono-
mous system (AS)-level path comprising a first AS and
a second AS, the at least partial [likely] AS-level path
corresponding to a mode of communication between a
first endpoint and a second endpoint;
monitoring and analyzing by a processor border control
gateway protocol (BGP) data received from at least one
BGP observer:

inferring based on, at least 1n part, the analyzed BGP data,
by the processor, at least one of: (1) a routing policy of
the first AS and (11) a routing policy of the second AS;

selecting by the processor a first hand off pair comprising
an exit point from the first AS and an entry point into
the second AS, the exit point being 1n communication
with the entry point, the selection being based on, at
least 1n part, at least one of: (1) the inferred routing
policy of the first AS, (11) the inferred routing policy of
the second AS, and (111) a statistical property of tratlic
associated with at least one of a proxy to the first
endpoint and a proxy to the second endpoint, the traflic
passing via the first AS; [and}

identifying by the processor a set of router-level paths

within the first AS, from a first entry point into the first
AS to the exat point from the first AS within the first
hand off pair; and

generating a model of comnnectivity between the first

endpoint and the second endpoint, based at least in part
on identifving the set of router-level paths.

2. The method of claim 1, wherein the property of the first
AS comprises at least one of: (1) a number of router-level
hop counts within the first AS on a path from the first entry
point into the first AS to the exit point from the first AS
within the first hand ofl pair, (11) a geographic distance
between the first entry point into the first AS and the exat
point from the first AS within the first hand ofl pair, and (111)
a number of points of presence associated with both the first
AS and the second AS.

3. The method of claim 1, wherein the selection step
comprises maximizing a first distance within the first AS, the
distance comprising at least one of: (1) a number of hop
counts on a path to the exit point from the first AS within the
first hand off pair, and (11) a geographic distance between the
first entry point into the first AS and the exit point from the
first AS within the first hand ofl pair.

4. The method of claim 3, further comprising minimizing
a second distance from the exit point from the first AS within
the first hand ofl pair to the proxy to the second endpoint, the
second distance comprising at least one of: (1) a number of
hop counts on a path from the exit point from the first AS
within the first hand off pair to the proxy to the second
endpoint, and (11) a geographic distance between the exit
point from the first AS within the first hand off pair and the
proxy to the second endpoint.

5

10

15

20

25

30

35

40

45

50

55

60

65

24

5. The method of claim 1, wherein the selection of the first
hand oil pair comprises:

selecting a candidate exit point from the first AS;

selecting a candidate entry point into the second AS such

that a frequency of traversal of traflic between the
candidate exit point and the candidate entry point is
greater than a selected threshold; and

designating: (1) the selected candidate exit point as the

exit pomnt within the first hand off pair, and (11) the
selected candidate entry point as the entry point within
the first hand off pair.

6. The method of claim 5, wherein the frequency of
traversal of trailic comprises a frequency of traflic directed
to at least one of the proxy to the first endpoint and the proxy
to the second endpoint.

7. The method of claim 1, further comprising selecting a
router-level path from the 1dentified set of router-level paths
such that a path metric corresponding to the selected router-
level path satisfies a specified threshold.

8. The method of claam 7, wherein the path metric
comprises at least one of a frequency of traversal of traflic
via the selected router-level path, delay, jitter, reliability, and
availability.

9. The method of claim 7, wherein at least one router-level
path 1n the i1dentified set comprises an intermediate router
node, and the path metric comprises a frequency of traversal
of traflic via an intermediate router node.

10. The method of claim 9, wherein the frequency of
traversal of tratlic via the intermediate router node com-
prises a frequency of traflic directed to at least one of the
proxy to the first endpoint and the proxy to the second
endpoint.

11. The method of claim 1, further comprising:

selecting a second hand ofl pair comprising an exit point

from the first AS and an entry point into the second AS,
the exit point being in communication with the entry
point, the selection being based on, at least 1n part, at
least one of: (1) a property of the first AS, (11) a property
of the second AS, and (111) a statistical property of traflic
associated with at least one of the proxy to the first
endpoint and the proxy to the second endpoint, the
traflic passing via the first AS; and

identifying a set of router-level paths within the first AS,

from a second entry point into the first AS to the exit
point from the first AS within the second hand off parr.
12. The method of claim 11, wherein the second entry
point into the first AS 1s the first entry point into the first AS.
[13. A system for estimating intra-mode paths, the system
comprising;
a memory; and
a processor configured to:
recerve at least a partial likely autonomous system (AS)-
level path comprising a first AS and a second AS, the
at least partial likely AS-level path corresponding to a
mode of communication between a first endpoint and a
second endpoint;
monitor and analyze border control gateway protocol
(BGP) data received from at least one BGP observer;

infer based on, at least 1n part, the analyzed BGP data, at
least one of: (1) a routing policy of the first AS and (11)
a routing policy of the second AS;

select a first hand off pair comprising an exit point from
the first AS and an entry point into the second AS, the
ex1t point being 1n communication with the entry point,
the selection being based on, at least in part, at least one
of: (1) the inferred routing policy of the first AS, (11) the
inferred routing policy of the second AS, and (111) a
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statistical property of traflic associated with at least one
of a proxy to the first endpoint and a proxy to the
second endpoint, the traflic passing via the first AS; and

identify a set of router-level paths within the first AS, from
a first entry point into the first AS to the exit point from
the first AS within the first hand off pair.}

[14. The system of claim 13, wherein to select the first
hand off pair, the processor 1s further configured to maxi-
mize a first distance within the first AS, the distance com-
prising at least one of: (1) a number of hop counts on a path
to the exit point from the first AS within the first hand ofl
pair, and (1) a geographic distance between the first entry
point into the first AS and the exit point from the first AS
within the first hand off pair.}
[15. The system of claim 14, wherein the processor is
turther configured to minimize a second distance from the
exit point from the first AS within the first hand off pair to
the proxy to the second endpoint, the second distance
comprising at least one of: (1) a number of hop counts on a
path from the exit point from the first AS within the first
hand off pair to the proxy to the second endpoint, and (11) a
geographic distance between the exit point from the first AS
within the first hand off pair and the proxy to the second
endpoint.}
[16. The system of claim 13, wherein to select of the first
hand off pair the processor 1s configured to:
select a candidate exit point from the first AS;
select a candidate entry point 1nto the second AS such that
a frequency of traversal of traflic between the candidate
exit point and the candidate entry point 1s greater than
a selected threshold; and

designate: (1) the selected candidate exit point as the exit
point within the first hand off pair, and (11) the selected
candidate entry point as the entry point within the first
hand off pair.}

[17. The system of claim 13, wherein the processor is
turther configured to select a router-level path from the
identified set of router-level paths such that a path metric
corresponding to the selected router-level path satisfies a

specified threshold.}

[18. The system of claim 13, wherein the processor is
turther configured to:

select a second hand ofl pair comprising an exit point

from the first AS and an entry point into the second AS,
the exit point being in communication with the entry
point, the selection being based on, at least 1n part, at
least one of: (1) the inferred routing policy of the first
AS, (1) the inferred routing policy of the second AS,
and (111) a statistical property of traflic associated with
at least one of the proxy to the first endpoint and the
proxy to the second endpoint, the traflic passing via the
first AS; and

identify a set of router-level paths within the first AS, from

a second entry point mnto the first AS to the exit point
from the first AS within the second hand off pair.}

19. [An article of manufacture, comprising a] 4 non-
transitory machine-readable medium storing instructions
that, when executed by [a machine configure the machine,]
one or more hardware processors, cause performance of
operations for estimating intra-mode paths, [to] comprising:

[receive] receiving an at least [a] partial [likely] autono-

mous system (AS)-level path comprising a first AS and
a second AS, the at least partial [likely] AS-level path
corresponding to a mode of communication between a
first endpoint and a second endpoint;
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[monitor] monitoring and [analyze] aralyzing border con-
trol gateway protocol (BGP) data recerved from at least
one BGP observer;

[infer] inferring based on, at least in part, the analyzed
BGP data, at least one of: (1) a routing policy of the first
AS and (11) a routing policy of the second AS;

[select] selecting a first hand off pair comprising an exit
point from the first AS and an entry point into the
second AS, the exit point being 1n commumnication with
the entry point, the selection being based on, at least in
part, at least one of: (1) the inferred routing policy of the
first AS, (1) the inferred routing policy of the second
AS, and (111) a statistical property of traflic associated
with at least one of a proxy to the first endpoint and a

proxy to the second endpoint, the tratflic passing via the
first AS; and

[identify] identifving a set of router-level paths within the

first AS, from a first entry point into the first AS to the
exit point from the first AS within the first hand off pair;
and

generating a model of comnnectivity between the first

endpoint and the second endpoint, based at least in part
on identifving the set of router-level paths.
20. A method of identifving at least one plausible physical
path between a first Internet Protocol (IP) address and a
second IP address in a computer network, the method
COmprising:
identifving a plurality of connectivity modes between the
first IP addvess and the second IP address;

determining a probability of selection for each connec-
tivity mode in the plurality of comnnectivity modes in
each dirvection between the first IP address and the
second IP addvess based on Bovder Gateway Protocol
(BGP) data;

determining a probability of selection for each router-
level path in a plurality of router-level paths that
support at least one connectivity mode in the plurality
of connectivity modes;

identifying the at least one plausible physical path based

on the probability of selection for each comnectivity
mode and the probability of selection for each router-
level path;

and generating a model of connectivity between the first

IP address and the second IP address;

wherein the model comprises the at least one plausible

physical path.

21. The method of claim 20, wherein predicting the
probability of selection for each commnectivity mode com-
prises predicting the probability of selection of at least one
connectivity mode in the plurality of comnectivity modes
based on a BGP announcement.

22. The method of claim 20, wherein predicting the
probability of selection for each comnectivity mode com-
prises predicting the probability of selection of at least one
connectivity mode in the plurality of comnectivity modes
based on a BGP peer relationship.

23. The method of claim 20, wherein predicting the
probability of selection for each commnectivity mode com-
prises predicting the probability of selection of at least one
connectivity mode in the plurality of comnectivity modes
based on out-of-band information about at least one transit
provider.

24. The method of claim 20, wherein determining the
probability of selection of a plurality of rvouter-level paths
comprises choosing among a plurality of entry/exit paths
between a pair of transit providers.
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25. The method of claim 24, wherein choosing among the
plurality of entry/exit paths comprises vanking entry/exit
paths in the plurality of entry/exit paths based on relative
frequency of traversal.

26. The method of claim 20, wherein determining the 5
probability of selection of a plurality of vouter-level paths
comprises evaluating competing vouter-level paths between
a pair of cooperating transmit providers.

27. The method of claim 20, wherein determining the
probability of selection of a plurality of rvouter-level paths 10
comprises weighting a router-level path in the plurality of
router-level paths based on at least one of latency or
geolocation of a router in the router-level path.

28. The method of claim 20, further comprising:

obtaining the BGP data from a plurality of BGP obser- 15

vation points in the computer network.
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