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1

METHOD AND MULTI-CAMERA PORTABLE
DEVICE FOR PRODUCING STEREO
IMAGES

Matter enclosed in heavy brackets | ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue; a claim printed with strikethrough
indicates that the claim was canceled, disclaimed, or held
invalid by a prior post-patent action or proceeding.

This application is a broadening reissue of U.S. Pat. No.
9615081, issued Apr. 4, 2017, which corresponded to U.S.

patent application Ser. No. 14/523,902, filed Oct. 24, 2014,
and which claims priority to U.S. Provisional Application
No. 61/896,168 filed Oct. 28, 2013. Co-pending U.S. patent
application Ser. No. 16/780,593, filed Feb. 3, 2020, was filed

as a reissue continuation application of this application,

meaning it is both a continuation of this U.S. patent appli-
cation Ser. No. 16/283,214, filed Feb. 22, 2019, and is also

a reissue of U.S. Pat. No. 9,615,081, issued Apr. 4, 2017.

FIELD OF THE INVENTION

The mnvention generally relates to the production of stereo
images. More particularly, the present invention relates to a
method and a multi-camera portable device for producing
stereo 1mages with using an external mirror.

BACKGROUND OF THE INVENTION

The distance between a camera and a spatial point 1 a
scene can be determined or well estimated from the position
of the point within two or more associated 1images showing
the same point, wherein the associated images are captured
simultaneously. The distance calculation 1s still possible 1f
one or more mirrors are arranged in the scene, and some of
the 1mages are captured 1n the mirror. The three dimensional
(3D) posttion of a point can be computed from basic
geometric relationships when the spatial relationship
between the image recording device and the position and the
parameters of the reflecting surfaces (e.g. mirrors) are
known. The challenge 1n computing an unknown distance
from multiple 1mages using reflecting surfaces is called
catadioptric stereo vision. In J. Gluckman and S. K. Nayar:
Catadioptric Stereo Using Planar Mirrors (International
Journal on Computer Vision, 44(1), pp. 635-79, August
2001), the basic theory of catadioptric stereo image genera-
tion 1s described. In such a process, only one camera and a
tflat mirror with a known position relative to the camera are
used.

The U.S. Pat. No. 8,189,100 discloses a portable device
comprising a first 1mage sensor, a second i1mage sensor
configured to change position with respect to the first image
sensor, a controller configured to control the position of the
second 1mage sensor, and an image processing module
configured to process and combine 1mages captured by the
first and second i1mage sensors. Although this device is
equipped with two 1mage sensors to produce, for example,
a stereo 1mage, both of the image sensors directly capture an
image of the real object, and no external mirror 1s used 1n the
1mage generation process.

Since nowadays most of the portable communication or
computing devices, such as mobile phones or tablets, are
usually equipped with two cameras, typically on their oppo-
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2

site sides, 1.e. a front camera and a rear camera, there 1s a
need of using such devices to produce a depth image for a
particular object.

SUMMARY OF THE INVENTION

It 1s an object of the present invention to provide a method
for producing stereco 1mages by using a mirror and a multi-
camera portable device having at least two 1mage sensors on
its opposite faces, wherein said multi-camera portable
device 1s arranged at an arbitrary distance from the mirror
with an arbitrary orientation.

It 1s another object of the present invention to provide a
multi-camera portable device configured to produce stereo
images by performing the method of the mnvention.

These and other objects are achieved by providing a
method for producing a stereo 1mage of an object with using
a multi-camera portable device having at least two 1mage
sensors, at least a first one of said 1mage sensors being
arranged on a first face of the portable device and a second
one of said image sensors being arranged on a second face
of the portable device opposite to the first face thereot, the
method comprising the steps of:

arranging the object in front of the first 1image sensor so

that the object falls within the field of view of the first
1mage sensor,
arranging an external mirror 1n front of the second 1image
sensor so that a mirrored view of the object and a
mirrored view of the portable device fall within the
field of view of the second image sensor,

substantially simultaneously recording, by the first image
sensor, a {irst mitial 1mage containing, a picture of the
object, and by the second 1mage sensor, a second 1nitial
image containing (1) a picture of the mirrored view of
the object appearing in the mirror and (11) a picture of
at least a portion of the mirrored view of the portable
device appearing in the mirror, thereby producing an
initial pair of 1mages,

finding the center of the picture of the mirrored view of

the second image sensor within the second nitial
1mage,

determiming the distance ratio of a first distance between

two points of the portable device 1n reality and a second
distance of the respective points 1n the second initial
image for obtaining the direction and the length of a
mirroring vector, which points from the center of the
second 1mage sensor to the center of the virtual second
1mage sensor,

obtaining a capturing focal length of the second image

sensor, and

by using said mirroring vector and the capturing focal

length of the second image sensor, transforming the
coordinate system of the first image sensor into the
coordinate system of the virtual second image sensor to
generate a stereo 1mage pair from the first initial image
and the second 1nitial 1mage for the object.

The above objects are turther achieved by providing a
multi-camera portable device comprising at least two 1mage
sensors at opposite faces thereof, and further comprises at
least a processor unit, a memory unit, a non-transitory data
storage medium, a display unit and an input unit, wherein the
multi-camera portable device 1s adapted to substantially
simultaneously record, by 1ts first image sensor, a first initial
image containing a picture of an object arranged within the
field of view of the first image sensor, and by its second
image sensor, a second 1nitial image containing (1) a picture
of a mirrored view of the object appearing in a mirror and
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(11) a picture of at least a portion of a mirrored view of the
multi-camera portable device itself appearing in the mirror,
thereby producing an initial pair of 1images, wherein said
mirrored view of the second 1mage sensor and said portion
of the mirrored view of the multi-camera portable device are
arranged within the field of view of the second image sensor.
Finally, the above objects are also achieved by providing
a non-transitory data storage medium comprising a set of
processor-readable instructions, said istructions being
adapted, when executed by a processor of a multi-camera
portable device, to carry out the steps of:
instructing a first image sensor of the device to record a
first mitial 1mage containing a picture ol an object
arranged within the field of view of the first image
sensor, and a second image sensor of the device to
substantially simultaneously record a second initial
image containing (1) a picture of a mirrored view of the
object appearing 1n a mirror and (11) a picture of at least
a portion of a mirrored view of the multi-camera
portable device itself appearing in the mirror, thereby to
produce an 1nitial pair of 1images, wherein said mirrored
view ol the second 1image sensor and said portion of the
mirrored view of the device are arranged within the
field of view of the second image sensor,
finding the center of the picture of the mirrored view of
the second image sensor within the second initial
1mage,
determining a distance ratio of a first distance between
two points of the device 1n reality and a second distance
of the respective points 1n the second 1mitial image for
obtaining a direction and a length of a mirroring vector,
which points from the center of the second i1mage
sensor to the center of the virtual second 1image sensor,
obtaining a capturing focal length of the second image
sensor, and
by using said mirroring vector and the capturing focal
length of the second image sensor, transiforming the
coordinate system of the first image sensor into the
coordinate system of the virtual second 1mage sensor to
generate a stereo 1mage pair from the first initial image
and the second 1nitial 1mage for the object.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 schematically illustrates the optical scheme of the
image capturing arrangement including an object, a dual-
camera portable device and a mirror.

FIG. 2 1s a flow diagram showing the major steps of the
method according to the mmvention.

FIG. 3 shows an exemplary pair of the initial 1mages
captured by two cameras of a multi-camera portable device.

FIG. 4 shows a sub-image of the second 1nitial image that
1s most similar to the first initial image and a search region
in the second 1nitial image where the picture of the mirrored
view of the second camera 1s expected to be found.

FIG. 5§ shows a typical edge map of a portable device, the
edge map showing predefined edge boxes.

FIG. 6 shows the regions that are defined on the second
initial 1mage as being close to the second camera’s center
and the most similar image regions 1n the first 1mitial 1mage.

FIG. 7 shows the corresponding epipolar lines of the
initial 1mages.

FIG. 8 1s a schematic block diagram of the multi-camera
portable device according to the present invention.
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4

DETAILED DESCRIPTION OF TH.
INVENTION

(L]

The mvention will now be described 1n detail through
preferred embodiments with reference to the accompanying
drawings.

Within the context of the present description, the term
“1mage” means the product of 1mage capturing performed by
an 1maging device, such as an 1mage sensor or a camera,
while the term “picture” means a visual representation of an
object or person within a captured 1image. An image may be
a still 1image or a frame of a video sequence (also referred to
as video 1mage).

Furthermore, within the context of the present invention,
the term ““virtual” 1s used 1n optical sense for any object that
1s apparently located in a mirrored space behind a mirror.

FIG. 1 schematically illustrates the image capturing
arrangement according to the present invention, which
includes a multi-camera portable device 100 equipped with
at least two cameras 102, 104, a mirror 110 and an object 120
for which a stereo 1image 1s to be produced.

The portable device 100 has at least two cameras (or
image sensors), at least one being arranged on a first face of
the multi-camera portable device 100 and at least one other
one being arranged on a second face of the portable device
100, the second face being opposite to the first face. It 1s
particularly pretferred that for the multi-camera portable
device 100, a dual-camera portable device equipped with a
front camera 102 and a rear camera 104 1s used. The
multi-camera portable device 100 may be any kind of
portable communication or computing device equipped with
a Iront camera and a rear camera, such as a mobile phone,
a smart phone, a phablet, a tablet PC, a notebook, or the like,
or any kind of other multi-camera device with more than two
cameras and adapted for producing a stereo 1image.

The cameras 102, 104 of the portable device 100 may
capture still image snapshots and/or video sequences.

An object 120, for which a stereo 1mage 1s to be produced.,
1s arranged on either side of the portable device 100 so that
a first one of the cameras 102 can directly record a first
image showing said object. A mirror 110 1s arranged on the
opposite side of the portable device 100 so that the second
camera 104 can record a second 1mage showing a mirrored
view ol the object that appears 1n the mirror 110.

The portable device 100, the mirror 110 and the object
120 must be arranged with respect to each other so that the
real object 120 falls within the field of view of the first
camera 102, while a virtual counterpart of the object 120
accommodating in the mirrored space, 1.e. the virtual object
121, and a virtual counterpart of the portable device 100
accommodating 1n the mirrored space, 1.e. the virtual device
101, fall within the field of view of the second camera 104.

The major steps of the method of producing stereo 1mages
from an 1nitial image pair of images captured by the first and
second cameras are shown 1n the flow diagram of FIG. 2 and
will be explained with reference to FIG. 1, which also
presents the basic geometric concept applied in the stereo
image generation scheme according to the present invention,
as well as to FIGS. 3 to 7 illustrating various stages of the
1mage processing.

In the mitial steps S200 and S202 of the method, a mirror
110 and an object 120 are arranged with respect to the
multi-camera portable device 100 having at least two 1mage
sensors or cameras as described above and shown 1n FIG. 1,
wherein the mirror 110 1s arranged 1n front of said second
camera 104 of the portable device 100 and the object 120 1s
arranged in front of the first camera 102 of the portable
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device 100, said first and second cameras 102, 104 being on
the opposite faces of the device 100

Next, in step S204, still images are captured by both of the
first and second cameras 102, 104 simultaneously, or at time
points substantially close to each other, 1n order to record an
iitial pair of associated images I1 and I12. In case of
recording a video sequence, the two cameras 102, 104 may
be synchronized. As a result of 1image capturing, a first initial
image I1 containing at least a picture O1 of the real object
120 and a second initial image 12 containing a picture D2 of
the mirrored view of the portable device 100, a picture O2
of the mirrored view of the real object 120 are recorded. An
example of such an mnitial pair of 1images 11, 12 can be seen
in FI1G. 3, wherein within the image I1, the picture O1 of the
real object 120 1s shown, while within the image 12, the
picture O2 of the mirrored view of the object 120 and a
picture D2 of the mirrored view of the portable device 100
(together with a picture C2 of the mirrored view of the
second camera 104) as appearing i the mirror 100 are
shown.

Using the thus obtained pair of mitial images 11, 12, the
coordinate transformation that maps the coordinate system

of the first camera 102 into the coordinate system of the
virtual second camera 105 (shown 1n FIG. 1) 1s determined
to allow to match the initial images 11 and 12 for stereo
image generation. This coordinate transformation 1s per-
formed by a so called fundamental matrix F.

Construction of the fundamental matrix F 1s based on the
following definitions and equations. For projecting a picture
point shown 1n a captured 1mage 1nto the coordinate system
of the capturing camera the following equations are used.

Let Q be a point 1n the (either the real or the mirrored)
space and let p denote a respective pixel in the captured
image. The pixel coordinates p,,p, may be defined in the
camera’s coordinate system by the equations:

p, =Q

y
sQ,

where 1 1s the focal length of the capturing camera and s 1s
the pixel size on the 1image sensors of the portable device.
Generally, this parameter 1s specified by the manufacturer of
the 1mage sensor and its value 1s typically about 1 micron.

For making the following calculations easier, a relative
tocal length H 1s defined as the ratio of the focal length and
the pixel size:

Due to the equations, during the subsequent calculations,
it will not be necessary to know the specific values of 1 and
s for a captured 1mage, but it will be enough to know only
their ratio, which 1s available 1n most cases 1n practice.

For the construction of the fundamental matrix F, a first
matrix transformation that maps the coordinate system of the
first camera 102 into the coordinate system of the second
camera 104, and a second matrix transformation that maps
the coordinate system of the real second camera 104 1nto the
coordinate system of the virtual second camera 105 are to be
obtained. The first transformation 1s defined by a device
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matrix K, which 1s a constant matrix characteristic to any
particular portable device 100, whereas the second one 1s
defined by a mirror transformation matrix M that should be
determined using the captured initial images I1, 12.

The mirror transformation matrix M depends only on a
vector m that points from the focal point of the second
camera 104 to the focal point of the virtual second camera
105. The mirror transformation matrix M has the following
well-known form:

/ 2 T 3
— 2II]Hl
M= [Im|
\ 0 1 /

wherein I 1s a 3 by 3 identity matrix. The matrix M, which
1s a 4 by 4 homogenous transformation matrix, 1s mapping
in the 3D homogenous coordinate system. The vector m
depends on four parameters, 1.e. the center point (c, ¢,) of
the picture C2 of the mirrored view of the second camera
104 on the second 1nitial image 12, the relative focal length
H, of the second camera 104 and the ratio of the distance
d,, .., between two points u,, u, ot the portable device 100
and the corresponding distance (d;; ;) between the respec-
tive 1mage points U,, U, appearing in the second initial
image 12.

r’mx p { CI p
dHI,Hz
dUl Us
’ H
\ Iy \ 2

The fundamental matrix F (that 1s mapping from the first
camera 102 to the virtual second camera 105) 1s a matrix
product of the mirror transformation matrix M and the
device matrix K.

Consequently, for determining the fundamental matrix F,
the camera center (c,.,c,), the atorementioned distance ratio

di!-il ,Hz

du, v,

of two points and the relative focal length H, of the second
camera 104 1s to be determined. To this end, the following
steps are taken:

1) First, 1n step 5206, the centre (c,.c,) of the picture C2
of the mirrored view of the second camera 104 1s found 1n
the 1image 12 by the following steps.

(1) A sub-image Is of the second imitial 1image 12 that 1s
most similar to the first image 11 1s found within the
second 1mage 12. The sub-image Is may be sought by
measuring the quality of the match between the sub-
image Is and the selected portion of the second 1nitial
image 12. For quality measurement of the matching, a
simple colour correlation between several appropri-
ately selected sub-images Is and the first mitial image
I1 may be calculated. This calculation i1s preferably
performed 1n a multi-scale approach; first finding the



US RE47,925 E

7

good matches on a rough scale, and then checking and
adjusting the highest quality matches on finer scales.
This matching step results 1n at least one sub-image Is,
but preferably a plurality of candidate sub-images Is.

(11) For each of the candidate sub-images Is obtained 1n

the previous step (1), the center of the picture C2 of the
mirrored view of the second camera in the second
image 12 1s roughly estimated using various selected
values of the relative focal length H, of the second
camera 104, and various selected distance values d
between the second camera 104 and the object 120.

Accordingly, 1n step S208, the distance ratio of a first
distance between two points of the portable device 100 1n
reality and a second distance of the respective points 1n the
second 1nitial 1image 1s determined to obtain the direction
and the length of a mirroring vector pointing from the center
of the second camera 104 to the center of the virtual second
camera 105 (see FIG. 1).

Let p, and p, be arbitrary points shown 1n the first initial
image I1. Assuming that both arbitrary points p,, p, have the
same distance d from the second camera 104 1n the first
camera’s coordinate system, their actual coordinates P, P,
in the coordinate system of the first camera 102 can be
readily calculated.

Let g, and g, be two (mirrored) points of to p, and p,,
respectively, shown in the second 1mitial image 12. It 1s noted
that these points q,, q, can be approximately 1dentified in the
second 1mage 12 by using the position of the best matching
sub-image Is within the second initial image 12. The actual
coordinates Q,, Q, of the points q,, q, depend on their
z-coordinate (depth) 1n the coordinate system of the virtual
second camera 105, but since they coincide with P, and P,
and the distance therebetween 1s known, the coordinates Q,,
Q. 1n the coordinate system of the virtual second camera 105
can also be readily calculated.

As aresult of the above calculations, several candidates of
the center (c,c,) of the picture C2 of the mirrored view of
the second camera can be obtained, 1.e. a search region 1350
can be determined, however, H, and the distance ratio

E
dUpUz

and hence the vector m 1s still not known.

FI1G. 4 shows the sub-image Is of the second initial image
12 that 1s most similar to the first initial 1image I1 and the
search region 150 estimating the expected location of the
picture C2 of the mirrored view of the second camera 104 in
the second 1nitial 1mage 12.

2) Next, the distance ratio

e
du, v,

1s determined as follows.

First, two arbitrary reference points u,, u, of the device
100 are selected. It 1s assumed that their distanced d,, ,, 1s
known 1n the real world. As a next step S208, these points
u,, u, are to be found 1n the second initial image 12 for
determining the length of the vector m.

Let U, and U, be the image coordinates of the two
selected points u,, u, of the device 100. The coordinates of
these points u,, u, are denoted by R, and R, respectively, in
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the coordinate system of the virtual second camera 105.
Furthermore 1t 1s assumed that the depth (z-coordinate) of
these points u,, u, 1 the coordinate system of the virtual
second camera 105 1s roughly equal. Accordingly,

and the same stands for R, and U,. Here 1/s 1s the relative
focal length H, of the second camera 104. Although R, and

R, are not known, but 1t 1s assumed that R,  1s approxi-
mately equal to both denoted commonly by R_. Accordingly,

U, J_UEJ:(RI X Rz;) Ho5/R,

U, QJ_UE,_}«':(RI 3 Rz,y) H>/R,

Since
dul?HQZV(RIJ_REJ)E_F(RI,_};_REJ)E
theretore
H,
dUl ,U2 — dl-il ,Hz R_E

That means

di!-il ,Hz

R.=H
z szl,Uz

Since the coordmnates R, and R, are located on the
portable device 100, 1t makes sense to assume that R_ 1s
equal to the length of m. (If one of the selected points u,, u,
on the portable device 100 was the second camera’s center
point, then R_ would coincide with the end point of vector
m.)

As a further step, the pictures of the two selected points
u,, u, of the portable device 100 in the second 1nitial 1mage
12 are to be found. To this end, one of the possible techniques
1s to find the pictures of the corners of the portable device
100, or for example, the distance d between the picture of
flash and picture of the second camera’s lens in the second
initial image 12, which can be performed by any appropriate
edge-detection technique 1n the second initial 1image 12.

Upon obtaining a set of hypothetical positions for the
picture C2 of the mirrored view of the second camera 104
within the second initial image 12, a filtering 1s carried out
for all of the possible positions of the picture C2 of the
mirrored view of the second camera 104 1n the search area
150 of the second imitial image 12 (this search region 1s
defined by the output of step S206) to find a limited set of
likely positions and distance ratios thereof. This can be done,
for example, by averaging edge-strength values 1n various
regions of the search area that are specific to the particular
portable device 100. For speeding up this processing, a
pre-stored picture of an edge map of the portable device may
be used.

In FIG. 5 a typical edge map of a portable device 1s
shown, wherein the edge map contains a picture D2 of the
mirrored view of the portable device with marked side edge
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boxes 140, 141, a frame box 142 of the second camera lens
and a box 143 surrounding the flash lamp of the portable
device. As a result, specific camera positions (center and size
of picture C2) in the previously defined search region 150 1n
the second initial image 12 can be located.

Next, the estimated position of the picture C2 of the
mirrored view of the second camera 104 1n the second 1nitial
image 12 1s determined by searching for the specific rounded
square contour of the frame of the second camera 104. This
may be done using a standard generalized Hough transform,
resulting in the recognition of the picture of said specific

portion of the portable device 100 in the second 1nitial image

12.

It should be noted that the above described steps of
finding the second camera’s picture C2 (or the picture of the
frame around the camera lens) within the second 1nitial
image 12 1s only one of the various possible algorithms to
determine the camera’s center (c,.c,) and the distance ratio

(=)
dU1=U2

that are obvious for those skilled 1n the art, and therefore 1t
no way means any limitation of the present invention to such
a specific search technique. The length of the vector m can
then be calculated using the above equations.

3) Finally, after having obtained the direction and the
length of the vector m, only the focal length (or the corre-
sponding relative focal length H,) ot the second camera 104
should be determined 1n step S210 for the mirror transior-
mation matrix M.

In some cases the actual relative focal length H, of the
second camera 104 may be obtained from a controller circuit
of the second camera 104, and therefore 1t may be regarded
known. However, when the relative focal length H, 1s not
available, a good estimation for the focal length thereof may
be given by various estimation techniques.

The focal length 1, of the second camera 104 may be
estimated in the following way. In general, 1t 1s carried out
by creating several fundamental matrices F, with different
values of the relative focal length H, (assuming that the pixel
s1ze s of the second camera 1s known), generating a series of
candidate stereo 1mage pairs, 1n which the first initial image
I1 1s mapped into the coordinate system of the virtual second
camera 105 with the various fundamental matrices F,, fol-
lowed by choosing the stereo 1mage pair that corresponds to
the best stereo result. The capturing focal length of the
second camera 104 1s then determined from the relative
tocal length belonging to the best fundamental matrix F, of
the best matching stereo 1image pair.

One possible technique to find the best estimate for the
relative focal length H, of the second camera 104 uses the
tact that the stereo disparity has a very low resolution near
the epipole. Since the position of the epipole (1.e. the 1image
of the focal point of the first camera 102) 1n the second mitial
image 12 1s known when the picture C2 of the mirrored view
ol the second camera 104 has been found within the second
initial image 12, the corresponding region of the first mitial
image I1 that best matches to the picture near the epipole
where the portable device 100 does not occlude the object
120. Although the picture of the portable device 100 (and
therefore the picture of the first camera 102) does not appear
on the first in1tial 1mage I1, the corresponding region can be
still found, for example, by using various fundamental
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matrices F, and checking the correlation between associated
sub-windows of the initial 1mage patr.

These search regions 162, 163 are shown in FIG. 6,
wherein the search regions 162 are the regions 1n the second
image 12 for which the best matching search regions 163 1n
the first image 11 was previously round. Regardless of scale
(defined by the fundamental matrix) the search region 163 of
image 11 1s expected to appear quite exactly (the color image
correlation between the windows 162 and 163 are expected
to be high) 1n the first imitial 1image I1. These regions 163 are
searched 1n the first image I1 with fundamental matrices
defined by different values of the focal length of the second
camera 104.

The focal length that refers to the best match, 1.e. the
highest correlation between the associated sub-windows, via
the corresponding calibration matrix F,, 1s the estimate for
the actual focal length. This algorithm results 1 a stereo
calibration matrix F that can be visualized by the epipolar
lines shown 1n FIG. 7, 1n which the lines with the same
reference sign (e.g. a, a'; or b, b', etc.) are mutually corre-
sponding epipolar lines, 1.e. any point on one of the initial
images 11, 12 should belong to a real 3D point that has 1ts
picture on the other one of the images I1, 12 along the
corresponding epipolar line (assuming that the mentioned
point 1s not occluded).

Upon obtaiming the best estimation for the relative focal
length H, of the second camera 104, the mirror transforma-
tion matrix M 1s given, therefore the fundamental matrix F
can be calculated using the formula F=M*K, and therelfore
in step S212, the coordinate system of the first camera 102
can be mapped into the coordinate system of the virtual
second camera 105 to produce a stereo 1mage pair for the
object 120 from the initial images I1 and 12.

Once the stereo system used in the method of the inven-
tion 1s calibrated through the above steps, a depth estimation
for a captured object may be performed to generate a depth
image of the object. In particularly, when the object arranged
in front of the portable device (1.e. 1n front of 1ts first camera)
1s a human face, several characterizing parameters of the
face can be estimated using the depth 1image thereof, includ-
ing facial expression, position of the nose, the mouth, the
eyes, lips, eftc.

Once the 3-dimensional 1image of a human face 1s esti-
mated, for example virtual glasses, make-ups, jewelleries, or
the like, may be displayed over the captured 1mages result-
ing in augmented reality. Using this augmented reality, for
example, a software application running on the portable
device may be used to take synchronized photos or video
sequences by means of the front and rear cameras of a
multi-camera portable device with using a mirror, and
additional virtual objects may be displayed by the software
over those 1mages or video sequences, such as virtual glasses
over the face of a user.

In a second aspect, the present mvention relates to a
multi-camera portable device for producing stereo 1images
with using an external mirror. As shown in FIG. 8, the
multi-camera portable device has at least two cameras 302,
304 at opposite faces thereol. Preferably, the multi-camera
portable device 300 has at least one front camera 302 on its
front side and at least one rear camera 304 on 1ts backside.
The multi-camera portable device 300 1s adapted for per-
forming the above described method of producing stereo
images when an object to be captured 1s arranged 1n front of
its front-side camera 302, and a mirror 1s arranged 1n front
of 1ts back-side camera 304. The multi-camera portable
device 300 farther comprises all of those common compo-
nents that are needed for the normal operation of such a
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device, including at least a processor unit 306, a memory
unit 308, a non-transitory data storage medium 309, a
display umt 310 and an mput unit 312, wherein the multi-
camera portable device 300 1s configured to be capable of
carrying out the steps of the methods according to the
present invention. Preferably, the device 300 comprises a set
of computer readable mstructions either 1n its memory unit
308 or its non-transitory data storage medium 309, said
instructions being adapted, when executed by the processor
unit 306, to carry out the portable device-related steps of the
method of the present invention.

In a third aspect, the present invention relates to a
non-transitory data storage medium comprising a set of
processor-readable 1nstructions, said instructions being
adapted, when executed by a processor of a multi-camera
portable device, to carry out the steps of:

istructing a first image sensor of the device to record a

first mitial 1mage containing a picture ol an object
arranged within the field of view of the first image
sensor, and a second image sensor of the device to
substantially simultaneously record a second initial
image containing (1) a picture of a mirrored view of the
object appearing 1n a mirror and (11) a picture of at least
a portion of a mirrored view of the multi-camera
portable device 1tself appearing in the mirror, thereby to
produce an 1nitial pair of images, wherein said mirrored
view of the second 1image sensor and said portion of the
mirrored view of the device are arranged within the
field of view of the second image sensor,

finding the center of the picture of the mirrored view of

the second image sensor within the second initial
image,

determining a distance ratio of a first distance between

two points of the device 1n reality and a second distance
of the respective points 1n the second 1nitial 1mage for
obtaining a direction and a length of a mirroring vector,
which points from the center of the second i1mage
sensor to the center of the virtual second 1image sensor,
obtaining a capturing focal length of the second image
sensor, and

by using said mirroring vector and the capturing focal

length of the second image sensor, transforming the
coordinate system of the first image sensor into the
coordinate system of the virtual second 1mage sensor to
generate a stereo 1mage pair from the first initial image
and the second 1nitial 1mage for the object.

I claim:

1. A method for producing a stereo 1image of an object
with using a multi-camera portable device having at least
two 1mage sensors, at least a first one of said 1image sensors
being arranged on a first face of the portable device and a
second one of said image sensors being arranged on a second
face of the portable device opposite to the first face thereof,
the method comprising the steps of:

arranging the object 1n front of the first 1mage sensor so

that the object falls within the field of view of the first
1mage sensor,

arranging an external mirror in front of the second 1mage

sensor so that a mirrored view of the object and a
mirrored view of the portable device fall within the
field of view of the second image sensor,
substantially simultaneously recording, by the first image
sensor, a {irst 1nitial 1mage containing a picture of the
object, and by the second 1image sensor, a second 1nitial
image containing (1) a picture of the mirrored view of
the object appearing in the mirror and (11) a picture of
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at least a portion of the mirrored view of the portable
device appearing in the mirror, thereby producing an
initial pair of 1mages,

finding the center of the picture of the mirrored view of
the second image sensor within the second initial
image,

determining the distance ratio of a first distance between
two points of the portable device 1n reality and a second
distance of the respective points in the second 1nitial
image for obtaining the direction and the length of a
mirroring vector, which points from the center of the
second 1mage sensor to the center of the virtual second
1mage sensor,

obtaining a capturing focal length of the second image
sensor, and

by using said mirroring vector and the capturing focal
length of the second image sensor, transforming the
coordinate system of the first image sensor into the
coordinate system of the virtual second image sensor to
generate a stereo 1mage pair from the first initial image
and the second 1nitial 1mage for the object.

2. The method of claim 1, wherein the multi-camera
portable device 1s any one of a mobile phone, a smart phone,
a phablet, a tablet computer, a notebook.

3. The method of claim 1, wherein finding the center of
the picture of the mirrored view of the second 1mage sensor
in the second 1nitial image comprises the steps of:

a. finding a sub-image within the second nitial 1mage,
wherein said sub-image best matches to the first initial
image,

b. determining a plurality of candidate positions and sizes
of the picture of the mirrored view of the second 1image
sensor 1n the second imnitial 1mage by using various
selected values of the relative focal length of the second
image sensor and various selected distance values
between the second 1image sensor and the object to find
the center point of the picture of the mirrored view of
the second 1mage sensor 1n said plurality of candidate
positions 1n the second initial 1mage,

c. selecting a best estimate for the position and the size of
the picture of the mirrored view of the second image
sensor 1n the second 1nitial 1image by using a standard
generalized Hough transform.

4. The method of claim 1, wherein the capturing focal
length of the second image sensor 1s obtamned from a
controller of the second 1mage sensor.

5. The method of claim 1, wherein the capturing focal
length of the second 1image sensor 1s obtained by performing
the steps of:

a. creating several coordinate transformation matrices
with different values of a relative focal length of the
second 1mage sensor for mapping the coordinate sys-
tem of the first image sensor into the coordinate system
of the virtual second 1mage sensor, said relative focal
length being defined as the ratio of the focal length and
the pixel size of the second 1mage sensor,

b. generating a series ol candidate stereo 1mage pairs,
wherein 1n each of the candidate stereo image pairs, the
first 1nitial 1mage 1s transformed into the coordinate
system ol the wvirtual second image sensor with a
different coordinate transformation matrix, and

. selecting the best matching stereo 1mage pair,

d. determining the capturing focal length of the second
image sensor from the relative focal length belonging
to the coordinate transformation matrix of the best
matching stereo 1mage patr.

e
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6. The method of claim 1, wherein the method further
comprises the step of producing a depth map of the object
using the stereo 1mage pair contaiming the object.

7. A non-transitory data storage medium comprising a set
of processor-readable instructions, said instructions being
adapted, when executed by a processor of a multi-camera
portable device, to carry out the steps of:

istructing a first image sensor of the device to record a

first mitial 1mage containing a picture ol an object
arranged within the field of view of the first image
sensor, and a second 1mage sensor of the device to
substantially simultaneously record a second initial
image containing (1) a picture of a mirrored view of the
object appearing 1n a mirror and (11) a picture of at least
a portion of a mirrored view of the multi-camera
portable device itself appearing in the mirror, thereby to
produce an 1nitial pair of 1images, wherein said mirrored
view ol the second image sensor and said portion of the
mirrored view of the device are arranged within the
field of view of the second image sensor,

finding the center of the picture of the mirrored view of

the second image sensor within the second initial
image,

determining a distance ratio of a first distance between

two points of the device 1n reality and a second distance
ol the respective points 1n the second 1mitial image for
obtaining a direction and a length of a mirroring vector,
which points from the center of the second image
sensor to the center of the virtual second 1image sensor,
obtaining a capturing focal length of the second image
sensor, and

by using said mirroring vector and the capturing focal

length of the second image sensor, transiforming the
coordinate system of the first image sensor into the
coordinate system of the virtual second 1mage sensor to
generate a stereo 1mage pair from the first initial image
and the second 1nitial 1mage for the object.

8. A method of producing a stereo 1mage of an object with
using a multi-camera device having at least two image
sensors, the method comprising the steps of:

arranging a first 1mage sensor on one side of a portable

device and another 1mage sensor on the opposite side of
the portable device and an external mirror in front of
the first image sensor in which the first 1mage sensor
captures a picture of an object and substantially simul-
taneously second 1mage sensor captures picture of the
mirrored 1image of the object and mirrored 1image of at
least a portion of the portable device;

determining a distance ratio of a first distance between

two points of the portable device in reality and a second
distance of the respective points 1n the second 1nitial
image for obtaining the direction and the length of a
mirroring vector, which points from the center of the
second 1mage sensor to the center of the virtual second
image sensor; obtaining a capturing focal length of the
second 1mage sensor, and by using said mirroring
vector and the capturing focal length of the second
image sensor, transforming the coordinate system of
the first image sensor 1nto the coordinate system of the
virtual second 1mage sensor to generate a stereo 1mage
pair from the first initial image and the second initial
image for the object.

9. A method comprising:

obtaining a first image, the first image comprising a first

picture of an object;

obtaining a second image comprising a second picture

and a third picture, the second picture comprising a
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mirror view of the object, and the third picture com-
prising a mirror view of a camera,

identifving a center of the third picture comprising the

mirror view of the camera,

determining a relative focal length defined for the cam-

era;

determining a distance ratio based at least on the relative

Jocal length for the camera and the center of the third
picture comprising the mirvor view of the camera;
determining a mirroring vector based on the distance

ratio and the center of the third picture comprising the
mirror view of the camera;

determining a coovrdinate transformation from a first

coordinate system of the first image and a second
coordinate system of the second image based at least on
the distance ratio, the relative focal length of the
camera, and the mirroring vector; and

generating a stereo image pair of the object based at least

on the coordinate transformation from the first coor-
dinate system of the first image and the second coor-
dinate system of the second image.

10. The method of claim 9, further comprising measuring
a distance associated with the object based on the stereo
image pair of the object.

11. The method of claim 9, further comprising generating
a depth image of the object based on the stereo image pair
of the object.

12. The method of claim 9, further comprising generating
a three dimensional (3D) rendering of the object based on
the stereo image pair of the object.

13. The method of claim 9, wherein determining the
coordinate transformation from the first coorvdinate system
of the first image and the second coordinate system of the
second image is based on a coordinate transformation
associated with a coordinate system from a perspective of a
camera taking the first image and a coovdinate system from
a perspective of a camera taking the second image.

14. The method of claim 9, wherein the second coordinate
system of the second image comprises a coordinate system
corresponding to the second picture comprising a mirror
view of the object in the second image.

15. A non-transitory data storage medium comprising a
set of processor-readable instructions that when executed by
a processor cause the processor to execute a method com-
prising:

obtaining a first image, the first image comprising a first

picture of an object;

obtaining a second image comprising a second picture

and a third picture, the second picture comprising a
mirror view of the object, and the third picture com-
prising a mirror view of a camera,

identifving a center of the third picture comprising the

mirror view of the camera;

determining a relative focal length defined for the cam-

era,
determining a distance ratio based at least on the relative
focal length for the camera and the center of the third
picture comprising the mirvor view of the camera;

determining a mirroring vector based on the distance
ratio and the center of the third picture comprising the
mirror view of the camera;

determining a coovdinate transformation from a first

coordinate system of the first image and a second
coordinate system of the second image based at least on
the distance ratio, the relative focal length of the
camera, and the mirroring vector; and
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generating a stereo image pair of the object based at least
on the coordinate transformation from the first coor-
dinate system of the first image and the second coor-
dinate system of the second image.

16. The non-transitory data storage medium of claim 15,
wherein the method executed by the processor further com-
prises measuring a distance associated with the object based
on the stereo image pair of the object.

17. The non-transitory data storage medium of claim 15,
wherein the method executed by the processor further com-
prises genervating a depth image of the object based on the
stereo image pair of the object.

18. The non-transitory data storage medium of claim 15,
wherein the method executed by the processor further com-
prises generating a three dimensional (3D) rendering of the
object based on the stereo image pair of the object.

19. The non-transitory data storage medium of claim 15,
wherein determining the coordinate transformation from the
first coovdinate system of the first image and the second
coordinate system of the second image is based on a
coordinate transformation associated with a coovrdinate
system from a perspective of a camera taking the first image
and a coordinate system from a perspective of a camera
taking the second image.

20. The non-transitory data storage medium of claim 15,
wherein the second coovdinate system of the second image
comprises a coordinate system corresponding to the second
picture comprising a mirror view of the object in the second
image.
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