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CHARGED PARTICLE BEAM WRITING
APPARATUS AND CHARGED PARTICLE
BEAM WRITING METHOD

Matter enclosed in heavy brackets | ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue; a claim printed with strikethrough
indicates that the claim was canceled, disclaimed, or held
invalid by a prior post-patent action or proceeding.

CROSS-REFERENCE TO RELATED
APPLICATION

This application 1s based upon and claims the benefit of
priority from the prior Japanese Patent Application No.

2011-078640 filed on Mar. 31, 2011 1n Japan, the entire
contents of which are imcorporated herein by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a charged particle beam
writing apparatus and a charged particle beam writing
method, and, for example, 1t relates to a writing apparatus
and method that performs transmission processing of writing
data at high speed.

2. Related Art

The microlithography technique which advances micro-
mimaturization ol semiconductor devices 1s extremely
important as being a umque process whereby patterns are
formed 1n the semiconductor manufacturing. In recent years,
with high integration of LSI, the line width (critical dimen-
sion) required for semiconductor device circuits 1s decreas-
ing year by year. In order to form a desired circuit pattern on
semiconductor devices, a master or “original” pattern (also
called a mask or a reticle) of high precision 1s needed. Thus,
the electron beam writing technmique, which intrinsically has
excellent resolution, 1s used for producing such a highly
precise master pattern.

FIG. 4 1s a schematic diagram explaining operations of a
variable-shaped electron beam (EB) writing apparatus. As
shown 1n the figure, the varnable-shaped electron beam
writing apparatus operates as described below. A first aper-
ture plate 410 has a quadrangular opening 411 for shaping an
clectron beam 330. A second aperture plate 420 has a
variable-shape opening 421 for shaping the electron beam
330 having passed through the opening 411 of the first
aperture plate 410 into a desired quadrangular shape. The
clectron beam 330 emitted from a charged particle source
430 and having passed through the opening 411 1s detlected
by a detlector to pass through a part of the variable-shape
opening 421 of the second aperture plate 420, and thereby to
irradiate a target workpiece or “sample” 340 placed on a
stage which continuously moves 1n one predetermined direc-
tion (e.g. X direction) during the writing. In other words, a
quadrangular shape that can pass through both the opening
411 and the variable-shape opening 421 is used for pattern
writing in a writing region of the target workpiece 340 on the
stage continuously moving in the X direction. This method
of forming a given shape by letting beams pass through both
the opening 411 of the first aperture plate 410 and the
variable-shape opening 421 of the second aperture plate 420
1s referred to as a variable shaped beam (VSB) method.

With the increase 1n integration of a pattern, a trend
towards smaller pattern data to be written to a mask 1s
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progressing. When the trend of smaller pattern data pro-
gresses, consequently the data amount increases. Therefore,

there 1s a problem that data transmission will be a factor of
degrading the writing throughput.

It 1s conventionally performed that writing data input
from outside the apparatus 1s divided per predetermined
calculation region and allocated to a plurality of computers
to perform data conversion processing in parallel n a
plurality of computers 1n order to shorten processing time
for data conversion (e.g., refer to Japanese Unexamined
Patent Publication No. 2008-218767). Then, the data for
which data conversion processing has been performed in
parallel are collected, rearranged in order of writing, and
transferred to a deflection control circuit.

BRIEF SUMMARY OF THE INVENTION

In accordance with one aspect of the present invention, a
charged particle beam writing apparatus includes a trans-
mission side unit configured to transmit a plurality of
processed data, which were generated by performing data
conversion processing in parallel for writing data for each
small region made by virtually dividing a writing region into
a plurality of small regions, a reception side umt configured
to receive the plurality of processed data, a division/distri-
bution processing unit arranged 1n the transmission side unit
and configured to divide and distribute the plurality of
processed data into a plurality of data groups each having an
approximately equal data amount respectively, a plurality of
transmitting units arranged in the transmission side unit and
configured to transmit the plurality of processed data of the
plurality of data groups such that at least one processed data
which has been divided and distributed to each of the
plurality of data groups 1s transmitted 1n descending order
with respect to order of writing processing for each data
group and the plurality of data groups are transmitted 1n
parallel, a plurality of memories arranged in the reception
side unit and configured to store the plurality of processed
data of the plurality of data groups having been transmaitted
in parallel such that each of the plurality of memories stores
processed data of each different one of the plurality of data
groups, a writing order data output unit arranged in the
reception side unit and configured to read out the plurality of
processed data from the plurality of memornes and output
them, regardless of data group and in order of writing
processing, and a writing unit configured to write a pattern
on a target workpiece with a charged particle beam, based on
cach of the plurality of processed data output in the order of
writing processing.

In accordance with another aspect of the present mven-
tion, a charged particle beam writing method includes divid-
ing and distributing a plurality of processed data, which
were generated by respectively performing data conversion
processing for writing data for each region, into a plurality
of data groups each having an approximately equal data
amount respectively, 1n a transmission side unit, transmitting
the plurality of processed data of the plurality of data groups
such that at least one processed data distributed to each of
the plurality of data groups is transmitted in descending
order with respect to a writing order for each data group and
the plurality of data groups are transmitted 1n parallel, from
the transmission side unit, storing the plurality of processed
data of the plurality of data groups, which have been
transmitted 1n parallel, such that processed data of each
different one of the plurality of data groups 1s stored, 1n a
reception side unit, reading out the plurality of processed
data from the plurality of memories and outputting them,
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regardless of data group and 1n order of writing processing,
in the reception side unit, and writing a pattern on a target
workpiece with a charged particle beam, based on each of
the plurality of processed data output 1n the order of writing
processing.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a schematic diagram showing a structure of a
writing apparatus according to Embodiment 1;

FIG. 2 shows an example of a format of shot data
according to Embodiment 1;

FIG. 3A to FIG. 3D are schematic diagrams explaining,
transier processing of shot data according to Embodiment 1;

FIG. 4 1s a schematic diagram explaining operations of a
variable-shaped electron beam writing apparatus; and

FIG. 5 1s a schematic diagram explaining data transier of
a writing apparatus.

DETAILED DESCRIPTION OF TH.
INVENTION

L1

FIG. 5 1s a schematic diagram explaining an example of
data transifer of a writing apparatus, as a comparison
example. Each computer for data conversion 1s respectively
connected to a computer for data transfer which transfers
data to a deflection control circuit for controlling deflection.
A data transmission device 1s installed in each of data
transter computers 1 and 2. In contrast, a receiving device 1s
installed 1 the deflection control circuit at the receiving
side. Recerved data 1s bullered 1n a memory to be transmit-
ted to the writing unit. In the wnting apparatus of the
structure above described, first, data i1s prepared by the
computer 1. Then, the data arranged in order of writing 1s
transierred to the deflection control circuit from the com-
puter 1. In that case, at the receiving side, a switch for the
receiving channel i1s connected to the computer 1 side in
order to receive the data from the computer 1. While the data
transier 1s performed by the computer 1, data to be trans-
terred 1s prepared 1n the computer 2. After completing the
preparation, it 1s waited until the transfer by the computer 1
1s finished. Then, after the data transier by the computer 1 1s
finished, next, at the receiwving side, the switch for the
receiving channel 1s switched to be connected to the com-
puter 2 side in order to receive the data from the computer
2 and transfer the data arranged in order of writing to the
deflection control circuit from the computer 2. While the
data transfer 1s performed by the computer 2, data to be
transierred next 1s prepared in the computer 1. Thus, data of
the computers 1 and 2 1s alternately transferred, and 1t 1s
repeated that while one computer performs transfer process-
ing, the other one performs data preparation. In the detlec-
tion control circuit, data 1s stored in order of mput in the
memory, and writing processing 1s performed in the order of
input.

However, in the case of data transfer in the structure as
shown 1n FIG. 5, the data transier processing 1s certainly
performed as a one-line system (not in parallel). Therefore,
even when data conversion processing 1s calculated 1n
parallel, processing aiter the data conversion becomes data
transier of one line. Since the transier speed 1s determined
based on data transier capability of the one line, 1t 1s dithcult
to obtain a suflicient transier speed. Consequently, when the
data amount increases, the writing time also increases due to
delay of data transfer, thereby decreasing the throughput of
the writing apparatus. In the wrting apparatus, since a
computer for data conversion processing needs to be
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4

arranged apart from the detlection control circuit which
performs detflection control, 1t 1s required to perform data

transier at high speed after the data conversion processing.

In the following Embodiment, there will be described a
writing apparatus and a writing method that can efliciently
parallelize data transier to increase the transier speed and
thereby to enhance the throughput of writing.

In the following Embodiment, there will be described a
structure 1n which an electron beam 1s used as an example
of a charged particle beam. However, the charged particle
beam 1s not limited to the electron beam, and other charged
particle beam, such as an 10on beam, may also be used.
Moreover, a variable-shaped electron beam writing appara-
tus will be described as an example of a charged particle
beam apparatus.

Embodiment 1

FIG. 1 1s a schematic diagram showing a structure of a
writing or “drawing’” apparatus according to Embodiment 1.
In FIG. 1, a writing apparatus 100 includes a writing unit
150 and a control umt 160. The writing apparatus 100 1s an
example of a charged particle beam writing apparatus, and
especially, an example of a variable-shaped electron beam
writing apparatus. The writing umt 150 1includes an electron
lens barrel 102 and a writing chamber 103. In the electron
lens barrel 102, there are arranged an electron gun 201, an
illumination lens 202, a first aperture plate 203, a projection
lens 204, a deflector 205, a second aperture plate 206, an
objective lens 207, a main deflector 208, and a sub deflector
209. In the writing chamber 103, there 1s arranged an XY
stage 105, on which a target workpiece 101, such as a mask,
serving as a writing target 1s placed. The target workpiece
101 1s, for example, a mask for exposure used for manu-
facturing semiconductor devices, or a mask blank on which
resist has been coated and no pattern has yet been formed.

The control unit 160 includes a plurality of control
computer units 110a-n, a plurality of data transter computer
units 120a-n, a detlection control circuit 130 (detlection
calculation unit), and a memory 140 such as a magnetic disk
drive. They are mutually connected through buses (not
shown).

In each of a plurality of control computer units 110a-n,
there are arranged a plurality of CPUs 10-14 and a plurality
of memories 20-24. In each of the plurality of data transfer
computer units 120a-n, there are arranged a plurality of
memories 30-34, a division/distribution processing unit 40,
a plurality of memory control units 42 and 44, and a plurality
of data transmitting units 30 and 52 (an example of a
transmitting device). The number of the arranged plurality of
memory control units 42 and 44 and the number of the
arranged plurality of data transmitting umts 50 and 32 are
the same. Functions, such as the division/distribution pro-
cessing unit 40 and the plurality of memory control units 42
and 44, may be configured by hardware such as an electronic
circuit or by software such as a program executing these
functions. Alternatively, they may be configured by a com-
bination of hardware and software. Information input/output
from/to the division/distribution processing unit 40 and the
plurality of memory control units 42 and 44, and information
being currently calculated are stored i a memory (not
shown) each time. Each of the plurality of data transfer
computer units 120a-n serves as an example of a transmis-
sion side unit.

In the deflection control circuit 130, there are arranged a
plurality of receiving units 60-64 (an example of a receiving
device), a data order control unit 90, and a deflection amount
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calculating unit 92. Functions, such as the data order control
unit 90 and the deflection amount calculating unit 92, may
be configured by hardware such as an electronic circuit or by
solftware such as a program executing these functions.
Alternatively, they may be configured by a combination of
hardware and software. Information iput/output from/to the
data order control unit 90 and the deflection amount calcu-
lating unit 92, and information being currently calculated are
stored 1n a memory (not shown) each time.

In each of the plurality of receiving units 60-64, a memory
and a first-in first-out (FIFO) circuit are arranged as a pair.
In the recerving unit 60, a memory 70 and a FIFO circuit 80
are arranged. Similarly, in the receiving unit 61, a memory
71 and a FIFO circuit 81 are arranged. In the receiving unit
62, a memory 72 and a FIFO circuit 82 are arranged. In the
receiving unit 63, a memory 73 and a FIFO circuit 83 are
arranged. Description of the internal configuration of the
receiving unit 64 1s omitted. It 1s preferable that the number
of the plurality of receiving units 60-64 1s greater than or
equal to the total number of the data transmitting units 50
and 352 1n all the data transfer computer units 120a-n. The
deflection control circuit 130 serves as an example of a
reception side unit.

As described above, FIG. 1 shows a structure necessary
for explaining Embodiment 1. Other structure elements
generally necessary for the writing apparatus 100 may also
be 1included. For example, although a multiple stage deflec-
tor namely the two stage deflector of the main deflector 208
and the sub deflector 209 1s herein used for position detlec-
tion, a single stage deflector or a multiple stage deflector of
three or more stages may also be used to perform position
deflection.

In the storage device 140, stored 1s writing data which 1s
input from the outside and 1n which positions, sizes, etc. of
a plurality of figure patterns are defined. The writing region
of the target workpiece 101 1s divided ito a plurality of
calculation processing regions (DPB). Writing processing 1s
executed for each stripe region made by virtually dividing
the writing region in the x or y direction nto a plurality of
strip-shaped stripe regions each having a width being able to
be deflected by the main deflector 208. It 1s preferable to
treat, as a DPB, a region made by virtually dividing a stripe
region 1nto block-shaped regions.

Each of the CPUs 10-14 1n each of the plurality of control
computer units 110a-n respectively reads out writing data
corresponding to each DPB from the storage device 140, and
performs data conversion processing of a plurality of steps
to generate shot data unique to the apparatus. By executing,
the data processing 1n parallel, the data processing can be
performed at high speed. When writing a figure pattern by
the writing apparatus 100, it 1s necessary to divide each
figure pattern, defined 1n writing data, to have a size that can
be irradiated by one beam shot. Therefore, each of the CPUs
10-14 1n each of the control computer umts 110a-n divides
a figure pattern indicated by writing data to have a size that
can be 1rradiated by one beam shot, in order to generate a
shot figure. Then, shot data 1s generated for each shot figure.
In the shot data, there 1s defined figure data, such as a figure
type, a ligure size, an 1rradiation position, and a dose.
Further, according to Embodiment 1, writing order infor-
mation indicating a writing order 1s defined 1n the header of
cach shot data.

FIG. 2 shows an example of a format of shot data
according to Embodiment 1. In FIG. 2, wrniting order infor-
mation 1s placed in the header of each shot data. For
example, DPB information i1s defined, and then, a writing
order 1s represented according to the DPB information. For
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example, when DPB information 1s defined for each stripe
region, Turther, stripe region information 1s also defined. It 1s
preferable to use, for example, a DPB address as DPB
information. Writing processing 1s performed for each DPB
in order of increasing position indicated by the address from
the smallest, for example. Alternatively, writing processing
1s performed for each DPB 1n order of increasing distance of
the position 1indicated by the address from the closest to the
writing starting position of each stripe region, for example.
Alternatively, 1t 1s also preferable to define a number for
cach of a plurality of DPBs such that each number indicates
the order of writing processing of a DPB concerned.

Then, figure data, such as a figure type, a figure size, an
irradiation position, and a dose, 1s defined after the header.
Shot data calculated by each of the CPUs 10-14 in each of
the control computer units 110a-n 1s stored respectively in
one of the memories 20-24 each being corresponding to one
of the CPUs respectively.

FIGS. 3A to 3D are schematic diagrams explaining trans-
fer processing of shot data according to Embodiment 1.
FIGS. 3A to 3D respectively show the control computer unit
110a i the plurality of control computer units 110a-n.
Moreover, they respectively show the data transfer computer
unit 120a corresponding to the control computer unit 110a in
the plurality of data transfer computer units 120a-n. The
other control computer units 110b-n operate similarly to the
control computer unit 110a, and the other data transfer
computer units 120b-n operate similarly to the data transfer
computer unit 120a.

In FIG. 3A, at least one shot data for a shot figure to be
arranged 1 a corresponding DPB 1s stored in each of
memories 20a-24a 1n the control computer unit 110a, and
thereby a DB (data block) i1s configured. For example, at
least one shot data (DB1 data), configuring DB1, for a shot
figure to be arranged in a certain DPB 1s stored in the
memory 20a. At least one shot data (DB2 data), configuring
DB2, for a shot figure to be arranged in a certain DPB 1s
stored 1n the memory 21a. At least one shot data (DB3 data),
configuring DB3, for a shot figure to be arranged 1n a certain
DPB 1s stored in the memory 22a. At least one shot data
(DB4 data), configuring DB4, for a shot figure to be
arranged 1n a certain DPB 1s stored in the memory 23a. At
least one shot data (DBS data), configuring DBS, for a shot
figure to be arranged 1n a certain DPB 1s stored i the
memory 24a. These DB data are respectively transierred to
one of the memories 30a-34a 1 the corresponding data
transier computer unit 120a. This transier 1s performed in
parallel processing. The data transfer computer unit 120a
functions as a computer unit for transmitting data to be
transierred from the control computer unit 110a to the
deflection control circuit 130 side.

FIG. 3B shows the state where a parallel transier from the
memory 1n the control computer unit 110a to the memory in
the data transfer computer unit 120a has been completed. In
the data transier computer unit 120a, at least one shot data

DB1 data), configuring DB1, for a shot figure to be
arranged 1n a certain DPB 1s stored in the memory 30a. At
least one shot data (DB2 data), configuring DB2, for a shot
figure to be arranged in a certain DPB 1s stored in the
memory 31a. At least one shot data (DB3 data), configuring
DB3, for a shot figure to be arranged in a certain DPB 1s
stored 1n the memory 32a. At least one shot data (DB4 data),
configuring DB4, for a shot figure to be arranged 1n a certain
DPB 1s stored in the memory 33a. At least one shot data
(DB5 data), configuring DBS5, for a shot figure to be
arranged 1n a certain DPB 1s stored in the memory 34a. The
data transfer computer unit 120a transmits a plurality of
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processed data (DB data), having been generated by respec-
tively performing data conversion processing for writing
data for each DPB made by virtually dividing the writing
region nto a plurality of DPBs, to the detlection control
circuit 130. The data transfer computer unit 120a serves as
an example of a transmission side unit.

When each DB data has been respectively stored in the
memories 30a-34a 1n the data transier computer unit 120a,
the division/distribution processing unmit 40a arranged 1n the
data transfer computer unit 120a divides the plurality of DB
data into a plurality of data groups each having an approxi-
mately equal data amount respectively. As a result of adjust-
ing the data amount to be approximately equal, the data of
DB1, DB3, and DBS are distributed to form one data group.,
for example. Then, the data of DB2 and DB4 are distributed
to form another data group. With respect to DBs of one data
group formed (divided and distributed) by the division/
distribution processing umt 40a, the memory control unit
42a defines their addresses and sizes 1n sequence such that
the order of writing processing becomes a descending order.
For example, when advancing the writing processing in the
order of DB1, DB2, DB3, DB4, and DBS5, the memory
control unit 42a defines, 1n the order of descending, the
address and size of DB1, the address and size of DB3, and
the address and size of DBS. The order of the writing
processing 1s never defined 1n non-descending order such as
the address and size of DB1, the address and size of DBS and
the address and size of DB3. Thus, for each data group, the
memory control unit 42a defines 1n sequence the addresses
of distributed processed data such that the writing process-
ing order of the distributed processed data 1s a descending
order, thereby managing a plurality of processed data stored
in a plurality of memories.

Similarly, with respect to the DBs of the other data group
tormed (divided and distributed) by the division/distribution
processing unit 40a, the memory control unit 44a defines
their addresses and sizes 1n sequence such that the order of
writing processing becomes a descending order. Similarly,
for example, when advancing the writing processing in the
order of DB1, DB2, DB3, DB4, and DBS, the memory
control unit 44a defines, 1n the order of descending, the
address and size of DB2, and then the address and size of
DB4. The order of writing processing 1s never defined 1n
non-descending order such as the address and size of DB4
and then the address and size of DB2. Thus, for each data
group, the memory control unit 44a defines 1n sequence the
addresses of distributed processed data such that the writing
processing order of the distributed processed data 1s a
descending order, thereby managing a plurality of processed
data stored 1n a plurality of memories.

The memory control unit 42a sets the defined DB order in
its own corresponding data transmitting unit 50a. In other
words, 1t 1s set 1in the data transmitting unit 50a to perform
data transmission in the order of DB1, DB3, and DBS.
Similarly, the memory control unit 44a sets the defined DB
order 1n 1ts own corresponding data transmitting unit 52a. In
other words, 1t 1s set 1n the data transmitting unit 52a to
perform data transmission in the order of DB2 and DB4.
Thus, each of the memory control units 42a and 44a sets the
order of transmission of its own corresponding data trans-
mitting unit 50a or 52a.

Then, the plurality of transmitting units 50a and 52a
arranged 1n the transmission side unit transmit, in parallel,
DB data of the plurality of data groups such that at least one
DB data distributed to each data group is transmitted 1n
descending order with respect to a writing processing order.
FIG. 3C shows the state 1n which the transmitting unit 50a
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reads out the DB1 data from the memory 30a and transmits
(or transfers) 1t to the deflection control circuit 130 side, and
in parallel with 1t, the transmitting unit 52a reads out the
DB3 data from the memory 31a and transmits (or transfers)
it to the deflection control circuit 130 side. Then, while the
transmission processing 1s being implemented in the data
transier computer unit 120a serving as a transmission side
unit, the next DB data 1s calculated 1n the control computer
unit 110a and stored in the memories 20a-24a 1 order. For
example, DB6 data 1s stored in the memory 20a, DB7 data
1s stored 1n the memory 21a, DB8 data is stored in the
memory 22a, DB9 data 1s stored in the memory 23a, and
DB10 data 1s stored 1in the memory 24a.

Then, the next data of DB6 1s transmitted to the memory
30a which has become empty because the DB1 data was
read out from the memory 30a by the transmitting unit 50a.
Similarly, the next data of DB7 1s transmitted to the memory
31a which has become empty because the DB2 data was
read out from the memory 31a by the transmitting unit 52a.

After completing the transmission of DB1 data, the trans-
mitting unit 50a reads out DB3 data from the memory 32a
and transmits (or transiers) 1t to the deflection control circuit
130 side, and after completing the transmission of DB3 data,
reads out DB5 data from the memory 34a and transmits (or
transiers) it to the deflection control circuit 130 side. Then,
in the deflection control circuit 130 serving as a reception
side unit, the receiving device 60 receives the DB data in the
order of DB1, DB3, and DBS5. As described above, DB data
1s transmitted in descending order, for each distributed data
group. In parallel with the transmission processing of the
transmitting unit 50a, after completing the transmission of
DB2 data, the transmitting unit 52a reads out DB4 data from
the memory 33a and transmits (or transiers) it to the deflec-
tion control circuit 130 side. Then, 1n the deflection control
circuit 130 serving as a reception side unit, the receiving
device 61 receives the DB data 1in the order of DB2 and DB4.
As described above, DB data 1s transmitted in descending
order, for each distributed data group. Thus, to the memories
30a-34a that have become empty because of completing the
transmission processing by the data transifer computer unit
120a serving as a transmission side unit, the next calculated
DB data 1s transmitted one by one. For example, each of the
memory control units 42a and 44a, after completing the DB
data transmission processing defined in itsell, transmits
information indicating the completion of the transmission to
the computer unit 110a, thereby informing that the memory
having been used for storing the DB data which has now
been transmitted 1s currently empty. Then, 1n the computer
unit 110a side, next DB data 1s transmitted to the empty area
in the memory.

As described above, when the next DB data of DB6 to
DB10 are respectively stored 1in the memories 30a-34a 1n the
data transter computer unit 120a as shown 1n FIG. 3D, the
division/distribution processing unit 40a arranged in the data
transter computer unit 120a divides the plurality of DB data
into a plurality of data groups each having an approximately
equal data amount. As a result of adjusting the data amount
to be approximately equal, the data of DB6, DBS8, and DB10
are distributed to form one data group, for example. Then,
the data of DB7 and DB9 are distributed to form another
data group. With respect to DBs of one data group formed
(divided and distributed) by the division/distribution pro-
cessing unit 40a, the memory control umt 42a defines their
addresses and sizes in sequence such that the order of
writing processing becomes a descending order. For
example, when advancing the writing processing in the

order of DB6, DB7, DB8, DB9Y, and DB10, the memory
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control unit 42a defines, 1n the order of descending, the
address and size of DB6, the address and size of DBS8, and
the address and size of DB10. Similarly, with respect to the
DBs of the other data group formed (divided and distributed)
by the division/distribution processing unit 40a, the memory
control unit 44a defines their addresses and sizes 1n sequence
such that the order of writing processing becomes a descend-
ing order. Similarly, for example, the memory control unit
44a defines, 1n the order of descending, the address and size
of DB7, and then the address and size of DB9.

The memory control unit 42a sets the defined DB order in
its own corresponding data transmitting unit 50a. In other
words, 1t 1s set 1n the data transmitting unit S0a to perform
data transmission in the order of DB6, DBS8, and DB10.
Similarly, the memory control unmit 44a sets the defined DB
order 1n 1ts own corresponding data transmitting unit 52a. In
other words, 1t 1s set 1n the data transmitting unit 52a to
perform data transmission 1n the order of DB7 and DB9.

Then, the plurality of transmitting units 50 and 352
arranged 1n the transmission side unit transmit, in parallel,
DB data of the plurality of data groups such that at least one
DB data distributed to each data group is transmitted 1n
descending order with respect to the writing processing
order.

In parallel with the processing between the control com-
puter unit 110a and the data transfer computer unit 120a and
the processing of transmission (processing of transier) from
the data transfer computer unit 120a (first transmission side
unit) to the detlection control circuit 130 serving as a
reception side unit, there are performed respective process-
ing between the control computer units 110b-n of the
plurality of control computer umts 110 and their own
corresponding data transier computer units 120b-n of the
plurality of data transier computer units 120 and processing,
of transmission (processing of transier) from the data trans-
ter computer units 120b-n (the second, thuird, . . , n-th
transmission side unit) to the deflection control circuit 130
serving as a reception side unit. In FIG. 1, a plurality of DB
data of a certain data group transmitted from the transmitting
unit 50b are received by the receiving device 62 in the
deflection control circuit 130 such that the receiving of the
plurality of DB data 1s in descending order for the data group
concerned. A plurality of DB data of a certain data group
transmitted from the transmitting unit 32b are received by
the receiving device 63 1n the deflection control circuit 130
such that the receiving of the plurality of DB data 1s 1n
descending order for the data group concerned. A plurality
of DB data of a certain data group transmitted from the data
transier computer unit 120b to the detlection control circuit
130 serving as a reception side unit are received by the
receiving device 63 in the detlection control circuit 130 such
that the recerving of the plurality of DB data 1s 1n descending,
order for the data group concerned. As described above, the
deflection control circuit 130 serving as a reception side unit
receives a plurality of DB data.

Then, with respect to DB data of a plurality of data groups
transmitted 1n parallel to the deflection control circuit 130,
cach memory i each receiving device stores DB data of
cach diflerent one of the plurality of data groups. Thus, the
first transmission side unit respectively transmits a plurality
of DB data from a plurality of transmuitting units, in parallel
with the transmission of the second and subsequent trans-
mission side units, and each of a plurality of memories in the
reception side unit stores DB data of a plurality of data
groups transmitted 1n parallel from the plurality of trans-
mission side units such that DB data is stored in a diflerent
memory for each data group and each transmission side unait.
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Each memory in each of the receiving devices 60-64
stores figure data 1n DB data of 1ts own corresponding data
group. On the other hand, each FIFO circuit 1n each of the
receiving devices stores writing order information defined in
the header of DB data of 1ts own corresponding data group.
For example, the memory 70 in the receiving device 60
stores figure data in shot data being each DB data, in the
order of DB1, DB3, and DBS. On the other hand, the FIFO
circuit 80 1n the receiving device 60 stores writing order
information defined 1n the header of shot data being each DB
data, in the order of DB1, DB3, and DBS. Similarly, the
memory 71 1n the recerving device 61 stores figure data in
shot data being each DB data, in the order of DB2 and DB4.
On the other hand, the FIFO circuit 81 1n the receiving
device 61 stores writing order information defined in the
header of shot data being each DB data, 1n the order of DB2
and DB4. Similar operations are performed in the subse-
quent receiving devices 62-64.

Next, the data order control unit 90 in the deflection
control circuit 130 reads out a plurality of DB data from the
plurality of memories 70-73, regardless of the data group
and 1n order of writing processing, and outputs them to the
deflection amount calculating unit 92 1n order of the reading.
The data order control unit 90 1s an example of a writing
order data output unit. Concretely, the data order control unit
90 reads out a plurality of DB data from the plurality of
memories 70-73 etc. regardless of the data group and in
order of writing processing, based on writing order infor-
mation output from the FIFO circuits 80-83 etc. Further,
concretely, it operates as follows: The data order control unit
90, first, inputs DPB information, which may include stripe
region information, output from the FIFO circuits 80-83 eftc.
Then, the data order control unit 90 reads out DB data of the
input DPB mnformation in the order of writing order from the
carliest to the latest. For example, header information of
DB1 1s output from the FIFO circuit 80, and header infor-
mation ol DB2 is output from the FIFO circuit 81. There-
fore, the data order control unit 90 can know that the order
of writing processing of DB1 1s prior to that of DB2. Thus,
the data order control unit 90 reads out DB1 data from the
memory 70, and outputs it to the deflection amount calcu-
lating unit 92. When the DB1 data 1s read out, header
information of DB3 i1s output from the FIFO circuit 80.
Therefore, the data order control unit 90 can know that the
order of writing processing of DB2 1s prior to that of DB3.
Thus, the data order control unit 90 reads out DB2 data from
the memory 71, and outputs 1t to the deflection amount
calculating unit 92. When the DB2 data 1s read out, header
information of DB4 1s output from the FIFO circuit 81.
Theretore, the data order control unit 90 can know that the
order of writing processing of DB3 1s prior to that of DB4.
Thus, the data order control unit 90 reads out DB3 data from
the memory 70, and outputs 1t to the deflection amount
calculating umit 92. Hereafter, similarly, the data order
control unit 90 reads out and outputs DB data, regardless of
the data group and 1n order of writing processing.

As described above, according to Embodiment 1, data
transmission can be performed 1n parallel from the plurality
of computer units 120a-n to the deflection control circuit
130. Therefore, a plurality of processed data can be trans-
mitted 1n parallel. Simultaneously, also 1 each computer
umt 120, data transmission can be performed in parallel
from the plurality of transmitting units 50 and 52 to the
deflection control circuit 130. Thus, according to Embodi-
ment 1, 1t 1s possible to highly increase the transier speed of
a plurality of processed data from the plurality of computer
units 120a-n (transmission side unit) to the detlection control
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circuit 130 (reception side unit). Therefore, the writing time
can be shortened and the throughput of the writing apparatus
can be improved.

Moreover, by making each of divided data amounts
approximately equal when the division/distribution process-
ing unit 40 divides DB data, it becomes possible to eliminate
data transfer bias and avoid a state where the whole trans-
mission speed 1s limited by a line transmitting data of a large
amount. Therefore, data transfer can be performed at high
speed. In that case, by transmitting, in descending order, DB
data 1n each of the divided data groups, the FIFO circuit 1n
the reception side can output headers 1n the order of writing,
processing. Thus, even when a plurality of DB data are
transmitted in parallel, the data order control unit 90 can
know the order of writing processing, based on headers
output from a plurality of FIFO circuits, and read out DB
data 1n the order of the writing processing.

The deflection amount calculating unit 92 calculates, in
the order of mput, an amount of deflection of each deflector
by using shot data 1n a DPB concerned. Thus, by performing
as described above, the amount of detlection when shooting
a beam to each position 1s calculated. The writing unit 150
writes a pattern on the target workpiece 101 with an electron
beam 200, based on each processed data which was output
in the order of writing processing. Specifically, it operates as
follows:

The electron beam 200 emitted from the electron gun 201
(emission unit) wrradiates the entire first aperture plate 203
having a quadrangular opening by the 1llumination lens 202.
At this point, the electron beam 200 1s shaped to be a
quadrangle. Then, after having passed through the first
aperture plate 203, the electron beam 200 of a first aperture
image 1s projected onto the second aperture plate 206 by the
projection lens 204. The first aperture 1image on the second
aperture plate 206 1s detlection-controlled by the deflector
205 so as to change the shape and size of the beam to be
variably shaped. After having passed through the second
aperture plate 206, the electron beam 200 of a second
aperture 1mage 1s focused by the objective lens 207 and
deflected by the main deflector 208 and the sub deflector
209, and reaches a desired position on the target workpiece
101 on the XY stage 105 which moves continuously. FIG. 1
shows the case of using a multiple stage deflection, namely
the two stage detlector of the main and sub deflectors, for the
position deflection. In such a case, what 1s needed 1s to
deflect the electron beam 200 of a shot concerned to the
reference position of a subfield (SF), which 1s made by
virtually dividing the writing region, by the main deflector
208 while following the stage movement, and to detlect the
beam of the shot concerned to each irradiation position in the
SE by the sub detlector 209.

Referring to specific examples, Embodiments have been
described above. However, the present invention 1s not
limited to these examples.

While the apparatus structure, control method, etc. not
directly necessary for explaining the present invention are
not described, some or all of them may be suitably selected
and used when needed. For example, although description of
the structure of a control unit for controlling the writing
apparatus 100 1s omitted, 1t should be understood that some
or all of the structure of the control unit 1s to be selected and
used appropriately when necessary.

In addition, any other charged particle beam writing
apparatus and a method thereof that include elements of the
present invention and that can be appropriately modified by
those skilled 1n the art are included within the scope of the
present mvention.
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Additional advantages and modification will readily occur
to those skilled in the art. Therefore, the invention 1n 1ts
broader aspects 1s not limited to the specific details and
representative embodiments shown and described herein.
Accordingly, various modifications may be made without
departing from the spirit or scope of the general inventive
concept as defined by the appended claims and their equiva-
lents.

The mvention claimed 1s:

1. A charged particle beam writing apparatus for writing

to small regions of a target, comprising;:

a transmission side unit configured to transmuit a plurality
of processed data, which were generated by performing
data conversion processing in parallel for writing data
for each small region made by virtually dividing a
writing region into a plurality of small regions;

a reception side unit configured to receive the plurality of
processed data;

a division/distribution processing unit arranged in the
transmission side umt and configured to divide and
distribute the plurality of processed data into a plurality
of data groups each having an approximately equal data
amount respectively;

a plurality of transmitting units arranged 1n the transmis-
s1on side unit and configured to transmit the plurality of
processed data of the plurality of data groups such that
at least one processed data which has been divided and
distributed to each of the plurality of data groups 1is
transmitted 1n descending order with respect to order of
writing processing for each data group and the plurality
of data groups are transmitted in parallel;

a plurality of memories arranged in the reception side unit
and configured to store the plurality of processed data
of the plurality of data groups having been transmaitted
in parallel such that each of the plurality of memories
stores processed data of each different one of the
plurality of data groups;

a writing order data output unit arranged in the reception
side unit and configured to read out the plurality of
processed data from the plurality of memornes and
output them, regardless of data group and in order of
writing processing; and

a writing unit configured to write a pattern on a target
workpiece with a charged particle beam, based on each
of the plurality of processed data output in the order of
writing processing.

2. The apparatus according to claim 1 further comprising:

a control computer unit configured to perform data con-
version processing in parallel for the writing data for
the each small region,

wherein the transmission side unit transmits the plurality
of processed data generated by performing the data
conversion processing in parallel by the control com-
puter unit.

3. The apparatus according to claim 2,

wherein the control computer unit includes a plurality of
CPUs for performing data conversion processing and a
plurality of memories corresponding to the plurality of
CPUs, and

the plurality of processed data, for which data conversion
processing has been performed by the plurality of
CPUs, are respectively stored in each corresponding
memory of the plurality of memories so as to configure
a data block 1n the each corresponding memory.
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4. The apparatus according to claim 3,

wherein the plurality of processed data stored in the
plurality of memories 1n the control computer unit are
transierred 1n parallel to the transmission side unit.

5. The apparatus according to claim 4,

wherein the transmission side umt includes a plurality of
memories, and

the plurality of processed data stored in the plurality of
memories in the control computer unit are to be stored
in the plurality of memories 1n the transmission side
unit.

6. The apparatus according to claim 5,

wherein the division/distribution processing unit divides
and distributes the plurality of processed data stored 1n
the plurality of memornes into the plurality of data
groups ecach having an approximately equal data
amount respectively.

7. The apparatus according to claim 6 further comprising;:

a plurality of memory control units each configured to
control each of the plurality of processed data stored 1n
the plurality of memories by defining 1n sequence
addresses of the plurality of processed data, having
been divided and distributed to each of the plurality of
data groups, such that order of writing processing of the
plurality of processed data, having been divided and
distributed, 1s a descending order.

8. The apparatus according to claim 7,

wherein each of the plurality of memory control units
performs setting to transmit the at least one processed
data 1n a data group concerned 1n an order defined 1n a
corresponding transmitting unit in the plurality of trans-
mitting units.

9. The apparatus according to claim 1 further comprising:

a second transmission side unit, when defiming the trans-
mission side unit according to claim 1 as a {irst trans-
mission side unit, configured to include a division/
distribution processing unit which i1s similar to the
division/distribution processing unit according to claim
1, and a plurality of transmitting units which are similar
to the plurality of transmitting units according to claim
1,

wherein the first transmission side unit transmits the
plurality of processed data from 1ts own plurality of
transmitting units respectively, i parallel with the
second transmission side unit, and

cach of the plurality of memories stores processed data of
cach of the plurality of data groups transmitted 1n
parallel from the first and second transmission side
units such that the processed data 1s stored 1n a diflerent
memory for each of the plurality of data groups and
cach of the first and second transmission side units.

10. The apparatus according to claim 9 further compris-

ng:

first and second control computer units each configured to
perform data conversion processing in parallel for the
writing data for the each small region,

wherein the first transmission side umt transmits a plu-
rality of processed data generated by performing the
data conversion processing in parallel by the first
control computer unit, and

the second transmission side unit transmits a plurality of
processed data generated by performing the data con-
version processing in parallel by the second control
computer unit.

11. The apparatus according to claim 10,

wherein each of the first and second control computer
units mcludes a plurality of CPUs for performing data
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conversion processing and a plurality of memories
corresponding to the plurality of CPUs, and

the plurality of processed data, for which data conversion
processing has been performed by the plurality of
CPUs, are respectively stored 1n each corresponding
memory of the plurality of memories so as to configure
a data block 1n the each corresponding memory.

12. The apparatus according to claim 11,

wherein a plurality of data block data stored in the
plurality of memories in the first control computer unit
are transierred 1n parallel to the first transmission side
unit, and

a plurality of data block data stored in the plurality of
memories 1n the second control computer unit are
transierred in parallel to the second transmission side
unit.

13. The apparatus according to claim 12,

wherein each of the first and second transmission side
units icludes a plurality ol memories,

the plurality of data block data stored in the plurality of
memories in the first control computer unit are stored in
the plurality of memories of the first transmission side
unit, and

the plurality of data block data stored in the plurality of
memories 1 the second control computer unit are
stored 1n the plurality of memories of the second
transmission side unit.

14. The apparatus according to claim 1,

wherein at least one of shot data for one shot of the
charged particle beam is defined 1n each of the plurality
of processed data, and writing order information indi-
cating order of writing processing and figure data of a
figure to be rradiated are defined 1n each of the shot
data, and

the plurality of memories respectively store the figure data
in the plurality of processed data of their corresponding
data groups, and

turther comprising a plurality of first-in first-out (FIFO)
circuits each configured, being a pair with one of the
plurality of memories, to store the writing order infor-
mation 1n each of the plurality of processed data of
corresponding data groups.

15. The apparatus according to claim 14,

wherein the writing order data output umt reads out the
plurality of processed data from the plurality of memo-
ries and outputs them, regardless of data group and 1n
order of writing processing, based on the writing order
information output from the FIFO circuit.

16. A charged particle beam writing method for writing to

regions of a target, comprising:

dividing and distributing a plurality of processed data,
which were generated by respectively performing data
conversion processing for writing data for each region,
into a plurality of data groups each having an approxi-
mately equal data amount respectively, 1n a transmis-
sion side unait;

transmitting the plurality of processed data of the plurality
of data groups such that at least one processed data
distributed to each of the plurality of data groups 1is
transmitted in descending order with respect to a writ-
ing order for each data group and the plurality of data
groups are transmitted i1n parallel, from the transmis-
sion side unait;

storing 1n a plurality of memories in a reception side unit,
the plurality of processed data of the plurality of data
groups, which have been transmitted 1n parallel, such
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that processed data of each different one of the plurality
of data groups 1s stored, 1n the reception side unait;

reading out the plurality of processed data from the
plurality of memories and outputting them, regardless
of data group and 1n order of writing processing, in the
reception side unit; and

writing a pattern on a target workpiece with a charged
particle beam, based on each of the plurality of pro-
cessed data output 1n the order of writing processing.

17. A charged particle beam writing apparatus for writing

small regions of a target, comprising:

a control computer unit configured to perform data con-
version processing in parallel for writing data for each
small region made by wvirtually dividing a writing
region 1nto a plurality of small regions, and transier 1n
parallel a plurality of processed data for which the data
conversion processing has been performed;

a transmission side unit configured to transmit 1n parallel
the plurality of processed data which have been trans-
ferred 1n parallel from the control computer unit;

a reception side unit configured to receive the plurality of
processed data transmitted 1n parallel from the trans-
mission side unit; and

a writing unit configured to write a pattern on a target
workpiece with a charged particle beam,

wherein the control computer unit includes:

a plurality of CPUs configured to perform in parallel data
conversion processing for the writing data for the each
small region, and

a plurality of memories configured to store the plurality of
processed data for which data conversion processing
has been performed by the plurality of CPUSs,

the transmission side unit includes:

a plurality of memories configured to store the plurality of
processed data stored in the plurality of memories in
the control computer unit,

a division/distribution processing unit configured to
divide and distribute the plurality of processed data into
a plurality of data groups each having an approximately
equal data amount respectively,

a plurality of memory control units each configured to
control each of the plurality of processed data stored 1n
the plurality of memories by defining 1n sequence
addresses of the plurality of processed data, having
been divided and distributed to each of the plurality of
data groups, such that order of writing processing of the
plurality of processed data having been divided and
distributed 1s a descending order, and

a plurality of transmitting units configured to transmit the
plurality of processed data of the plurality of data
groups such that at least one processed data which has
been divided and distributed to each of the plurality of
data groups 1s transmitted in descending order with
respect to the order of writing processing for each data
group and the plurality of data groups are transmitted 1n
parallel, and

the reception side unit includes:

a plurality of memories configured to store the plurality of
processed data of the plurality of groups having been
transmitted 1n parallel such that processed data of each
different one of the plurality of data groups 1s stored,

a plurality of first-in first-out (FIFO) circuits each con-
figured, being a pair with one of the plurality of
memories 1n the reception side unit, to store writing
order information 1n each of the plurality of processed
data of corresponding data groups, and
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a writing order data output unit configured to input in

order the writing order information of each of the
plurality of processed data from each of the plurality of
FIFO circuits, and read out the plurality of processed
data from the plurality of memories and output them,
regardless of data group and in the order of writing
processing, based on the writing order information,

having been mput 1n order, of the plurality of processed
data, and

the writing unit writes the pattern on the target workpiece

with the charged particle beam, based on each of the
plurality of processed data output in the order of
writing processing.

18. A charged particle beam writing apparatus for writing

to small regions of a target, comprising:

a tramnsmission side circuitry configured to transmit a
plurality of processed data, which were generated by
performing data conversion processing in parallel for
writing data for each small vegion made by virtually
dividing a writing region into a plurality of small
regions;

a rveception side circuitry configured to receive the plu-
rality of processed data;

a division/distribution processing circuitry arrvanged in
the transmission side circuitry and configured to divide
and distribute the plurality of processed data into a
plurality of data groups each having an approximately
equal data amount respectively;

a plurality of transmitting circuitries arranged in the
transmission side circuitry and configurved to transmit
the plurality of processed data of the plurality of data
groups such that at least one processed data which has
been divided and distributed to each of the plurality of
data groups is transmitted in sequence of writing order
for each data group and the plurality of data groups are
transmitted in parallel;

a plurality of memories arranged in the reception side
circuitry and configured to storve the plurality of pro-
cessed data of the plurality of data groups having been
transmitted in parallel such that each of the plurality of
memories storves processed data of each different one of
the plurality of data groups;

a writing order data output circuitry arranged in the
reception side circuitry and configured to vead out the
plurality of processed data from the plurality of memo-
ries and output them, rvegardless of data group and in
order of writing processing; and

a writing mechanism including a charvged particle beam
source, a deflector, and a stage on which the target
object is placed, configured to write a pattern on a
target workpiece with a charged particle beam, based
on each of the plurality of processed data output in the
orvder of writing processing.

19. The apparatus according to claim 18 further com-

prising:

a control computer configured to perform data conversion
processing in parallel for the writing data for the each
small region,

wherein the transmission side circuitry transmits the
plurality of processed data generated by performing
the data conversion processing in parallel by the con-
trol computer.

20. The apparatus according to claim 19,

wherein the contrvol computer includes a plurality of
processors for performing data conversion processing
and a plurality of memories corresponding to the
plurality of processors, and



US RE47,922 E

17

the plurality of processed data, for which data conversion

processing has been performed by the plurality of

processors, arve vespectively stored in each correspond-
ing memory of the plurality of memories so as to
configure a data block in the each corresponding
Memory.

21. The apparatus according to claim 18 further com-

prising:

a second transmission side cirvcuitry, when defining the
transmission side civcuitry according to claim 18 as a
fivst transmission side civcuitry, configured to include a
division/distribution processing circuitvy which is simi-
lar to the division/distribution processing circuitry
according to claim 18, and a plurality of transmitting
circuitries which are similar to the plurality of trans-
mitting circuitries accorvding to claim 18,

whevrein the first transmission side civcuitry transmits the

plurality of processed data from its own plurality of

transmitting civcuitrvies vespectively, in parallel with the
second transmission side circuitry, and

each of the plurality of memories storves processed data of

each of the plurality of data groups transmitted in
parallel from the first and second transmission side
circuitries such that the processed data is stoved in a
different memory for each of the plurality of data
groups and each of the first and second transmission
side circuitries.

22. The apparatus according to claim 21 further com-

prising:

first and second control computers each configured to
perform data conversion processing in parallel for the
writing data for the each small region,

wherein the first transmission side circuitry transmits a
plurality of processed data generated by performing
the data conversion processing in pavallel by the first
control computer, and

the second transmission side civcuitry transmits a plural-
ity of processed data genervated by performing the data
conversion processing in parallel by the second control
compuiiter.

23. The apparatus according to claim 22,

wherein each of the first and second control computers
includes a plurality of processors for performing data
conversion processing and a plurality of memories
corresponding to the plurality of processors, and

the plurality of processed data, for which data conversion

processing has been performed by the plurality of

processors, arve vespectively stored in each correspond-
ing memory of the plurality of memories so as to
configure a data block in the each corresponding
Memory.

24. A charged particle beam writing apparatus for writing

to small vegions of a target, comprising:

a control computer configured to perform data conversion
processing in parallel for writing data for each small
region made by virtually dividing a writing region into
a plurality of small vegions, and transfer in parallel a
plurality of processed data for which the data conver-
sion processing has been performed,

a transmission side circuitry configured to transmit in
parallel the plurality of processed data which have
been transferved in parallel from the control computer;
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a rveception side circuitry configured to receive the plu-
rality of processed data transmitted in parvallel from the
transmission side circuitry, and

a writing mechanism including a charged particle beam
source, a deflector, and a stage on which the target
object is placed, comnfigured to write a pattern on a
target workpiece with a charged particle beam,

wherein the control computer includes:

a plurality of processors configured to perform in parallel
data conversion processing for the writing data for the
each small vegion, and

a plurality of memories configured to store the plurality of
processed data for which data conversion processing
has been performed by the plurality of processors,

the transmission side circuitry includes:

a plurality of memories configured to store the plurality of
processed data stored in the plurality of memories in
the control computer,

a division/distribution processing civcuitry configured to
divide and distribute the plurality of processed data
into a plurality of data groups each having an approxi-
mately equal data amount rvespectively,

a plurality of memory control circuitries each configured
to control each of the plurality of processed data stored
in the plurality of memories by defining in sequence
addresses of the plurality of processed data, having
been divided and distributed to each of the plurality of
data groups, such that ovder of writing processing of
the plurality of processed data having been divided and
distributed is a descending order, and

a plurality of transmitting circuitries configured to trans-
mit the plurality of processed data of the plurality of
data groups such that at least one processed data which
has been divided and distributed to each of the plurality
of data groups is transmitted in ovder of the addresses
defined in sequence for each data group and the
plurality of data groups ave transmitted in parvallel, and

the veception side circuitry includes:

a plurality of memories configured to storve the plurality of
processed data of the plurality of groups having been
transmitted in parallel such that processed data of each
different one of the plurality of data groups is stored,

a plurality of first-in first-out (FIFQO) circuits each con-
figured, being a pair with one of the plurality of
memories in the reception side circuitry, to storve writ-
ing order information in each of the plurality of pro-
cessed data of corresponding data groups, and

a writing ovder data output circuitry configured to input
in order the writing ovder information of each of the
plurality of processed data from each of the plurality of
FIFO circuits, and vead out the plurality of processed
data from the plurality of memories and output them,
regardless of data group and in the ovder of writing
processing, based on the writing ovder information,
having been input in order, of the plurality of processed
data, and

the writing mechanism writes the pattern on the target
workpiece with the charged particle beam, based on
each of the plurality of processed data output in the
order of writing processing.
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