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FIG. 2
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FIG. 3C
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FIG. 3D
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FIG. 6
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FIG. 8A
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FI1G. 8B
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FIG. 9A
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FIG. 11A
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FIG. 13
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FIG. 14A
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FIG. 14B
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FIG. 21
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FIG. 22A
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FIG. 26
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FIG. 30
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FIG. 34
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IMAGE CODING METHOD, IMAGEL
CODING APPARATUS, IMAGE DECODING
METHOD AND IMAGE DECODING
APPARATUS

Matter enclosed in heavy brackets | ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue; a claim printed with strikethrough
indicates that the claim was canceled, disclaimed, or held
invalid by a prior post-patent action or proceeding.

CROSS REFERENCE TO RELATED
APPLICATION

This application 1s a continuation of co-pending U.S.
application Ser. No. 13/669,690, filed Nov. 6, 2012, which
1s claims the benefit of U.S. Provisional Patent Application
No. 61/556,406 filed on Nov. 7, 2011, the disclosures of

which are expressly incorporated herein by reference in its
entireties.

FIELD

The present disclosure relates to an 1mage coding tech-
nique and an i1mage decoding technique for arithmetic
coding or arithmetic decoding.

BACKGROUND

Applications for providing services via the Internet (e.g.,
video-conference, digital video broadcast, and Video on
Demand services including video content streaming) are
increasing. These applications rely on transmission of video
data. When the applications transmit video data, most video
data 1s transmitted via a conventional transmission path
having a limited bandwidth. Furthermore, when the appli-
cations record video data, most video data 1s recorded on a
conventional recording medium having a limited capacity.
To transmit video data via the conventional transmission
path or record video data on the conventional recording
medium, 1t 1s indispensable to compress or reduce the data
amount of the video data.

In view of this, many video coding standards have been
developed to compress video data. These video coding
standards are, for example, ITU-T standards denoted as
H.26x and ISO/IEC standards denoted as MPEG-x. Cur-
rently, the latest and most advanced video coding standard
1s the standard denoted as H.264/MPEG-4 AVC (see Non
Patent Literature 1 and Non Patent Literature 2).

The coding approach underlying most of these video
coding standards 1s based on prediction coding that includes
the following main steps of (a) to (d): (a) Divide each video
frame into blocks each having pixels to compress data of the
video frame on a block-by-block basis. (b) Predict each
block based on previously coded video data to identily
temporal and spatial redundancy. (c¢) Subtract the predicted
data from the video data to remove the identified redun-
dancy. (d) Compress remaiming data (residual blocks) by
Fourier transform, quantization, and entropy coding.

As for the step (a), the current video coding standard
provides different prediction modes depending on a macro-
block to be predicted. According to most of the video coding,
standards, motion estimation and motion compensation are
used for predicting video data based on a previously coded
and decoded frame (inter frame prediction). Alternatively,
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2

block data may be extrapolated from an adjacent block of the
same frame (intra frame prediction).

In the step (d), quantized coeflicients included in a current
block to be coded are scanned 1n a predetermined order (scan
order). Then, information (SignificantFlag) indicating
whether the scanned coeflicients are zero coellicients or

non-zero coellicients (e.g., binary mformation (symbol)
indicating a non-zero coeflicient as 1 and a zero coetlicient

as 0) 1s coded.
Furthermore, information (last position information) indi-
cating the position of the last non-zero coeflicient 1n the scan

order 1s binarized, arithmetically coded, and arithmetically
decoded.

CITATION LIST
Non Patent Literature

[Non Patent Literature 1]

ITU-T Recommendation H.264 “Advanced video coding
for generic audiovisual services”, March 2010.
[Non Patent Literature 2]

JCT-VC “WD4: Working Draft 4 of High-FEiliciency
Video Coding”, JCTVC-F803, July 2011.

SUMMARY

Technical Problem

However, there 1s a demand for the conventional tech-
nique to achieve more eflicient arithmetic coding and arith-
metic decoding of the last position information.

In view of this, one non-limiting and exemplary embodi-
ment provides an 1image coding method which allows efli-
cient arithmetic coding and arithmetic decoding of the last
position information.

Solution to Problem

An 1mage coding method according to an aspect of the
present disclosure 1s an 1mage coding method for coding last
position mnformation indicating a horizontal position and a
vertical position of a last non-zero coeflicient 1n a predeter-
mined order 1n a current block to be coded, the image coding
method 1including: binarizing a first component and a second
component to generate a first binary signal and a second
binary signal, respectively, the first component being one of
a horizontal component and a vertical component which are
included 1n the last position information, and the second
component being the other of the horizontal component and
the vertical component; coding a first partial signal and a
second partial signal by first arithmetic coding, and coding
a third partial signal and a fourth partial signal by second
arithmetic coding different from the first arithmetic coding,
the first partial signal being a part of the first binary signal,
the second partial signal being a part of the second binary
signal, the third partial signal being another part of the first
binary signal, and the fourth partial signal being another part
of the second binary signal; and placing the coded first
partial signal, the coded second partial signal, the coded
third partial signal, and the coded fourth partial signal 1n a
bit stream, wheremn in the placing, (1) the coded second
partial signal 1s placed next to the coded first partial signal,
or (1) the coded fourth partial signal 1s placed next to the
coded third partial signal.

It 1s to be noted that this general aspect may be imple-
mented using a system, an apparatus, an mntegrated circuit,
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a computer program, or a computer-readable recording
medium such as a CD-ROM, or any combination of systems,
apparatuses, integrated circuits, computer programs, Or Com-
puter-readable recording media.

Advantageous Effects

With the image coding method according to an aspect of
the present disclosure, 1t 1s possible to arithmetically code
and arithmetically decode the last position information efli-
ciently.

BRIEF DESCRIPTION OF DRAWINGS

These and other objects, advantages and features of the
disclosure will become apparent from the following descrip-
tion thereof taken in conjunction with the accompanying
drawings that 1llustrate a specific embodiment of the present
disclosure.

[FIG. 1]

FIG. 1 1s a block diagram showing an example of a
configuration of an 1image decoding apparatus according to
the underlying knowledge.

[FIG. 2]

FIG. 2 1s a flowchart showing an example of an 1mage
decoding method according to the underlying knowledge.

[FIG. 3A]

FIG. 3A 1s a diagram showing an example of binary
signals of last position information when the block size 1s
4x4.

[FIG. 3B]

FIG. 3B 1s a diagram showing an example of binary
signals of last position information when the block size 1s

3X3.
[FIG. 3C]
FIG. 3C 1s a diagram showing an example of binary

signals of last position information when the block size 1s
16x16.
[FIG. 3D]

FIG. 3D 1s a diagram showing an example ol binary
signals of last position information when the block size 1s

32x32.
[FIG. 4]
FIG. 4 1s a flowchart showing context adaptive binary

arithmetic decoding.

[FIG. 5]

FIG. 5 1s a flowchart showing bypass decoding.

[FIG. 6]

FIG. 6 1s a flowchart showing normalization.

[FIG. 7]

FIG. 7 1s a block diagram showing a functional configu-
ration of an 1image decoding apparatus according to Embodi-
ment 1.

[FIG. 8A]

FIG. 8A 15 a flowchart showing an example of processing,
operations of an i1mage decoding apparatus according to
Embodiment 1.

[FIG. 8B]

FIG. 8B 1s a flowchart showing another example of
processing operations of an 1mage decoding apparatus
according to Embodiment 1.

[FIG. 9A]

FIG. 9A 1s a flowchart showing an example of processing,
operations of a second decoding unit according to Embodi-
ment 1.
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[FIG. 9B]
FIG. 9B 1s a diagram showing an example of a relation-
ship between the block size and the maximum length of a

prefix part according to Embodiment 1.
[FIG. 9C]
FIG. 9C 1s a diagram showing another example of a

relationship between the block size and the maximum length
ol a prefix part according to Embodiment 1.

[FIG. 9D)]

FIG. 9D 1s a diagram showing an example of a relation-
ship between the block size and the rice parameter according
to Embodiment 1.

|[FIG. 9E]

FIG. 9E 1s a diagram showing another example of a
relationship between the block size and the rice parameter

according to Embodiment 1.
[FIG. 10A]

FIG. 10A 1s a flowchart showing an example of a method
of determining an RP value and a maximum length of a
prefix part.

[FIG. 10B]

FIG. 10B 1s a flowchart showing another example of a
method of determining an RP value and a maximum length
of a prefix part.

[F1G. 10C]

FIG. 10C 1s a tlowchart showing another example of a
method of determining an RP value and a maximum length
ol a prefix part.

[FIG. 10D]

FIG. 10D 1s a flowchart showing another example of a
method of determining an RP value and a maximum length
ol a prefix part.

[FIG. 11A]

FIG. 11A 1s a diagram for describing an example of
arithmetic decoding according to Embodiment 1.

[FI1G. 11B]

FIG. 11B 1s a diagram for describing an example of
arithmetic decoding according to a comparable example.

[FI1G. 12]

FIG. 12 1s a block diagram showing an example of a
configuration of an 1mage decoding apparatus according to
a variation of Embodiment 1.

[FI1G. 13]

FIG. 13 15 a block diagram showing a functional configu-
ration of an 1mage coding apparatus according to Embodi-
ment 2.

[FIG. 14A]

FIG. 14A 15 a flowchart showing an example of process-
ing operations ol an 1mage coding apparatus according to
Embodiment 2.

|[FI1G. 14B]

FIG. 14B 1s a flowchart showing another example of
processing operations of an 1mage coding apparatus accord-
ing to Embodiment 2.

[FIG. 15]

FIG. 15 1s a diagram showing an example of binary

signals of last position information when the block size 1s
16x16.

[FIG. 16]
FIG. 16 1s a block diagram showing an example of a

configuration of an image coding apparatus according to
Embodiment 2.

[FIG. 17]

FIG. 17 shows an overall configuration of a content
providing system for implementing content distribution ser-
VICES.
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[FIG. 18]

FIG. 18 shows an overall configuration of a digital
broadcasting system.

[FIG. 19]

FIG. 19 shows a block diagram illustrating an example of
a configuration of a television.

[FIG. 20]

FI1G. 20 shows a block diagram illustrating an example of
a configuration of an information reproducing/recording unit
that reads and writes imnformation from and on a recording,
medium that 1s an optical disk.

[FIG. 21]

FI1G. 21 shows an example of a configuration of a record-
ing medium that 1s an optical disk.

[FIG. 22A]
FIG. 22A shows an example of a cellular phone.

[FIG. 22B]

FIG. 22B 1s a block diagram showing an example of a
configuration of a cellular phone.

[FIG. 23]
FIG. 23 illustrates a structure of multiplexed data.

[FIG. 24]

FIG. 24 schematically shows how each stream 1s multi-
plexed 1n multiplexed data.

[FIG. 25]

FIG. 25 shows how a video stream 1s stored 1n a stream
of PES packets 1n more detail.

[FIG. 26]

FIG. 26 shows a structure of TS packets and source
packets in the multiplexed data.

[F1G. 27]
FIG. 27 shows a data structure of a PMT.
[FI1G. 28]

FIG. 28 shows an internal structure of multiplexed data
information.

[FIG. 29]

FIG. 29 shows an internal structure of stream attribute
information.

[FIG. 30]
FIG. 30 shows steps for identifying video data.

[FIG. 31]

FIG. 31 shows an example of a configuration of an
integrated circuit for implementing the moving picture cod-
ing method and the moving picture decoding method
according to each of embodiments.

[FIG. 32]

FIG. 32 shows a configuration for switching between
driving frequencies.

[FIG. 33]

FIG. 33 shows steps for identifying video data and
switching between driving frequencies.

[FIG. 34]

FIG. 34 shows an example of a look-up table in which
video data standards are associated with driving frequencies.

[FIG. 35A]

FIG. 35A 1s a diagram showing an example of a configu-
ration for sharing a module of a signal processing unit.

[FIG. 35B]

FIG. 35B 1s a diagram showing another example of a
configuration for sharing a module of the signal processing
unit.
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DESCRIPTION OF EMBODIMENTS

(Underlying Knowledge Forming Basis of the Present Dis-
closure)

The inventors have found the following matter regarding
the arithmetic coding and arithmetic decoding of the last
position information described 1n the “Background™ section.

It 1s to be noted that in the following description, the last
position information indicates a horizontal position and a
vertical position of the last non-zero coeflicient 1n a prede-
termined order 1n a current block. Here, the last position
information includes a horizontal component (hereinafter
referred to as “X component”) and a vertical component
(hereinafter referred to as “Y component™). The X compo-
nent indicates a horizontal position 1n the current block. The
Y component indicates a vertical position in the current
block.

FIG. 1 1s a block diagram showing an example of a
configuration of an image decoding apparatus 1000 accord-
ing to the underlying knowledge. FIG. 2 1s a flowchart
showing an example of an 1mage decoding method accord-
ing to the underlying knowledge. As shown in FIG. 1, the
image decoding apparatus 1000 includes a first decoding
unmit 1001, a second decoding unit 1002, a decoding control
unmit 1003, and a reconstructing unit 1004.

The image decoding apparatus 1000 obtains a bit stream
BS which includes the last position information. Then, the
image decoding apparatus 1000 1mnputs the bit stream BS to
the first decoding unit 1001, the second decoding unit 1002,
and the decoding control unit 1003.

The decoding control unit 1003 manages whether each
signal 1n the obtained bit stream BS 1s the X component or
the Y component of the last position information.

The first decoding unit 1001 arnithmetically decodes a
prefix part of the X component of the last position informa-
tion included 1n the bit stream BS (51001). More specifi-
cally, the first decoding unit 1001 decodes the prefix part of
the X component by context adaptive binary arithmetic
decoding. Here, the prefix part 1s a part of a binary signal of
the X component or the Y component, which 1s coded by
context adaptive binary arithmetic coding.

Next, the first decoding unit 1001 determines whether or
not the binary signal of the X component mcludes a suilix
part (S1002). The suilix part 1s a part of the binary signal of
the X component or the Y component, which 1s coded by
bypass coding.

The prefix part and the suthx part are determined accord-

ing to each value (heremnatter referred also to as “last value™)
of the X component and the Y component as shown in FIG.
3A to FIG. 3D, for example. Thus, with a predetermined
method, the first decoding unit 1001 can determine whether
or not the binary signal of the X component includes the
suilix part.
More specifically, when the size of a transform block
(hereinafter referred to as “transform size”) 1s 4x4, for
example, the binary signal of the X component includes the
prefix part only and does not include the sutlix part regard-
less of the last value as shown 1n FIG. 3A. Thus, the first
decoding unit 1001 determines that the binary signal of the
X component does not 1include the suthx part when the size
ol a block to be decoded 1s 4x4.

In the case where the transform size 1s 8x8, for example,
the first decoding umt 1001 determines that the decoded
binary signal of the X component does not include the suflix
part when any of binary symbol values up to the binary
symbol value of the 4th bit of the binary signal of the X
component 1s “1” as shown 1n FIG. 3B. On the other hand,
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the first decoding unit 1001 determines that the decoded
binary signal of the X component includes a suflix part
having a fixed length of 2 bits when the binary symbol
values up to the binary symbol value of the 4th bit of the
binary signal of the X component are all “0”.

In the case where the transform size 1s 16x16, for
example, the first decoding unit 1001 determines that the
decoded binary signal of the X component does not include
the sutlix part when any of the binary symbol values up to
the binary symbol value of the 8th bit of the binary signal of
the X component 1s “1” as shown 1n FIG. 3C. On the other
hand, the first decoding unit 1001 determines that the
decoded binary signal of the X component includes a suthx
part having a fixed length of 3 bits when the binary symbol
values up to the binary symbol value of the 8th bit of the
binary signal of the X component are all “0”.

In the case where the transform size 1s 32x32, for
example, the first decoding unit 1001 determines that the
decoded binary signal of the X component does not include
the suihix part when any of binary symbol values up to the
binary symbol value of the 16th bit of the binary signal of
the X component 1s “1” as shown in FIG. 3D. On the other
hand, the first decoding unit 1001 determines that the
decoded binary signal of the X component includes a suthx
part having a fixed length of 4 bits when the binary symbol
values up to the binary symbol value of the 16th bit of the
binary signal of the X component are all *“0”.

Here, when the binary signal of the X component includes
the suthix part (Yes in S1002), the second decoding unit 1002
arithmetically decodes the suflix part having a predeter-
mined, fixed bit length (51003). More specifically, the
second decoding unit 1002 arithmetically decodes the suflix
part of the X component by bypass decoding. On the other
hand, when the binary signal of the X component does not
include the sutlix part (No in S1002), the decoding process
for the sullix part 1s skipped.

The reconstructing unit 1004 reconstructs the X compo-
nent of the last position information using the prefix part and
the sufhix part which have been decoded (51004). More
specifically, when the binary signal of the X component
includes the sutlix part, the reconstructing unit 1004 recon-
structs the X component by debinarizing the binary signal
including the decoded prefix part and suflix part. On the
other hand, when the binary signal of the X component does
not include the suilix part, the reconstructing unit 1004
reconstructs the X component by debinarizing the binary
signal including the decoded prefix part.

Next, the first decoding unit 1001 anthmetically decodes
the prefix part of the Y component of the last position
information as 1n Step S1001 (S1005). After that, the first
decoding unit 1001 determines whether or not the binary
signal of the Y component includes the sullix part as in Step
S1002 (51006).

Here, when the binary signal of the Y component includes
the suthix part (Yes in S1006), the second decoding unit 1002
arithmetically decodes the suilix part having a predeter-
mined fixed length as in Step S1003 (51007). On the other
hand, when the binary signal of the Y component does not
include the suthix part (No in S1006), the decoding process
for the suflix part 1s skipped.

Lastly, the reconstructing unit 1004 reconstructs the Y
component of the last position information as 1n Step S1004
(S1008). More specifically, when the binary signal of the Y
component includes the suflix part, the reconstructing unit
1004 reconstructs the Y component by debinarizing the
binary signal including the decoded prefix part and suflix
part. On the other hand, when the binary signal of the Y
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component does not include the suilix part, the reconstruct-
ing unit 1004 reconstructs the Y component by debinarizing
the binary signal including the decoded prefix part.

This 1s the manner 1n which the X component and the Y
component included in the last position information are
reconstructed.

Next, variable-length coding and vanable-length decod-
ing will be described. H.264 employs context adaptive
binary arithmetic coding (CABAC) as one of variable-length

coding methods. The prefix part 1s coded by CABAC. In
contrast, the suflix part 1s coded by bypass coding, which 1s

arithmetic coding 1n which a fixed probability (e.g., “0.5”) 1s
used. Hereinatter, context adaptive binary arithmetic decod-
ing and bypass decoding will be described using FIG. 4 to
FIG. 6.

FIG. 4 1s a flowchart showing context adaptive binary
arithmetic decoding. It 1s to be noted that FIG. 4 has been
excerpted from Non Patent Literature 1. Unless otherwise
specified, the description of FIG. 4 1s as given 1n Non Patent
Literature 1.

With the arithmetic decoding, first, context (ctxIdx) 1s
inputted which 1s determined based on the signal type of a
current signal to be decoded.

Next, the following process 1s performed 1n Step S2001.

First, gCodIRangeldx 1s calculated from a first parameter
codIRange 1ndicating a current state of arithmetic decoding.
Furthermore, pStateldx 1s obtained which 1s a state value
corresponding to ctxIdx. Then, codIRangelLPS correspond-
ing to the two values (qCodIRangeldx and pStateldx) is
obtained by reference to a table (rangeTableLPS).

It 1s to be noted that codIRangelLPS indicates a state of
arithmetic decoding when LPS has occurred in a state of
arithmetic decoding indicated by the first parameter codl-
Range. LPS specifies one of the symbols “0” and “1” which
has a lower probability of occurrence.

Furthermore, a value obtained by subtracting the above-
mentioned codIRangelL.PS from the current codIRange 1s set
to codIRange.

Next, in Step S2002, a comparison 1s made between
codIRange and a second parameter codlOfiset which 1ndi-
cates a state of arithmetic decoding.

Here, when codIOflset 1s greater than or equal to codl-
Range (Yes 1n S2002), the following process 1s performed 1n
Step S2003.

First, 1t 1s determined that LLPS has occurred, and a value
different from valMPS (*0” when vaIMPS=1, and “1” when

valMPS=0) 1s set to binVal that 1s a decoding output value.
valMPS indicates a specific value of MPS (07 or “17). MPS
specifies one of the binary symbol values “0” and “1” which
has a higher probability of occurrence.

Furthermore, a value obtained by subtracting codIRange
from the current codlOflset 15 set to the second parameter
codlOflset that indicates a state of arithmetic decoding.
Furthermore, the value of codIRangelLPS which has been set
in Step S2001 1s set to the first parameter codIRange that
indicates a state of arithmetic decoding.

Next, 1n Step S2005, whether or not the value of pStateldx
1s <0 1s determined.

Here, when the value of pStateldx 1s “0” (Yes 1n S2005),
it means that the probability of LPS 1s greater than the
probability of MPS. Thus, the value of vaIMPS 1s switched
over (1.e., “0” 1s set when valMPS=1, and “1” 1s set when
valMPS=0) (Step S2006). On the other hand, when the value
of pStateldx 1s not “0” (No 1 S2003), the value of pStateldx
1s updated based on a transform table transIdxLLPS that 1s

referred to when LPS occurs (Step S2007).
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Furthermore, when codlOflset 1s smaller than codIRange
(No 1n S2002), 1t 1s determined that MPS has occurred. Thus,
valMPS 1s set to binVal that 1s a decoding output value, and
the value of pStateldx 1s updated based on a transform table
transIdxMPS that 1s referred to when MPS occurs (Step
52004).

Lastly, normalization (RenormD) 1s performed (Step
S52008), and the arithmetic decoding finishes.

As shown above, with the context adaptive binary arith-
metic decoding, multiple probabilities of symbol occur-
rence, which are probabilities of occurrence of binary sym-
bols, are held i1n association with context indices. The
contexts are switched according to a condition (e.g., value of
an adjacent block), and thus, 1t 1s necessary to maintain the
processing order.

FIG. § 1s a flowchart showing bypass decoding. It 1s to be
noted that FIG. 5 has been excerpted from Non Patent
Literature 1. Unless otherwise specified, the description of
FIG. 5 1s as given 1n Non Patent Literature 1.

First, the second parameter codlOflset that indicates a
current state of arithmetic decoding 1s left-shifted (doubled).
Furthermore, one bit 1s read out from the bit stream, and
when the read-out bit 1s “17, 1 1s added to codlOflset (Step
S3001).

Next, when codlOflset 1s greater than or equal to the first
parameter codlRange that indicates a state of arithmetic
decoding (Yes 1n S3002), “1” 1s set to binVal that 1s a
decoding output value, and a value obtained by subtracting
codIRange from the current codlOfilset 1s set to codlOfiiset
(Step S3003). On the other hand, when codlOflset 1s smaller
than the first parameter codlRange that indicates a state of
arithmetic decoding (No 1n S3002), “0” 1s set to binVal that
1s a decoding output value (Step S3004).

FIG. 6 1s a tlowchart for describing 1n detail the normal-
ization (RenormD) shown i Step S2008 1n FIG. 4. FIG. 6
has been excerpted from Non Patent Literature 1. Unless
otherwise specified, the description of FIG. 6 1s as given 1n
Non Patent Literature 1.

When the first parameter codIRange that indicates a state
ol arithmetic decoding has become smaller than 0x100 (in
base 16: 256 (1n base 10)) (Yes mn S4001), codlRange 1s
left-shifted (doubled). Furthermore, the second parameter
codlOflset that indicates a state of arnthmetic decoding is
left-shifted (doubled). Moreover, one bit 1s read out from the
bit stream, and when the read-out bit 1s “1”°, 1 1s added to
codlOfIset (Step S4002).

When codlRange eventually reaches 236 or greater by
this process 1 Step S4002 (No 1n S4001), the normalization
finishes.

This 1s the manner 1n which the arithmetic decoding 1s
performed.

However, with the above underlying knowledge, the X
component and the Y component included in the last posi-
tion information are decoded 1n sequence. That 1s to say, the
X component and the Y component are placed one after the
other in the bit stream. Therefore, when the last position
information 1s to be arithmetically decoded, context adaptive
binary arithmetic decoding and bypass decoding are alter-
nately performed. This means that switching between the
arithmetic decoding methods occurs many times, which
hinders eflicient arithmetic decoding of the last position
information.

In view of the foregoing, an image coding method accord-
ing to an aspect of the present disclosure 1s an 1mage coding
method for coding last position information indicating a
horizontal position and a vertical position of a last non-zero
coellicient 1n a predetermined order 1n a current block to be
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coded, the image coding method including: binarizing a first
component and a second component to generate a {first
binary signal and a second binary signal, respectively, the
first component being one of a horizontal component and a
vertical component which are included 1n the last position
information, and the second component being the other of
the horizontal component and the vertical component; cod-
ing a first partial signal and a second partial signal by first
arithmetic coding, and coding a third partial signal and a
fourth partial signal by second arithmetic coding different
from the first arithmetic coding, the first partial signal being
a part of the first binary signal, the second partial signal
being a part of the second binary signal, the third partial
signal being another part of the first binary signal, and the
fourth partial signal being another part of the second binary
signal; and placing the coded first partial signal, the coded
second partial signal, the coded third partial signal, and the
coded fourth partial signal in a bit stream, wherein 1n the
placing, (1) the coded second partial signal 1s placed next to
the coded first partial signal, or (11) the coded fourth partial
signal 1s placed next to the coded third partial signal.

With this, in the bit stream, a coded partial signal 1s
followed by a partial signal which has been coded by the
same arithmetic coding as the preceding partial signal. Thus,
when the arithmetically coded last position information 1s
decoded, it 1s possible to reduce the number of times the
arithmetic decoding methods are switched as compared to
the case where the partial signals arithmetically coded by
different methods are alternately placed. In other words, 1t 1s
possible to output a bit stream from which the last position
information can be ethciently decoded.

For example, the first arithmetic coding may be context
adaptive binary arnthmetic coding in which a variable prob-
ability updated based on a coded signal i1s used, and 1n the
placing, the coded second partial signal may be placed next
to the coded first partial signal.

With this, context adaptive binary arithmetic coding can
be used as the first arithmetic coding. This makes it possible
to output a bit stream from which two coded partial signals
can be efliciently decoded in series by context adaptive
binary arithmetic decoding.

For example, the second arithmetic coding may be bypass
coding 1n which a fixed probability 1s used, and 1n the
placing, the coded fourth partial signal may be placed next
to the coded third partial signal.

With this, bypass coding can be used as the first arithmetic
coding. It 1s to be noted that bypass decoding makes parallel
processing easier because the variable probability 1s not
used. This makes 1t possible to output a bit stream from
which two coded partial signals can be efliciently decoded in
series or 1n parallel by bypass decoding.

For example, the first arithmetic coding may be context
adaptive binary arithmetic coding in which a variable prob-
ability updated based on a coded signal 1s used, the second
arithmetic coding may be bypass coding 1n which a fixed
probability 1s used, and 1n the placing, the coded first partial
signal, the coded second partial signal, the coded third
partial signal, and the coded fourth partial signal may be
placed 1in the bit stream in the following order: the coded first
partial signal, the coded second partial signal, the coded
third partial signal, and the coded fourth partial signal. With
this, two partial signals coded by bypass coding can be
placed next to two partial signals coded by context adaptive
binary arithmetic coding. This makes 1t possible to further
reduce the number of times the arithmetic decoding methods
are switched when the last position information 1s decoded.
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In other words, 1t 1s possible to output a bit stream from
which the last position information can be more efliciently
decoded.

For example, the first arithmetic coding may be context
adaptive binary arithmetic coding 1n which a variable prob-
ability updated based on a coded signal 1s used, the second
arithmetic coding may be bypass coding 1n which a fixed
probability 1s used, and in the placing, the coded first partial
signal, the coded second partial signal, the coded third
partial signal, and the coded fourth partial signal may be
placed 1n the bit stream 1n the following order: the coded first
partial signal, the coded second partial signal, the coded
fourth partial signal, and the coded third partial signal.

With this, two partial signals coded by bypass coding can
be placed next to two partial signals coded by context
adaptive binary arithmetic coding. This makes it possible to
turther reduce the number of times the arithmetic decoding
methods are switched when the last position information 1s
decoded. In other words, 1t 1s possible to output a bit stream
from which the last position information can be more
clliciently decoded.

Furthermore, with this, the coded fourth partial signal 1s
placed next to the coded second partial signal, which makes
it possible to output a bit stream from which the second
binary signal can be obtamned by a series of decoding
pProcesses.

For example, the image coding method may further
include: switching a coding process to either a first coding
process compliant with a first standard or a second coding
process compliant with a second standard; and adding, to the
bit stream, identification information indicating either the
first standard or the second standard with which the coding
process switched to 1s compliant, wherein when the coding
process 1s switched to the first coding process, the binariz-
ing, the coding, and the placing may be performed as the first
coding process.

This makes it possible to switch between the first coding
process compliant with the first standard and the second
coding process compliant with the second standard.

Furthermore, an image decoding method according to an
aspect of the present disclosure 1s an i1mage decoding
method for decoding last position mformation indicating a
horizontal position and a vertical position of a last non-zero
coellicient 1n a predetermined order 1n a current block to be
decoded, the image decoding method including: decoding,
by first arithmetic decoding, a coded first partial signal and
a coded second partial signal which are included in a bit
stream, and decoding, by second arithmetic decoding dii-
ferent from the first arithmetic decoding, a coded third
partial signal and a coded fourth partial signal which are
included 1n the bit stream; and reconstructing a first com-
ponent by debinarizing a first binary signal which includes
the decoded first partial signal and the decoded third partial
signal, and reconstructing a second component by debina-
rizing a second binary signal which includes the decoded
second partial signal and the decoded fourth partial signal,
the first component being one of a horizontal component and
a vertical component which are included 1n the last position
information, and the second component being the other of
the horizontal component and the vertical component,
wherein 1n the bit stream, (1) the coded second partial signal
1s placed next to the coded first partial signal, or (i1) the
coded fourth partial signal 1s placed next to the coded third
partial signal.

With this, the last position information can be recon-
structed by decoding of the bit stream 1n which a coded
partial signal 1s followed by a partial signal which has been
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coded by the same arithmetic coding as the preceding partial
signal. This makes 1t possible to reduce the number of times
the arithmetic decoding methods are switched as compared
to the case of decoding a bit stream in which the partial
signals arithmetically coded by different methods are alter-
nately placed. In other words, the last position information

can be ethiciently decoded.

For example, 1n the bit stream, the coded second partial
signal may be placed next to the coded first partial signal,
and the first arthmetic decoding may be context adaptive
binary arithmetic decoding 1n which a variable probability
updated based on a decoded signal 1s used.

With this, context adaptive binary arithmetic decoding
can be used as the first arithmetic decoding. This makes 1t
possible to efliciently decode two coded partial signals in
series by context adaptive binary arithmetic decoding.

For example, in the bit stream, the coded fourth partial
signal may be placed next to the coded third partial signal,
and the second arithmetic decoding may be bypass decoding
in which a fixed probability 1s used.

With this, bypass decoding can be used as the first
arithmetic decoding. It 1s to be noted that bypass decoding
makes parallel processing easier because the variable prob-
ability 1s not used. This makes 1t possible to efliciently
decode two coded partial signals 1n series or in parallel by
bypass decoding.

For example, the coded first partial signal, the coded
second partial signal, the coded third partial signal, and the
coded fourth partial signal may be placed in the bit stream
in the following order: the coded first partial signal, the
coded second partial signal, the coded third partial signal,
and the coded fourth partial signal, the first arithmetic
decoding may be context adaptive binary arithmetic decod-
ing 1 which a variable probability updated based on a
decoded signal 1s used, and the second arithmetic decoding
may be bypass decoding in which a fixed probability 1s used.

With thus, 1t 1s possible to decode the bit stream 1n which
two partial signals coded by bypass coding are placed next
to two partial signals coded by context adaptive binary
arithmetic coding. This makes it possible to further reduce
the number of times the arnthmetic decoding methods are
switched when the last position information 1s decoded,
thereby allowing more eflicient decoding of the last position
information.

For example, the coded first partial signal, the coded
second partial signal, the coded third partial signal, and the
coded fourth partial signal may be placed in the bit stream
in the following order: the coded first partial signal, the
coded second partial signal, the coded fourth partial signal,
and the coded third partial signal, the first arithmetic decod-
ing may be context adaptive binary arithmetic decoding 1n
which a variable probability updated based on a decoded
signal 1s used, and the second arithmetic decoding may be
bypass decoding in which a fixed probability 1s used.

With this, it 1s possible to decode the bit stream 1n which
two partial signals coded by bypass coding are placed next
to two partial signals coded by context adaptive binary
arithmetic coding. This makes it possible to further reduce
the number of times the anthmetic decoding methods are
switched when the last position mformation i1s decoded,
thereby allowing more eflicient decoding of the last position
information.

Furthermore, with this, the bit stream 1s coded 1n which
the coded fourth partial signal 1s placed next to the coded
second partial signal, thereby allowing the second binary
signal to be obtained by a series of decoding processes.
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For example, the image decoding method may further
include switching a decoding process to either a first decod-
ing process compliant with a first standard or a second
decoding process compliant with a second standard, accord-
ing to identification information which 1s added to the bit
stream and indicates either the first standard or the second
standard, wherein when the decoding process 1s switched to
the first decoding process, the decoding and the reconstruct-
ing may be performed as the first decoding process.

This makes it possible to switch between the first decod-
ing process compliant with the first standard and the second
decoding process compliant with the second standard.

It 1s to be noted that these general and specific aspects
may be implemented using a system, an apparatus, an
integrated circuit, a computer program, or a computer-
readable recording medium such as a CD-ROM, or any
combination of systems, apparatuses, integrated circuits,
computer programs, or computer-readable recording media.

Hereinafter, embodiments will be described i1n detail
using the drawings.

It 1s to be noted that each of the embodiments described
below shows a general or specific example. The numerical
values, shapes, materials, structural elements, the arrange-
ment and connection of the structural elements, steps, the
processing order of the steps etc., shown in the following
embodiments are mere examples, and are therefore not
intended to limit the scope of the Claims. Furthermore,
among the structural elements 1n the following embodi-
ments, structural elements not recited in any one of the
independent claims representing the most generic concepts
are described as arbitrary structural elements.
(Embodiment 1)

FIG. 7 1s a block diagram showing a functional configu-
ration ol an 1mage decoding apparatus 100 according to
Embodiment 1. The image decoding apparatus 100 decodes
the last position information. Described here i1s the case
where the coded last position information includes a coded
first partial signal, a coded second partial signal, a coded
third partial signal, and a coded fourth partial signal.

As shown m FIG. 7, the image decoding apparatus 100
includes an anthmetic decoding umit 110 and a reconstruct-
ing unit 104. The anthmetic decoding unit 110 includes a
first decoding unit 101, a second decoding unit 102, and a
decoding control unit 103.

The 1image decoding apparatus 100 obtains a bit stream
BS which includes the coded last position information.

It 1s to be noted that in some cases the bit stream BS does
not include the coded third partial signal or does not include
the coded fourth partial signal. For example, the bit stream
BS does not include the coded third partial signal or does not
include the coded fourth partial signal when a block to be
decoded 1s smaller than a predetermined size, or when the
value (last value) of a first component or a second compo-
nent included in the last position information 1s smaller than
a predetermined value.

Each of the coded first partial signal and the coded second
partial signal corresponds to a prefix part which has been
coded by context adaptive binary arithmetic coding, for
example. Each of the coded third partial signal and the coded
fourth partial signal corresponds to a suthix part which has
been coded by bypass coding, for example.

Here, in the bit stream BS, the coded second partial signal
1s placed next to the coded first partial signal, or, the coded
tourth partial signal 1s placed next to the coded third partial
signal.

More specifically, in the bit stream BS, the coded first
partial signal, the coded second partial signal, the coded
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third partial signal, and the coded fourth partial signal are
placed 1n the following order: the coded first partial signal,
the coded second partial signal, the coded third partial
signal, and the coded fourth partial signal, for example.
Furthermore, in the bit stream BS, the coded first partial
signal, the coded second partial signal, the coded third
partial signal, and the coded fourth partial signal may be
placed 1n the following order: the coded first partial signal,
the coded second partial signal, the coded fourth partial
signal, and the coded third partial signal, for example.

The first decoding unit 101 decodes the coded first partial
signal and the coded second partial signal by first arithmetic
decoding. The first arithmetic decoding 1s context adaptive
binary arithmetic decoding 1n which a variable probability
updated based on a decoded signal 1s used, for example. In
this case, the first decoding unit 101 decodes the coded first
partial signal and the coded second partial signal by context
adaptive binary arithmetic decoding. It 1s to be noted that the
first anithmetic decoding need not be context adaptive binary
arithmetic decoding.

The second decoding unit 102 decodes the coded third
partial signal and the coded fourth partial signal by second
arithmetic decoding. For example, the second arithmetic
decoding 1s bypass decoding in which a fixed probability 1s
used. In this case, the second decoding unit 102 decodes the
coded third partial signal and the coded fourth partial signal
by bypass decoding. In doing so, the second decoding unit
102 may decode the coded third partial signal and the coded
fourth partial signal 1n parallel.

It 1s to be noted that the second arithmetic decodmg need
not be bypass decoding. More specifically, it 1s suflicient as
long as the first arithmetic decoding and the second arith-
metic decoding are different.

The decoding control unit 103 manages, for each part of
the bit stream BS, whether the part 1s the X component or the
Y component of the last position information. It 1s to be
noted that the decoding control unit 103 need not be
included 1n the arithmetic decoding unit 110. That 1s to say,
the 1mage decoding apparatus 100 need not include the
decoding control umit 103. In this case, 1t 1s sullicient as long
as the first decoding unit 101 and the second decoding unit
102 manage the X component and the Y component.

The reconstructing unit 104 reconstructs the first compo-
nent that 1s one of the horizontal component and the vertical
component 1ncluded in the last position information, by
debinarizing a first binary signal which includes the first
partial signal and the third partial signal. Furthermore, the
reconstructing unit 104 reconstructs the second component
that 1s the other of the horizontal component and the vertical
component included in the last position information, by
debinarizing a second binary signal which includes the
second partial signal and the fourth partial signal.

Next, using FIG. 8 A and FIG. 8B, the following describes
in detail operations of the image decoding apparatus 100
having the above configuration.

Hereinaftter, i1t 1s assumed that the first component 1s the
X component and the second component 1s the Y compo-
nent. It 1s also assumed that each of the first partial signal
and the second partial signal 1s the prefix part and each of t e
third partial signal and the fourth partial signal 1s the suflix
part. Furthermore, 1t 1s assumed that the suthx flag of the X
component and the suihix flag of the Y component are set
“OFF” as the default value. It 1s to be noted that the suihx
flag 1s an internal flag indicating whether or not the binary
signal of 1ts corresponding component of the last position
information includes the suflix part.
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FIG. 8A 15 a flowchart showing an example of processing,
operations of the image decoding apparatus 100 according to
Embodiment 1. As for FIG. 8A, the coded prefix part of the
X component, the coded prefix part of the Y component, the
coded suflix part of the X component, and the coded suthx 5
part of the Y component are consecutively placed 1n the bit
stream BS 1n the following order: the coded prefix part of the
X component, the coded prefix part of the Y component, the
coded suflix part of the X component, and the coded suthx
part of the Y component. It 1s to be noted that in some cases 10
the suihix part of each component 1s not included 1n the bit
stream BS depending on the value of the component.

First, the first decoding unit 101 decodes, from the bit
stream BS, the coded prefix part of the X component by
context adaptive binary arithmetic decoding (S101). For 15
example, the first decoding unit 101 arithmetically decodes
the coded prefix part on a one bit-by-one bit basis until a
predetermined maximum length 1s reached or until “1” 1s
decoded.

Next, the first decoding unit 101 determines whether or 20
not the binary signal of the X component includes the suflix
part (5102).

For example, the first decoding unit 101 determines that
the binary signal of the X component includes the suthx part
when the prefix part has the predetermined maximum length 25
and the binary symbol values included 1n the prefix part are
all <07,

It 1s to be noted that the maximum length of the prefix part
1s predetermined according to the transform size, for
example. For example, the maximum length of the prefix 30
part 1s determined 1n the manner shown 1 FIG. 9B or FIG.
9C.

Here, when the binary signal of the X component includes
the suthix part (Yes in S102), the first decoding unit 101 sets
the suilix flag of the X component “ON” (8103). On the 35
other hand, when the binary signal of the X component does
not nclude the suthix part (No 1n S102), the first decoding,
unit 101 does not set the suthix flag of the X component
“ON”. In other words, the suflix tlag of the X component
remains “OFF”, which 1s the default value. It 1s to be noted 40
that the first decoding unit 101 may set the suflix flag of the
X component “OFF” here.

Next, the first decoding unit 101 decodes, by context
adaptive binary arithmetic decoding, the coded prefix part of
the Y component placed next to the coded prefix part of the 45
X component (S104). More specifically, the first decoding
unit 101 decodes the prefix part of the Y component in the
same manner as the decoding of the prefix part of the X
component.

After that, the first decoding unit 101 determines whether 50
or not the binary signal of the Y component includes the
sullix part (S105). More specifically, the first decoding unait
101 determines whether or not the binary signal of the Y
component includes the suilix part in the same manner as the
determination as to whether or not the binary signal of the 55
X component includes the suthix part.

Here, when the binary signal of the Y component includes
the suilix part (Yes in S105), the first decoding unit 101 sets
the suthix flag of the Y component “ON” (8106). On the
other hand, when the binary signal of the Y component does 60
not nclude the suthix part (No 1 S1035), the first decoding,
unit 101 does not set the suthx flag of the Y component
“ON”.

Next, the second decoding unit 102 determines whether or
not the suthx flag of the X component 1s set “ON” (S107). 65
Here, when the suflix flag of the X component 1s set “ON”
(Yes 1n S107), the second decoding unit 102 decodes, by
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bypass decoding, the coded suilix part of the X component
placed next to the coded prefix part of the Y component

(5108). On the other hand. when the suihix flag of the X
component 1s not set “ON” (No in S107), Step S108 1is
skipped.

The reconstructing unit 104 reconstructs the X component
of the last position information by debinarizing the binary
signal of the X component which includes both the prefix
part and the suthix part or which includes the prefix part only
(5109). For example, when the value of the X component 1s
binarized as shown in FIG. 3B, the reconstructing unit 104
reconstructs the X component value *“5” by debinarizing the
binary signal “000010”.

Next, the second decoding unit 102 determines whether or
not the suthix flag of the Y component 1s set “ON" (S110).
Here, when the sullix flag of the Y component 1s set “ON”
(Yes 1n S110), the second decoding unit 102 decodes, by
bypass decoding, the coded suthx part of the Y component
placed next to the coded suflix part of the X component or
placed next to the coded prefix part of the Y component

(S111). On the other hand, when the suilix flag of the Y
component 1s not set “ON” (No 1n S110), Step S111 1s
skipped.

Lastly, the reconstructing umt 104 reconstructs the Y
component of the last position information by debinarizing
the binary signal of the Y component which includes both
the prefix part and the suilix part or which includes the prefix
part only (5112).

It 1s to be noted that although the second decoding unit
102 in FIG. 8A decodes the suihix part of the Y component
(S111) after decoding the suflix part of the X component
(5108), the second decoding unit 102 may decode the suilix
part of the X component and the suflix part of the Y
component 1n parallel. This allows the second decoding unit
102 to arithmetically decode the last position information at
a higher speed.

Next, the following describes the case where the prefix
part and the suilix part of each component are placed in the
bit stream 1n an order different from that in FIG. 8A.

FIG. 8B 1s a flowchart showing another example of
processing operations of the image decoding apparatus 100
according to Embodiment 1. It 1s to be noted that in FIG. 8B,

the processes performed 1n steps denoted by the same
reference signs as those 1n FIG. 8A are basically the same as
the processes described 1n FIG. 8A.

As for F1G. 8B, the coded prefix part of the X component,
the coded prefix part of the Y component, the coded suflix
part of the X component, and the coded sullix part of the Y
component are consecutively placed 1n the bit stream BS 1n
the following order: the coded prefix part of the X compo-
nent, the coded prefix part of the Y component, the coded
suilix part of the Y component, and the coded sullix part of
the X component. It 1s to be noted that 1n some cases the
suilix part of each component 1s not mcluded in the bait
stream BS depending on the value of the component, as 1n
the case of FIG. 8A.

First, the first decoding unit 101 decodes the coded prefix
part of the X component by context adaptive binary arith-
metic decoding (5S101). Then, the first decoding umt 101
determines whether or not the binary signal of the X
component includes the suflix part (S102).

Here, when the binary signal of the X component includes
the suthx part (Yes in S102), the first decoding unit 101 sets
the suflix tlag of the X component “ON” (8103). On the

other hand, when the binary signal of the X component does




US RE47,728 E

17

not include the suflix part (No 1 S102), the first decoding
unit 101 does not set the suthx flag of the X component

GGON?E"
Next, the first decoding unit 101 decodes, by context

adaptive binary arithmetic decoding, the coded prefix part of 5

the Y component placed next to the coded prefix part of the
X component (S104). Then, the first decoding umt 101
determines whether or not the binary signal of the Y
component includes the suflix part (S105).

Here, when the binary signal of the Y component includes
the suihix part (Yes i S103), the second decoding unit 102
decodes, by bypass decoding, the coded suflix part of the Y
component placed next to the coded prefix part of the Y
component (S111). On the other hand, when the binary
signal of the Y component does not include the suflix part
(No 1n S105), Step S111 1s skipped.

Next, the reconstructing unit 104 reconstructs the Y
component of the last position imnformation by debinarizing
the binary signal of the Y component which includes both
the prefix part and the sufhx part or which includes the prefix
part only (5112).

After that, the second decoding unit 102 determines
whether or not the suflix tlag of the X component 1s set “ON”
(S107). Here, when the suthx flag of the X component 1s set
“ON” (Yes 1n S107), the second decodmg umt 102 decodes,
by bypass decoding, the coded suflix part of the X compo-
nent placed next to the coded prefix part or suflix part of the
Y component (S108). On the other hand, when the suflix flag
of the X component 1s not set “ON” (No 1n S107), Step S108
1s skipped.

Lastly, the reconstructing unit 104 reconstructs the X
component of the last position imnformation by debinarizing
the binary signal of the X component which includes both
the prefix part and the suthx part or which includes the prefix
part only (5109).

By consecutively decoding the prefix part and the suflix
part of the Y component 1n the above-described manner, it
1s possible to reconstruct the Y component without holding,
in a memory, mformation indicating whether or not the
binary signal of the Y component includes the suflix part
(here, the suthx flag of the Y component). This reduces the
capacity required of the memory.

It 1s to be noted that 1n the flowcharts shown in FIG. 8A
and FIG. 8B, 1t 1s not necessary to perform the determination
regarding the sullix parts (5102 and S1035), the setting of the
suilix flags (S103 and S106), nor the determination regard-
ing the suthix flags (S107 and S110) when 1t 1s determined 1n
advance based on information included 1n the bit stream, for
example, that the binary signals of the X component and the
Y component each include the suthx part.

Next, the following describes an example of the decoding
process on the coded suthx parts of the X component and the
Y component (S108 and Sill). Described here 1s the case
where the suthix parts are binarized by Golomb-Rice coding.

With the Golomb-Rice coding, the length of each suilix
part 1s not fixed. The suilix part can be divided into two
parts, the first half and the second hallf.

The second half 1s a fixed-length part having a length
indicated by a rice parameter (heremnafter referred to as
“RP”).

The first half can be represented by: “1” that increases in
the unit of a number representable by 2 to the RPth power
(2%%) (e.g., in the unit of “4” when RP is “2”); and “0” that
1s set at the last bit position. More specifically, when RP 1s
“27, the length of the first half increases by 1 bit for each unit
of 2 to the RPth power as follows: 0, 0, 0, 0, 10, 10, 10, 10,
110, 110, 110, 110, . . ..
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It 1s to be noted that here, the amount of information to be
represented by the suilix part 1s known, and thus 1t 1s
possible to omait the last “0”” of the first half when the first
half has the maximum length. For example, when RP 1s <27
and the maximum amount of information 1s “12”, the first

half can be represented by any one of 0, 0, 0, 0, 10, 10, 10,
10, 11, 11, 11, and 11. By omitting the last *“0” of the first
half 1n this manner, the coding amount of the binary signal
can be reduced by 1 bat.

The maximum amount of information can be represented
by the difference between the length in the transform size
and the length of the prefix part. This reduces redundant
bit(s).

It 1s suilicient as long as RP 1s predetermined according to
the transform size as shown in FIG. 9D or FIG. 9E, {for
example. This makes 1t possible to represent the suilix part
with a binary signal having a length adapted to the transform
s1ze, and thus, the coding efliciency can be increased.

The following describes, using FIG. 9A, operations of the
second decoding unit 102 for decoding the suihx part
binarized by Golomb-Rice coding as described above. FIG.
9A 1s a flowchart showing an example of processing opera-
tions of the second decoding unit 102 according to Embodi-
ment 1.

First, the second decoding unit 102 sets an RP value
(S201). More specifically, the second decoding unit 102
refers to a predetermined table, for example, to set the RP
value. The predetermined table 1n this case 1s a table shown
in FIG. 9D or FIG. 9E, for example.

It 1s to be noted that the second decoding unit 102 may set
the RP value without referring to the table. The setting of the
RP value will be described later 1n detail using FIG. 10A to
FIG. 10D.

Next, the second decoding unit 102 sets a Max value
(5202). Here, the Max value indicates the maximum value
of the length of the first half of the Golomb-Rice code. More
specifically, the Max value indicates the shortest length of
the binary signal that can represent a value obtained by
subtracting the maximum length of the prefix part from the
maximum value of the last value. Thus, the second decoding
unmt 102 derives the Max value by (1) subtracting the length
of the prefix part from the maximum value of the last value
and (11) dividing the resultant value by 2 to the RPth power
or performing a right shift operation on the resultant value
by RP bit(s).

It 1s to be noted that the maximum length of the prefix part
may be varied according to the transform size as shown in
FIG. 9B or FIG. 9C.

Next, the second decoding unit 102 decodes, from the bat
stream BS, a signal corresponding to 1 bit of the Golomb-
Rice code by bypass decoding, and increments the count
value (default 1s “0”) by 1 (S203).

Here, when the decoded signal corresponding to 1 bit 1s
“0” (Yes 1 S204), the decoding of the first half of the
Golomb-Rice code finishes, and the process proceeds to
Step 5206.

On the other hand, when the decoded signal 1s not “0”
(when the decoded signal 1s “17) (No in S204), it 1s
determined whether or not the count value 1s equal to the
Max value (5205). Here, when the count value 1s not equal
to the Max value (No 1 S2035), the process returns to Step
S203. More specifically, the second decoding unit 102
decodes a signal corresponding to the next 1 bit of the
Golomb-Rice code by bypass decoding.

On the other hand, when the count value 1s equal to the
Max value (Yes 1n S203), the decoding of the first half of the

suilix part finishes, and the process proceeds to Step S206.
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Next, the second decoding unit 102 decodes the second
half of the Golomb-Rice code (a binary signal having a fixed
length of RP bit(s)) by bypass decoding (5206).

Lastly, the second decoding unit 102 reconstructs the
value represented by Golomb-Rice coding (5207). Here, the
value 1s reconstructed by adding up the second half of the
Golomb-Rice code and a value obtained by shifting, to the
left by the RP bit(s), a value obtained by subtracting 1 from
the value represented by the first half of the Golomb-Rice
code.

It 1s to be noted that 1n some cases the value of the binary
signal of the second half i1s binarized in the form of a
reversed value. In such cases, the second decoding unit 102
performs the reconstruction with this reverse taken into
account. It 1s to be noted that 1t 1s suflicient as long as the
decoding apparatus and the coding apparatus determine 1n
advance whether or not the value of the binary signal 1s to
be reversed. Neither the coding efliciency nor the processing,
load 1s affected regardless of whether or not the value of the
binary signal 1s reversed.

Next, the following describes, using FIG. 10A to FIG.
10D, a method of determining the RP value and the maxi-
mum length of the prefix part.

FIG. 10A shows a method of determining the RP value
and the maximum length of the prefix part according to the
transform size.

First, the second decoding unit 102 obtains the transform
s1ze (S301). Then, the second decoding unit 102 refers to a
table as shown 1n FIG. 9D or FIG. 9E indicating a relation-
ship between the transform size and the RP wvalue, to
determine the RP value associated with the obtained trans-
form size (S302).

Furthermore, the second decoding unit 102 refers to a
table as shown 1 FIG. 9B or FIG. 9C indicating a relation-
ship between the transform size and the maximum length of
the prefix part, to determine the maximum length of the
prefix part (S303).

FIG. 10B shows a method of determining the RP value
and the maximum length of the prefix part according to
prediction information.

First, the second decoding unit 102 obtains prediction
information (S311). The prediction information 1s 1nforma-
tion related to prediction of a transform block which 1s a
current block to be decoded. For example, the prediction
information indicates whether the transform block 1s to be
decoded by intra prediction or inter prediction. Furthermore,
for example, the prediction information may be information
indicating a prediction direction in 1ntra prediction.

Next, the second decoding unit 102 determines the RP
value based on the prediction nformation (S312). For
example, 1t 1s known that in the case of inter prediction, there
are generally less high frequency components than 1n intra
prediction. Thus, when the prediction information indicates
inter prediction, it 1s suilicient as long as the second decod-
ing unit 102 determines such an RP value that allows the X
component and the Y component having small values to be
represented by short binary signals. More specifically, when
the prediction information indicates inter prediction, it 1s
suilicient as long as the second decoding unit 102 determines
an RP value smaller than an RP value determined when the
prediction information indicates intra prediction.

Furthermore, when the direction of intra prediction 1s the
horizontal direction, 1t 1s generally expected that the Y
component of the last position information 1s smaller than
the X component. In view of this, when the prediction
direction of intra prediction 1s the horizontal direction, 1t 1s
suflicient as long as the second decoding unit 102 deter-
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mines, as the RP value of the Y component, an RP value
smaller than the RP value of the X component. It 1s to be
noted that when the prediction direction of intra prediction
1s the vertical direction, it 1s suflicient as long as the second
decoding umit 102 determines, as the RP value of the X
component, an RP value smaller than the RP value of the Y
component.

Lastly, the second decoding unit 102 determines the
maximum length of the prefix part based on the prediction
information (5313).

As described above, the second decoding unit 102 can
vary the code length of the binary signal according to the
prediction mformation, and thus, the coding etliciency can
be increased.

FIG. 10C shows a method of determining the RP value
and the maximum length of the prefix part according to
statistical information.

First, the second decoding unit 102 obtains statistical
information (S321). The statistical information 1s, for
example, information on statistics of the length of the binary
signal of the X component or the Y component included 1n
the last position information of a previously decoded block.

Next, the second decoding unit 102 determines the RP
value based on the statistical information (S322). Lastly, the
second decoding umit 102 determines the maximum length
ol the prefix part based on the statistical information (S323).

As described above, the second decoding umt 102 can
vary the code length of the binary signal according to the
statistical information, and thus, the coding efliciency can be
further 1ncreased.

FIG. 10D shows a method of determining the RP value
and the maximum length of the prefix part according to a
previously-decoded one of the X component and the Y
component.

First, the second decoding unit 102 obtains a previously-
decoded one of the X component and the Y component
(S331). For example, the second decoding unit 102 obtains
a previously-decoded X component when decoding a coded
Y component. Furthermore, for example, the second decod-
ing unit 102 may obtain a previously-decoded Y component
when decoding a coded X component.

Then, the second decoding unit 102 determines, using the
previously-decoded one of the X component and the Y
component, the RP value of the other, yet-to-be-decoded one
of the X component and the Y component (5332). Generally,
it 1s likely that the X component and the Y component have
the same or similar values. Therefore, when the value of a
previously-decoded X component 1s smaller than a certain
value (e.g., half the transform size), for example, the second
decoding umit 102 determines, as the RP value of the Y
component, a value smaller than the RP value of the X
component.

Lastly, the second decoding unit 102 determines, using
the previously-decoded one of the X component and the Y
component, the maximum length of the prefix part of the
other, vet-to-be-decoded one of the X component and the Y
component (S333).

As described above, the second decoding umt 102 can
vary the code length of the binary signal according to a
previously-decoded one of the X component and the Y
component, and thus, the coding efliciency can be further
increased.

It 1s to be noted that the methods of determining the RP
value and the maximum length of the prefix part shown in
FIG. 10A to FIG. 10D may be used in combination. For
example, when there 1s no information to refer to, the second
decoding unit 102 may determine the RP value based on a
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predetermined table, whereas when there 1s information to
refer to, the second decoding unit 102 may determine the RP
value according to the information which can be referred to.

Moreover, the second decoding unit 102 may determine
the maximum length of the prefix part in the same manner
as the RP value. It 1s to be noted that when the values of the
X component and the Y component are predicted to be large,
it 1s suflicient as long as the second decoding unit 102
determines the maximum length of the prefix part to be
shorter than when the X component and the Y component
are predicted to be small. This further increases the coding
ciliciency.

Next, the following describes, using FIG. 11A and FIG.
11B, a time period required for arithmetic decoding of the
coded last position information.

FIG. 11A 1s a diagram for describing an example of
arithmetic decoding according to Embodiment 1. As for
FIG. 11 A, the following describes the case where the coded
prefix part of the X component, the coded prefix part of the
Y component, the coded suflix part of the Y component, and
the coded suflix part of the X component are included 1n the
bit stream BS 1n this order.

The part (a) of FIG. 11A shows an example of the case
where the prefix part and the suflix part of each component
are arithmetically decoded 1n sequence. As for the part (a) of
FIG. 11A, decoding of the prefix part of the X component of
the last position information (LASTX PREFIX), decoding
of the prefix part of the Y component (LASTY_PREFIX),
decoding of the suthx part of the Y component (LASTY _
SUFFIX), and decoding of the suflix part of the X compo-
nent (LASTX_SUFFIX) are performed 1n this order.

Here, one might consider arithmetically decoding the last
position information in parallel i order to increase the
processing speed of the arithmetic decoding. However, since
the prefix part 1s decoded by context adaptive binary arith-
metic decoding, 1t 1s diflicult to perform arithmetic decoding,
in parallel. To be more specific, a variable probability
(probability of symbol occurrence) which 1s updated based
on a coded signal 1s used 1n the arithmetic decoding of the
prefix part. This means that 1t 1s necessary to successively
read and update the probability of symbol occurrence.
Therefore, 1t 1s diflicult to parallelize the anthmetic decoding
of the prefix part.

On the other hand, 1t 1s relatively easy to parallelize the
arithmetic decoding of the suthx part because the suilix part
1s decoded by bypass decoding. To be more specific, the
variable probability updated based on a coded signal 1s not
used 1n the arithmetic decoding of the suflix part, but a fixed
probability (probability of symbol occurrence) i1s used.
Therefore, 1t 1s relatively easy to parallelize the arithmetic
decoding of the suihx part.

In view of this, the arithmetic decoding of the suflix part
may be parallelized bitwise as shown 1n the part (b) of FIG.
11A. This increases the processing speed of the arithmetic
decoding of the last position information.

Moreover, when the process 1s to be further parallelized,
information related to the suflix part may be obtained from
the bit stream BS, and the anithmetic decoding of the suilix
part may start before context adaptive binary arithmetic
decoding 1s completed, as shown 1n the part (¢) of FIG. 11A,
for example. This further increases the speed of decoding of
the last position information.

FIG. 11B 1s a diagram for describing an example of
arithmetic decoding according to a comparable example. As
tor FIG. 11B, the following describes the case where the
coded prefix part of the X component, the coded suthx part
of the X component, the coded prefix part of the Y compo-
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nent, and the coded suilix part of the Y component are
included in the bit stream BS 1n this order.

The part (a) of FIG. 11B shows an example of the case
where the prefix part and the suilix part of each component
are arithmetically decoded 1n sequence. The processing time
required 1n the case of the part (a) of FIG. 11B 1s equal to

the processing time required in the case of the part (a) of
FIG. 11A. However, 1n the case of the part (a) of FIG. 11B,
the number of times switching 1s performed between context
adaptive binary arithmetic decoding and bypass decoding 1s
larger than 1n the case of the part (a) of FIG. 11A.

The part (b) of FIG. 11B 1s a diagram for describing an
example of the case where the arithmetic decoding of the
sullix part 1s parallelized bitwise. As for the part (b) of FIG.
11B, bypass decoding of the suflix part 1s parallelized, and
thus the processing time 1s shorter than 1n the part (a) of FIG.
11B. However, the decoding of the suflix part of the X
component and the decoding of the suihx part of the Y
component cannot be parallelized. Thus, the processing time
in the part (b) of FIG. 11B 1s longer than that in the part (b)
of FIG. 11A.

As described above, the image decoding apparatus 100
according to Embodiment 1 can efliciently decode the last
position mnformation.

More specifically, the image decoding apparatus 100 can
reconstruct the last position information by decoding the bit
stream 1n which the coded binary signals of the X compo-
nent and the Y component included in the last position
information are placed after being classified into a group for
context adaptive binary arithmetic decoding and a group for
bypass decoding. This allows the image decoding apparatus
100 to reduce the number of times the arithmetic decoding
methods are switched. Moreover, the image decoding appa-
ratus 100 can arithmetically decode the coded last position
information at high speed because 1t 1s possible to group
partial signals that are to be decoded by bypass decoding,
which can be performed 1n parallel.

To be more specific, the image decoding apparatus 100
can reconstruct the last position information by decoding the
bit stream 1n which a coded partial signal (e.g., the suilix part
of the X component) 1s followed by a partial signal (e.g., the
suilix part of the Y component) which has been coded by the
same arithmetic coding as the preceding partial signal. Thus,
the 1mage decoding apparatus 100 can reduce the number of
times the arithmetic decoding methods are switched and
clliciently decode the last position information as compared
to the case of decoding a bit stream 1n which partial signals
which have been arithmetically coded by diflerent methods
are alternately placed.

It 1s to be noted that the RP values and the maximum
lengths of the prefix part shown i FIG. 9B to FIG. 9F are
mere examples and there may be different RP values and
different maximum lengths of the prefix part. For example,
the maximum length of the prefix part may be shorter and
the suilix part may be longer. This further enables parallel
arithmetic decoding and further increases the speed of
arithmetic decoding.

It 1s to be noted that each of the structural elements in the
present embodiment may be configured in the form of an
exclusive hardware product, or may be implemented by
executing a soltware program suitable for the structural
clement. Fach structural element may be implemented by
means ol a program executing unit, such as a CPU or a
processor, reading and executing the software program
recorded on a recording medium such as a hard disk or a
semiconductor memory. Here, the software program for
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implementing the image decoding apparatus according to
the present embodiment 1s a program described below.

This program causes a computer to execute an i1mage
decoding method for decoding last position information
indicating a horizontal position and a vertical position of a
last non-zero coellicient in a predetermined order in a
current block to be decoded, the image decoding method
including: decoding, by first arithmetic decoding, a coded
first partial signal and a coded second partial signal which
are included in a bit stream, and decoding, by second
arithmetic decoding different from the first arithmetic decod-
ing, a coded third partial signal and a coded fourth partial
signal which are included in the bit stream; and reconstruct-
ing a first component by debinarizing a first binary signal
which includes the decoded first partial signal and the
decoded third partial signal, and reconstructing a second
component by debinarizing a second binary signal which
includes the decoded second partial signal and the decoded
fourth partial signal, the first component being one of a
horizontal component and a vertical component which are
included 1n the last position information, and the second
component being the other of the horizontal component and
the vertical component, wherein 1n the bit stream, (1) the
coded second partial signal 1s placed next to the coded first
partial signal, or (11) the coded fourth partial signal 1s placed
next to the coded third partial signal.
(Variation of Embodiment 1)

The 1image decoding apparatus 100 according to Embodi-
ment 1 may be included 1n an 1mage decoding apparatus
below. FIG. 12 1s a block diagram showing an example of a

configuration of an 1image decoding apparatus 200 according
to a variation of Embodiment 1.

The 1mage decoding apparatus 200 decodes coded image
data generated by compression coding. For example, the
image decoding apparatus 200 receives coded image data on
a block-by-block basis as a current signal to be decoded. The
image decoding apparatus 200 performs variable-length
decoding, inverse quantization, and inverse transform on the
received current signal to reconstruct image data.

As shown 1n FIG. 12, the image decoding apparatus 200
includes an entropy decoding unit 210, an inverse quanti-
zation and inverse transform unmt 220, an adder 225, a
deblocking filter 230, a memory 240, an intra prediction unit
250, a motion compensation unit 260, and an intra/inter
switch 270.

The entropy decoding unit 210 performs variable-length
decoding on an iput signal (bit stream) to reconstruct
quantized coellicients. Here, the input signal 1s a current
signal to be decoded and corresponds to data on a block-
by-block basis of the coded 1mage data. The coded 1mage
data includes the coded last position mmformation. Further-
more, the entropy decoding unit 210 obtains motion data
from the mput signal and outputs the motion data to the
motion compensation unit 260.

It 1s to be noted that the image decoding apparatus 100
according to Embodiment 1 corresponds to part of the
entropy decoding unit 210. That 1s to say, the entropy
decoding unit 210 decodes the coded last position informa-
tion.

The 1nverse quantization and nverse transform unit 220
performs 1nverse quantization on the quantized coeflicients
reconstructed by the entropy decoding unit 210, to recon-
struct transform coeflicients. Then, the inverse quantization
and inverse transiform unit 220 performs mverse transform
on the transform coetlicients to reconstruct a prediction
eITor.
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The adder 225 adds the prediction error and a prediction
signal to generate a decoded 1mage.

The deblocking filter 230 applies a deblocking filter to the
decoded image. The resultant decoded 1mage 1s outputted as
a decoded signal.

The memory 240 1s a memory for storing a reference
image used in motion compensation. More specifically, the
memory 240 stores the decoded 1image to which the deblock-
ing filter has been applied.

The intra prediction unit 250 performs intra prediction to
generate a prediction signal (intra prediction signal). More
specifically, the intra prediction umt 250 generates an intra
prediction signal by performing intra prediction by reference
to an 1mage neighboring the current block to be decoded
(1nput signal) 1in the decoded 1mage generated by the adder
225,

The motion compensation umt 260 performs motion
compensation based on the motion data outputted by the
entropy decoding unit 210, to generate a prediction signal
(inter prediction signal).

The intra/inter switch 270 selects either the intra predic-
tion signal or the inter prediction signal, and outputs the
selected signal to the adder 225 as the prediction signal.

With the above configuration, the image decoding appa-
ratus 200 decodes the coded image data generated by
compression coding.

(Embodiment 2)

The following describes an 1mage coding apparatus
according to Embodiment 2 using the drawings.

FIG. 13 15 a block diagram showing a functional configu-
ration of an i1mage coding apparatus 300 according to
Embodiment 2. The image coding apparatus 300 codes the
last position information. Described here 1s the case where
the binary signal of the first component (first binary signal)
included 1n the last position information includes the first
partial signal and the third partial signal, whereas the binary
signal of the second component (second binary signal)
included in the last position information includes the second
partial signal and the fourth partial signal.

It 1s to be noted that the first component 1s one of the
horizontal component and the vertical component, and the
second component 1s the other of the horizontal component
and the vertical component.

As shown 1n FIG. 13, the image coding apparatus 300

includes a binarizing unmit 310, an arithmetic coding unit 320,
and a placing unmit 330. The anthmetic coding unit 320
includes a first coding unit 321, a second coding unit 322,
and a coding control unit 323.
The binarizing unit 310 binarizes the first component and
the second component included 1n the last position infor-
mation, to generate the first binary signal and the second
binary signal.

The first coding unit 321 codes, by first arithmetic coding,
the first partial signal that 1s a part of the first binary signal
and the second partial signal that 1s a part of the second
binary signal. The first arithmetic coding 1s, for example,
context adaptive binary arithmetic coding in which a vari-
able probability updated based on a coded signal 1s used. It
1s to be noted that the first arithmetic coding need not be
context adaptive binary arithmetic coding.

The second coding unit 322 codes, by second arithmetic
coding different from the first arithmetic coding, the third
partial signal that 1s another part of the first binary signal and
the fourth partial signal that 1s another part of the second
binary signal. The second arithmetic coding 1s, for example,
bypass coding in which a fixed probability 1s used. It 1s to be
noted that the second arithmetic coding need not be bypass
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coding. That 1s to say, it 1s suflicient as long as the first
arithmetic coding and the second arithmetic coding are
different.

The coding control umit 323 manages which one of the
first to fourth partial signals 1s the signal received by the
arithmetic coding unit 320. It is to be noted that the coding
control unmit 323 need not be included in the arithmetic
coding unit 320. That 1s to say, the 1image coding apparatus
300 need not include the coding control unit 323.

The placing unit 330 places, 1n a bit stream, the coded first
partial signal, the coded second partial signal, the coded
third partial signal, and the coded fourth partial signal. Here,
the placing unit 330 places the coded second partial signal
next to the coded first partial signal, or places the coded
fourth partial signal next to the coded third partial signal.

More specifically, the placing unit 330 may place, for
example, the coded first partial signal, the coded second
partial signal, the coded third partial signal, and the coded
tourth partial signal 1n the bit stream 1n the following order:
the coded first partial signal, the coded second partial signal,
the coded third partial signal, and the coded fourth partial
signal. Furthermore, the placing unit 330 may place, for
example, the coded first partial signal, the coded second
partial signal, the coded third partial signal, and the coded
tourth partial signal 1n the bit stream 1n the following order:
the coded first partial signal, the coded second partial signal,
the coded fourth partial signal, and the coded third partial
signal.

Next, using FIG. 14A and FIG. 14B, the following
describes operations of the image coding apparatus 300
having the above configuration.

Hereinafter, 1t 1s assumed that the first component 1s the
X component and the second component 1s the Y compo-
nent. It 1s also assumed that each of the first partial signal
and the second partial signal 1s the prefix part and each of the
third partial signal and the fourth partial signal 1s the suflix
part. Furthermore, 1t 1s assumed that the suthx flag of the X
component and the sufhix flag of the Y component are set
“OFF” as the default value. It 1s to be noted that the suthx
flag 1s an internal flag indicating whether or not the binary
signal of 1ts corresponding component of the last position
information includes the suilix part.

FIG. 14A 15 a tlowchart showing an example of process-
ing operations of the image coding apparatus 300 according
to Embodiment 2. To be more specific, FIG. 14A shows a
coding method for generating a bit stream which 1s decod-
able by the decoding method shown in FIG. 8A.

First, the binarizing unit 310 binarizes each of the X
component and the Y component of the last position infor-
mation (S401). More specifically, the binarizing umt 310
binarizes each of the X component and the Y component
(last values) as shown in FIG. 15, for example. Here, the
suilix part 1s binarized by Golomb-Rice coding.

Next, the first coding unit 321 codes, by context adaptive
binary arithmetic coding, the prefix part of the X component
included 1n the last position mformation (S402).

Context adaptive binary arithmetic coding 1s coding cor-
responding to context adaptive binary arithmetic decoding
shown 1n FIG. 4. With context adaptive binary arithmetic
coding, contexts are switched according to a condition, and
a probability of symbol occurrence corresponding to the
context switched to 1s obtained. Then, a binary symbol 1s
arithmetically coded using the obtained probability of sym-
bol occurrence. Furthermore, the probability value corre-
sponding to the context 1s updated according to the coded
binary symbol value (see Non Patent Literature 1).
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Next, the first coding unit 321 determines whether or not
the binary signal of the X component includes the suthx part
(5403). More specifically, the first coding unit 321 deter-
mines whether or not the binary signal of the X component
includes the suflix part in the same manner as 1 Step S102

in FIG. 8A.

Here, when the binary signal of the X component includes
the suthix part (Yes in S403), the first coding unit 321 sets the
suflix flag of the X component “ON” (S404). On the other

hand, when the binary signal of the X component does not
include the suflix part (No 1n S403), the first coding umt 321
does not set the suflix flag of the X component “ON”. In
other words, the suthx flag of the X component remains
“OFF”. It 15 to be noted that the first coding unit 321 may set
the sutlix flag of the X component “OFF” here.

Next, the first coding unit 321 codes, by context adaptive
binary arithmetic coding, the prefix part of the Y component
included 1n the last position iformation (S405). After that,
the first coding umt 321 determines whether or not the
binary signal of the Y component includes the sutlix part
(S4006).

Here, when the binary signal of the Y component includes
the suthix part (Yes 1n S406), the first coding unit 321 sets the
suflix flag of the Y component “ON” (5407). On the other
hand, when the binary signal of the Y component does not
include the suilix part (No 1n S406), the first coding unit 321
does not set the suihix flag of the Y component “ON”.

Next, the second coding unit 322 determines whether or

not the suthx flag of the X component 1s set “ON"" (5408).
Here, when the suflix flag of the X component 1s set “ON”
(Yes 1n S408), the second coding unit 322 codes the suilix
part of the X component by bypass coding (S409). On the
other hand, when the suthix flag of the X component 1s not
set “ON” (No 1n S408), Step S409 15 skipped.
The second coding unit 322 determines whether or not the
sullix flag of the Y component 1s set “ON” (S410). Here,
when the sutlix flag of the Y component 1s set “ON” (Yes in
5410), the second coding unit 322 codes the suthx part of the
Y component by bypass coding (S411). On the other hand,
when the suilix flag of the Y component 1s not set “ON” (No
in S410). Step S411 1s skipped.

Lastly, the placing unit 330 places, in the bit stream BS,
the coded prefix part of the X component, the coded prefix
part ol the Y component, the coded suthx part of the X
component, and the coded suflix part of the Y component 1n
this order (S412). Here, the placing unit 330 places, 1n the
bit stream BS, the prefix part and the suihix part of each
component 1n the order in which they have been coded.

Next, the following describes the case where the prefix
part and the suilix part of each component are placed 1n the
bit stream in an order different from FIG. 14A.

FIG. 14B 1s a flowchart showing another example of
processing operations of the image coding apparatus 300
according to Embodiment 2. To be more specific, FIG. 14B
shows a coding method for generating a bit stream which 1s
decodable by the decoding method shown 1n FIG. 8B. It 1s
to be noted that in FIG. 14B, the processes performed in
steps denoted by the same reference signs as those in FIG.
14A are basically the same as the processes described in
FIG. 14A.

First, the binarizing unit 310 binarizes each of the X
component and the Y component of the last position infor-
mation (S401). Next, the first coding unit 321 codes, by
context adaptive binary arithmetic coding, the prefix part of

the X component included 1n the last position information
(5402).
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Next, the first coding unit 321 determines whether or not
the binary signal of the X component includes the suthx part
(S403). Here, when the binary signal of the X component
includes the sutlix part (Yes 1in S403), the first coding unit
321 sets the suilix flag of the X component “ON” (5404). On

the other hand, when the binary signal of the X component
does not include the sutlix part (No in S403), the first coding
unit 321 does not set the suihx flag of the X component
GGON??‘

Then, the first coding unit 321 codes the prefix part of the
Y component by context adaptive binary arithmetic coding,

(S405). After that, the first coding unit 321 determines
whether or not the binary signal of the Y component includes
the suthx part (5406).

Here, when the binary signal of the Y component includes
the sutlix part (Yes in S406), the second coding unit 322
codes the suflix part of the Y component by bypass coding

(S411). On the other hand, when the binary signal of the Y

component does not include the suilix part (No 1 S406),
Step S411 1s skipped.

Next, the second coding unit 322 determines whether or
not the suthx flag of the X component 1s set “ON" (5408).
Here, when the suflix flag of the X component 1s set “ON”
(Yes 1n S408), the second coding unit 322 codes the suflix
part of the X component by bypass coding (S409). On the
other hand, when the suilix flag of the X component 1s not
set “ON” (No 1n S408), Step S409 1s skipped.

Lastly, the placing unit 330 places, 1n the bit stream BS,
the coded prefix part of the X component, the coded preﬁx
part ol the Y component, the coded suflix part of the Y
component, and the coded suflix part of the X component 1n
this order (S512). Here, the placing unit 330 places, 1n the
bit stream BS, the prefix part and the suihx part of each
component 1n the order 1n which they have been coded.

By consecutively coding the prefix part and the suihx part
of the Y component in the above-described manner, 1t 1s
possible to code the binary signal of the Y component
without holding, in a memory, mformation indicating
whether or not the binary signal of the Y component includes
the suflix part (the suthx flag of the Y component i FIG.
14A). This reduces the capacity required of the memory.

It 1s to be noted that 1n the flowcharts shown 1n FIG. 14A
and FIG. 14B, 1t 1s not necessary to perform the determi-
nation regarding the suihx parts (S403 and S406), the setting
of the suthx flags (5404 and S407), and the determination
regarding the suthx flags (S408 and S410) when 1t 1s
determined 1n advance that the binary signals of the X
component and the Y component each include the suihx
part.

Next, using FIG. 15, the following briefly describes a
method of coding the prefix part and the suflix part included
in the last position information.

FIG. 15 1s a diagram showing an example of binary
signals of the last position information when the block size
1s 16x16. In FIG. 15, the maximum length of the prefix part
1s “4” and RP 1s “2”.

When the prefix part 1s shorter than the maximum length
of the prefix part, the first coding unit 321 codes, by context
adaptive binary arithmetic coding, as many “0” as the
number mdicated by the value of the X component. Lastly,
the first coding unit 321 codes “1” by context adaptive
binary arithmetic coding. In this case, the binary signal of
the X component does not include the suthix part, and thus
the coding of the X component finishes here.

On the other hand, when the prefix part 1s longer than the
maximum length of the prefix part, the first coding umt 321
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codes, by context adaptive binary arithmetic coding, as
many “0” as the number of the maximum length.

Next, the second coding unit 322 codes the first half of the
suilix part. More specifically, the second coding unit 322
adds “1” to the first half 1n the umt of the number repre-
sentable by 2 to the RPth power (e.g., 1n the unit of “4” when
RP 1s “2), codes the resultant value, and lastly codes “0”.

That 1s to say, when the value of the X component 1s
greater than or equal to 4 and less than 8, the second coding
unit 322 only codes “0” as the first half. When the value of
the X component i1s greater than or equal to 8 and less than
12, the second coding unit 322 codes “10” as the first half.
When the value of the X component 1s greater than or equal
to 12 and less than 16, the second coding unit 322 codes
“110” as the first half.

It 1s to be noted that 1n the example of FIG. 15, the amount
of information to be represented by the suihix part 1s “12”
(16—4=12), and thus, when the value of the X component 1s
greater than or equal to 12 and less than 16, instead of coding
“110” as the first half, “11”” which 1s obtained by omitting the
last “0” of “110” 1s coded. This reduces the code length.

Next, the second coding unit 322 codes the second half of
the suthx part. The second half 1s a fixed-length part having
a length indicated by the RP value. In the example of FIG.
15, the second half indicates a value which 1s obtained by
binarizing a number among the numbers up to 2 to the RPth
power and outputting the resultant value from the number on
the left to the number on the right. More specifically, the
second halfl indicates a value obtained by binarizing 0, 1, 2,
or 3. This 1s a mere example, and the coding efliciency 1s not
allected 1n particular as long as there 1s consistency between
the method used by the coding apparatus and the method
used by the decoding apparatus.

It 1s to be noted that even in FIG. 14A and FIG. 14B, 1t
1s possible to parallelize the coding of the suflix part and
increase the speed of arithmetic coding as mn FIG. 11A
described in Embodiment 1.

As described above, with the image coding apparatus 300
according to the present embodiment, 1n a bit stream, a
coded partial signal (e.g., the suthx part of the X component)
1s followed by a partial signal (e.g., the sutlix part of the Y
component) which has been coded by the same arithmetic
coding as the preceding partial signal. Thus, when the
arithmetically coded last position information 1s decoded, 1t
1s possible to reduce the number of times the arithmetic
decoding methods are switched as compared to the case
where the partial signals anthmetlcally coded by different
methods are alternately placed. That 1s to say, the image
coding apparatus 300 can output a bit stream from which the
last position mformation can be efliciently decoded.

It 1s to be noted that each of the structural elements in the
present embodiment may be configured in the form of an
exclusive hardware product, or may be implemented by
executing a software program suitable for the structural
clement. Each structural element may be implemented by
means of a program executing unit, such as a CPU or a
processor, reading and executing the software program
recorded on a recording medium such as a hard disk or a
semiconductor memory. Here, the software program for
implementing the 1mage coding apparatus according to the
present embodiment 1s a program described below.

This program causes a computer to execute an 1mage
coding method for coding last position information indicat-
ing a horizontal position and a vertical position of a last
non-zero coetlicient 1 a predetermined order 1n a current
block to be coded, the image coding method including:
binarizing a first component and a second component to
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generate a first binary signal and a second binary signal,
respectively, the first component being one of a horizontal
component and a vertical component which are included 1n
the last position information, and the second component
being the other of the horizontal component and the vertical
component; coding a first partial signal and a second partial
signal by first arithmetic coding, and coding a third partial
signal and a fourth partial signal by second arithmetic
coding different from the first arithmetic coding, the first
partial signal being a part of the first binary signal, the
second partial signal being a part of the second binary signal,
the third partial signal being another part of the first binary
signal, and the fourth partial signal being another part of the
second binary signal; and placing the coded first partial
signal, the coded second partial signal, the coded third
partial signal, and the coded fourth partial signal 1n a bit
stream, wherein 1n the placing, (1) the coded second partial
signal 1s placed next to the coded first partial signal, or (i1)
the coded fourth partial signal 1s placed next to the coded
third partial signal.

(Varniation of Embodiment 2)

The 1image coding apparatus 300 according to Embodi-
ment 2 may be included 1n an image coding apparatus below.
FIG. 16 1s a block diagram showing an example of a
configuration of an 1mage coding apparatus 400 according to
a variation of Embodiment 2.

The mmage coding apparatus 400 performs compression
coding on image data. For example, the image coding
apparatus 400 receives the 1image data on a block-by-block
basis as an input signal. The image coding apparatus 400
performs transform, quantization, and variable-length cod-
ing on the input signal to generate a coded signal (bit
stream).

As shown 1n FIG. 16, the image coding apparatus 400
includes a subtractor 405, a transform and quantization unit
410, an entropy coding unit 420, an inverse quantization and
inverse transform unit 430, an adder 4335, a deblocking filter
440, a memory 450, an intra prediction unit 460, a motion
estimation unit 470, a motion compensation unit 480, and an
intra/inter switch 490.

The subtractor 405 calculates a diflerence between the
input signal and the prediction signal as a prediction error.

The transform and quantization unit 410 transforms the
prediction error 1n the spatial domain to generate transform
coellicients 1 the frequency domain. For example, the
transform and quantization unit 410 performs discrete cosine
transform (DCT) on the prediction error to generate the
transiorm coeflicients. Furthermore, the transform and quan-
tization unit 410 quantizes the transform coeflicients to
generate quantized coeflicients.

The entropy coding unit 420 performs variable-length
coding on the quantized coeflicients to generate a coded
signal. Furthermore, the entropy coding unit 420 codes
motion data (e.g., motion vector) detected by the motion
estimation unit 470, to output the coded signal with the
motion data included therein.

It 1s to be noted that the image coding apparatus 300
according to Embodiment 2 corresponds to part of the
entropy coding unit 420. That 1s to say, the entropy coding
unit 420 codes the last position information.

The 1nverse quantization and nverse transform unit 430
performs 1nverse quantization on the quantized coeflicients
to reconstruct transform coetflicients. Furthermore, the
inverse quantization and inverse transiform unit 430 per-
forms 1nverse transiorm on the reconstructed transform
coellicients to reconstruct a prediction error. It 1s to be noted
that the reconstructed prediction error lacks information due
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to the quantization and thus 1s not the same as the prediction
error generated by the subtractor 405. In other words, the
reconstructed prediction error contains a quantization error.
The adder 435 adds up the reconstructed prediction error
and a prediction signal to generate a local decoded 1mage.
The deblocking filter 440 applies a deblocking filter to the
local decoded image.

The memory 450 1s a memory for storing a reference
image used in motion compensation. More specifically, the
memory 450 stores the local decoded 1image to which the
deblocking filter has been applied.

The intra prediction unit 460 performs intra prediction to
generate a prediction signal (intra prediction signal). More
specifically, the intra prediction unit 460 generates an intra
prediction signal by performing intra prediction by reference
to an 1mage neighboring the current block to be coded (input
signal) in the local decoded 1mage generated by the adder
435.

The motion estimation unit 470 detects motion data (e.g.,
motion vector) between the mput signal and the reference
image stored in the memory 4350.

The motion compensation umt 480 performs motion
compensation based on the motion data to generate a pre-
diction signal (inter prediction signal).

The intra/inter switch 490 selects either the intra predic-
tion signal or the inter prediction signal, and outputs the
selected signal to the subtractor 405 and the adder 433 as the
prediction signal.

With the above configuration, the image coding apparatus
400 performs compression coding on the image data.

Although only some exemplary embodiments have been
described above, the scope of the Claims of the present
application 1s not limited to these embodiments. Those
skilled 1n the art will readily appreciate that various modi-
fications may be made 1n these exemplary embodiments and
that other embodiments may be obtained by arbitrarily
combining the structural elements of the embodiments with-
out materially departing from the novel teachings and
advantages of the subject matter recited in the appended
Claims. Accordingly, all such modifications and other
embodiments are included in the present disclosure.

For example, although each embodiment above has spe-
cifically described the decoding or coding of the last position
information, 1t 1s also possible to decode and code the X
component and the Y component of a motion vector in the
same manner as that described above. More specifically, it 1s
possible to perform coding and decoding without buflering
information indicating whether or not the suflix part of the
Y component 1s present, by placing a bypass-coded part
including the suilix part of the Y component and a posmve/
negative code and a bypass-coded part including the suflix
part of the X component and a positive/negative code next
to the prefix part of the X component (context-adaptive-
coded part) and the prefix part of the Y component (context-
adaptive-coded part). It 1s to be noted that the details of
motion vector information are described in detail in Non
Patent Literature 1 and thus a description thereof 1s omitted
here.

Furthermore, although the suflix part is binarized by
Golomb-Rice coding 1n each embodiment above, the suihix
part may be binarized with a different method. For example,
the sullix part may be binarized with a fixed length as shown
in FIG. 3A to FIG. 3D.

Moreover, the method of binarizing the X component and
the Y component in each embodiment above 1s a mere
example, and they may be binarized with a different bina-
rizing method. For example, 1n FIG. 3A to FIG. 3D, the last




US RE47,728 E

31

value may be binarized with “0” and *“1” reversed. More
specifically, 1n FIG. 3B, the last value “3” may be binarized
into “1110”, for example.

Furthermore, although each embodiment above has
shown the example where (1) the prefix part of the X
component, the prefix part of the Y component, the suihx
part of the X component, and the suflix part of the Y
component are placed 1n this order or (11) the prefix part of
the X component, the prefix part of the Y component, the
sullix part of the Y component, and the suflix part of the X
component are placed 1n this order, the placing order of these
prefix and suflix parts 1s not limited to this example. For
example, the prefix part of the Y component and the prefix
part of the X component may be placed in this order.
(Embodiment 3)

The processing described 1n each of embodiments can be
simply implemented 1n an independent computer system, by
recording, in a recording medium, a program for implement-
ing the configurations of the moving picture coding method
(image coding method) and the moving picture decoding
method (image decoding method) described 1 each of
embodiments. The recording media may be any recording
media as long as the program can be recorded, such as a
magnetic disk, an optical disk, a magnetic optical disk, an IC
card, and a semiconductor memory.

Hereinatter, the applications to the moving picture coding,
method (1image coding method) and the moving picture
decoding method (1mage decoding method) described 1n
cach of embodiments and systems using thercol will be
described. The system has a feature of having an image
coding and decoding apparatus that includes an image
coding apparatus using the image coding method and an
image decoding apparatus using the 1mage decoding
method. Other configurations 1n the system can be changed
as appropriate depending on the cases.

FIG. 17 1llustrates an overall configuration of a content
providing system ex100 for implementing content distribu-
tion services. The area for providing communication ser-
vices 1s divided into cells of desired size, and base stations
ex106, ex107, ex108, ex109, and ex110 which are fixed
wireless stations are placed 1n each of the cells.

The content providing system ex100 1s connected to
devices, such as a computer ex111, a personal digital assis-
tant (PDA) ex112, a camera ex113, a cellular phone ex114
and a game machine ex115, via the Internet ex101, an
Internet service provider ex102, a telephone network ex104,
as well as the base stations ex106 to ex110, respectively.

However, the configuration of the content providing sys-
tem ex100 1s not limited to the configuration shown 1n FIG.
17, and a combination in which any of the elements are
connected 1s acceptable. In addition, each device may be
directly connected to the telephone network ex104, rather
than via the base stations ex106 to ex110 which are the fixed
wireless stations. Furthermore, the devices may be intercon-
nected to each other via a short distance wireless commu-
nication and others.

The camera ex113, such as a digital video camera, 1s
capable of capturing video. A camera €x116, such as a digital
camera, 1s capable of capturing both still images and video.
Furthermore, the cellular phone ex114 may be the one that
meets any of the standards such as Global System for Mobile

Communications (GSM) (registered trademark), Code Divi-
sion Multiple Access (CDMA), Wideband-Code Division

Multiple Access (W-CDMA), Long Term Evolution (LTE),
and High Speed Packet Access (HSPA). Alternatively, the
cellular phone ex114 may be a Personal Handyphone Sys-

tem (PHS).
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In the content providing system ex100, a streaming server
ex103 1s connected to the camera ex113 and others via the
telephone network ex104 and the base station ex109, which
enables distribution of 1mages of a live show and others. In
such a distribution, a content (for example, video of a music
live show) captured by the user using the camera ex113 1s
coded as described above 1n each of embodiments (i.e., the
camera functions as the image coding apparatus according to
an aspect of the present disclosure), and the coded content
1s transmitted to the streaming server ex103. On the other
hand, the streaming server ex103 carries out stream distri-
bution of the transmitted content data to the clients upon
their requests. The clients include the computer ex111, the
PDA ex112, the camera ex113, the cellular phone ex114, and
the game machine ex115 that are capable of decoding the
above-mentioned coded data. Each of the devices that have
received the distributed data decodes and reproduces the
coded data (1.e., functions as the 1image decoding apparatus
according to an aspect of the present disclosure).

The captured data may be coded by the camera ex113 or
the streaming server ex103 that transmits the data, or the
coding processes may be shared between the camera ex113
and the streaming server ex103. Similarly, the distributed
data may be decoded by the clients or the streaming server
ex103, or the decoding processes may be shared between the
clients and the streaming server ex103. Furthermore, the
data of the still images and video captured by not only the
camera ex113 but also the camera ex116 may be transmitted
to the streaming server ex103 through the computer ex111.
The coding processes may be performed by the camera
ex116, the computer ex111, or the streaming server ex103,
or shared among them.

Furthermore, the coding and decoding processes may be
performed by an LSI ex500 generally included 1n each of the
computer ex111 and the devices. The LSI ex500 may be
configured of a single chip or a plurality of chips. Software
for coding and decoding video may be integrated into some
type of a recording medium (such as a CD-ROM, a flexible
disk, and a hard disk) that 1s readable by the computer ex111
and others, and the coding and decoding processes may be
performed using the software. Furthermore, when the cel-
lular phone ex114 1s equipped with a camera, the video data
obtained by the camera may be transmitted. The video data
1s data coded by the LSI ex500 included 1n the cellular phone
ex114.

Furthermore, the streaming server ex103 may be com-
posed of servers and computers, and may decentralize data
and process the decentralized data, record, or distribute data.

As described above, the clients may receive and repro-
duce the coded data 1n the content providing system ex100.
In other words, the clients can receive and decode informa-
tion transmitted by the user, and reproduce the decoded data
in real time 1n the content providing system ex100, so that
the user who does not have any particular right and equip-
ment can 1implement personal broadcasting.

Aside from the example of the content providing system
ex100, at least one of the moving picture coding apparatus
(1mage coding apparatus) and the moving picture decoding
apparatus (image decoding apparatus) described 1n each of
embodiments may be implemented 1n a digital broadcasting
system €x200 1llustrated 1 FIG. 18. More specifically, a
broadcast station ex201 communicates or transmits, via
radio waves to a broadcast satellite ex202, multiplexed data
obtained by multiplexing audio data and others onto video
data. The video data 1s data coded by the moving picture
coding method described 1n each of embodiments (i.e., data
coded by the image coding apparatus according to an aspect




US RE47,728 E

33

of the present disclosure). Upon receipt of the multiplexed
data, the broadcast satellite ex202 transmits radio waves for
broadcasting. Then, a home-use antenna €x204 with a sat-
ellite broadcast reception function receives the radio waves.
Next, a device such as a television (receiver) ex300 and a set
top box (STB) ex217 decodes the recerved multiplexed data,
and reproduces the decoded data (i.e., functions as the image
decoding apparatus according to an aspect of the present
disclosure).

Furthermore, a reader/recorder ex218 (1) reads and
decodes the multiplexed data recorded on a recording

medium ex215, such as a DVD and a BD, or (1) codes video

signals in the recording medium ex215, and in some cases,
writes data obtained by multiplexing an audio signal on the
coded data. The reader/recorder ex218 can include the
moving picture decoding apparatus or the moving picture
coding apparatus as shown 1n each of embodiments. In this
case, the reproduced video signals are displayed on the
monitor €x219, and can be reproduced by another device or
system using the recording medium ex215 on which the
multiplexed data 1s recorded. It 1s also possible to implement
the moving picture decoding apparatus 1n the set top box
ex217 connected to the cable ex203 for a cable television or
to the antenna ex204 for satellite and/or terrestrial broad-
casting, so as to display the video signals on the monitor
ex219 of the television ex300. The moving picture decoding
apparatus may be implemented not 1n the set top box but 1n
the television ex300.

FIG. 19 illustrates the television (receiver) ex300 that
uses the moving picture coding method and the moving
picture decoding method described 1n each of embodiments.
The television €x300 includes: a tuner ex301 that obtains or
provides multiplexed data obtained by multiplexing audio
data onto video data, through the antenna ex204 or the cable
ex203, etc. that recerves a broadcast; a modulation/demodu-
lation unit ex302 that demodulates the recerved multiplexed
data or modulates data into multiplexed data to be supplied
outside; and a multiplexing/demultiplexing unit ex303 that
demultiplexes the modulated multiplexed data into video
data and audio data, or multiplexes video data and audio data
coded by a signal processing unit ex306 into data.

The television ex300 further includes: a signal processing,
unit €x306 including an audio signal processing unit ex304
and a video signal processing unit ex305 that decode audio
data and video data and code audio data and video data,
respectively (which function as the image coding apparatus
and the image decoding apparatus according to the aspects
of the present disclosure); and an output unit €x309 includ-
ing a speaker ex307 that provides the decoded audio signal,
and a display unit ex308 that displays the decoded video
signal, such as a display. Furthermore, the television ex300
includes an interface unit €x317 including an operation mput
unit ex312 that receives an input ol a user operation.
Furthermore, the television ex300 includes a control unit
ex310 that controls overall each constituent element of the
television €x300, and a power supply circuit unit ex311 that
supplies power to each of the elements. Other than the
operation mput unit €x312, the interface unit €x317 may
include: a bridge ex313 that 1s connected to an external
device, such as the reader/recorder ex218; a slot unit ex314
for enabling attachment of the recording medium ex216,
such as an SD card; a driver ex315 to be connected to an
external recording medium, such as a hard disk; and a
modem ex316 to be connected to a telephone network. Here,
the recording medium ex216 can electrically record infor-
mation using a non-volatile/volatile semiconductor memory
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clement for storage. The constituent elements of the televi-
sion €x300 are connected to each other through a synchro-
nous bus.

First, the configuration in which the television ex300
decodes multiplexed data obtained from outside through the
antenna €x204 and others and reproduces the decoded data
will be described. In the television ex300, upon a user
operation through a remote controller €x220 and others, the
multiplexing/demultiplexing unit ex303 demultiplexes the
multiplexed data demodulated by the modulation/demodu-
lation unit ex302, under control of the control unit ex310
including a CPU. Furthermore, the audio signal processing
unit €ex304 decodes the demultiplexed audio data, and the
video signal processing unit €x305 decodes the demulti-
plexed video data, using the decoding method described in
cach of embodiments, in the television €x300. The output
unit €x309 provides the decoded video signal and audio
signal outside, respectively. When the output unit ex309
provides the video signal and the audio signal, the signals
may be temporarily stored in buifers ex318 and ex319, and
others so that the signals are reproduced 1n synchronization
with each other. Furthermore, the television ex300 may read
multiplexed data not through a broadcast and others but
from the recording media ex215 and ex216, such as a
magnetic disk, an optical disk, and a SD card. Next, a
configuration 1n which the television €x300 codes an audio
signal and a video signal, and transmits the data outside or
writes the data on a recording medium will be described. In
the television ex300, upon a user operation through the
remote controller ex220 and others, the audio signal pro-
cessing unit €x304 codes an audio signal, and the video
signal processing unit €x305 codes a video signal, under
control of the control unit ex310 using the coding method
described 1n each of embodiments. The multiplexing/demul-
tiplexing unit ex303 multiplexes the coded video signal and
audio signal, and provides the resulting signal outside. When
the multiplexing/demultiplexing unit ex303 multiplexes the
video signal and the audio signal, the signals may be
temporarily stored in the buflers ex320 and ex321, and
others so that the signals are reproduced 1n synchronization
with each other. Here, the bullers ex318, €x319, €x320, and
ex321 may be plural as illustrated, or at least one bufler may
be shared 1n the television €x300. Furthermore, data may be
stored 1n a bufler so that the system overtlow and underflow
may be avoided between the modulation/demodulation unit
ex302 and the multiplexing/demultiplexing unit ex303, for
example.

Furthermore, the television ex300 may include a configu-
ration for receiving an AV input from a microphone or a
camera other than the configuration for obtaining audio and
video data from a broadcast or a recording medium, and may
code the obtained data. Although the television ex300 can
code, multiplex, and provide outside data 1n the description,
it may be capable of only receiving, decoding, and providing
outside data but not the coding, multiplexing, and providing
outside data.

Furthermore, when the reader/recorder ex218 reads or
writes multiplexed data from or on a recording medium, one
of the television €x300 and the reader/recorder €x218 may
decode or code the multiplexed data, and the television
ex300 and the reader/recorder €x218 may share the decoding
or coding.

As an example, FIG. 20 illustrates a configuration of an
information reproducing/recording unit ex400 when data 1s
read or written from or on an optical disk. The information
reproducing/recording unit ex400 includes constituent ele-

ments ex401, ex402, ex403, ex404, ex405, ex406, and
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ex407 to be described heremaiter. The optical head ex401
irradiates a laser spot 1n a recording surface of the recording
medium ex215 that 1s an optical disk to write information,
and detects reflected light from the recording surface of the
recording medium €x2135 to read the information. The modu-
lation recording unit ex402 electrically drives a semicon-
ductor laser included in the optical head ex401, and modu-
lates the laser light according to recorded data. The
reproduction demodulating unit ex403 amplifies a reproduc-
tion signal obtained by electrically detecting the reflected
light from the recording surface using a photo detector
included 1n the optical head ex401, and demodulates the
reproduction signal by separating a signal component
recorded on the recording medium ex213 to reproduce the
necessary mformation. The bufler ex404 temporarily holds
the information to be recorded on the recording medium
ex215 and the information reproduced from the recording
medium ex215. The disk motor ex405 rotates the recording
medium ex215. The servo control unit ex406 moves the
optical head ex401 to a predetermined information track
while controlling the rotation drive of the disk motor ex405
so as to follow the laser spot. The system control unit ex407
controls overall the information reproducing/recording unit
ex400. The reading and writing processes can be imple-
mented by the system control unit ex407 using various
information stored in the bufler ex404 and generating and
adding new information as necessary, and by the modulation
recording unit €x402, the reproduction demodulating unit
ex403, and the servo control unit ex406 that record and
reproduce imnformation through the optical head ex401 while
being operated 1n a coordinated manner. The system control
unit ex407 includes, for example, a microprocessor, and
executes processing by causing a computer to execute a
program for read and write.

Although the optical head ex401 1rradiates a laser spot 1n
the description, 1t may perform high-density recording using,
near field light.

FI1G. 21 illustrates the recording medium ex215 that 1s the
optical disk. On the recording surface of the recording
medium ex213, guide grooves are spirally formed, and an
information track ex230 records, 1n advance, address infor-
mation indicating an absolute position on the disk according
to change 1n a shape of the guide grooves. The address
information includes information for determining positions
of recording blocks €x231 that are a unit for recording data.
Reproducing the information track €x230 and reading the
address information 1n an apparatus that records and repro-
duces data can lead to determination of the positions of the
recording blocks. Furthermore, the recording medium ex215
includes a data recording area €x233, an inner circumierence
area ex232, and an outer circumierence area ex234. The data
recording area €x233 1s an area for use 1n recording the user
data. The inner circumierence area e€x232 and the outer
circumierence area €x234 that are inside and outside of the
data recording area €x233, respectively are for specific use
except for recording the user data. The information repro-
ducing/recording unit 400 reads and writes coded audio,
coded video data, or multiplexed data obtained by multi-
plexing the coded audio and video data, from and on the data
recording area €x233 of the recording medium ex215.

Although an optical disk having a layer, such as a DVD
and a BD 1s described as an example in the description, the
optical disk 1s not limited to such, and may be an optical disk
having a multilayer structure and capable of being recorded
on a part other than the surface. Furthermore, the optical disk
may have a structure for multidimensional recording/repro-
duction, such as recording of information using light of
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colors with different wavelengths 1n the same portion of the
optical disk and for recording information having different
layers from various angles.

Furthermore, a car ex210 having an antenna e€x205 can
receive data from the satellite ex202 and others, and repro-
duce video on a display device such as a car navigation
system ex211 set in the car ex210, 1n the digital broadcasting
system ex200. Here, a configuration of the car navigation
system ex211 will be a configuration, for example, including

a GPS receiving unit from the configuration illustrated 1n
FIG. 19. The same will be true for the configuration of the
computer ex111, the cellular phone ex114, and others.

FIG. 22 A illustrates the cellular phone ex114 that uses the
moving picture coding method and the moving picture
decoding method described in embodiments. The cellular
phone ex114 includes: an antenna €x350 for transmitting and
receiving radio waves through the base station ex110; a
camera unit €x3635 capable of capturing moving and still
images; and a display unmit €x358 such as a liquid crystal
display for displaying the data such as decoded wvideo
captured by the camera unit €x365 or received by the
antenna €x350. The cellular phone ex114 further includes: a
main body umt including an operation key unit €x366; an
audio output unit €x357 such as a speaker for output of
audio; an audio input unit €x356 such as a microphone for
input of audio; a memory unit €x367 for storing captured
video or still pictures, recorded audio, coded or decoded data
of the received video, the still pictures, e-mails, or others;
and a slot unit ex364 that 1s an 1nterface unit for a recording
medium that stores data 1n the same manner as the memory
unit €x367.

Next, an example of a configuration of the cellular phone
ex114 will be described with reference to FIG. 22B. In the
cellular phone ex114, a main control unit ex360 designed to
control overall each unit of the main body including the
display unit ex358 as well as the operation key unit ¢x366
1s connected mutually, via a synchronous bus e€x370, to a
power supply circuit unit ex361, an operation input control
unmt €x362, a video signal processing unit ex355, a camera
interface unit €x363, a liquid crystal display (LCD) control
unit €x359, a modulation/demodulation unit ex352, a mul-
tiplexing/demultiplexing unit €x353, an audio signal pro-
cessing unit ex354, the slot unit ex364, and the memory unit
ex307.

When a call-end key or a power key 1s turned ON by a
user’s operation, the power supply circuit unit ex361 sup-
plies the respective units with power from a battery pack so
as to activate the cell phone ex114.

In the cellular phone ex114, the audio signal processing
unit €x354 converts the audio signals collected by the audio
mput unit €x356 1n voice conversation mode nto digital
audio signals under the control of the main control unit
ex360 including a CPU, ROM, and RAM. Then, the modu-
lation/demodulation umit ex3352 performs spread spectrum
processing on the digital audio signals, and the transmitting
and recerving unit €x351 performs digital-to-analog conver-
s1ion and frequency conversion on the data, so as to transmit
the resulting data via the antenna €x3350. Also, 1n the cellular
phone ex114, the transmitting and receiving unit ex3351
amplifies the data received by the antenna €x350 in voice
conversation mode and performs frequency conversion and
the analog-to-digital conversion on the data. Then, the
modulation/demodulation unit ex352 performs 1nverse
spread spectrum processing on the data, and the audio signal
processing unit ex354 converts 1t into analog audio signals,
so as to output them via the audio output unit ex357.
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Furthermore, when an e-mail in data communication
mode 1s transmitted, text data of the e-mail inputted by
operating the operation key unit ex366 and others of the
main body 1s sent out to the main control unit €x360 via the
operation input control unit ex362. The main control unit
ex360 causes the modulation/demodulation umt ex352 to
perform spread spectrum processing on the text data, and the
transmitting and receiving umt €x351 performs the digital-
to-analog conversion and the frequency conversion on the
resulting data to transmit the data to the base station ex110
via the antenna ex350. When an e-mail 1s received, process-
ing that 1s approximately inverse to the processing for
transmitting an e-mail 1s performed on the received data, and
the resulting data 1s provided to the display unit ex358.

When video, still images, or video and audio in data
communication mode 1s or are transmitted, the video signal
processing unit €x355 compresses and codes video signals
supplied from the camera unit €x3635 using the moving
picture coding method shown in each of embodiments (1.¢.,
functions as the 1mage coding apparatus according to the
aspect of the present disclosure), and transmits the coded
video data to the multiplexing/demultiplexing unit €x353. In
contrast, during when the camera unit ex365 captures video,
still 1mages, and others, the audio signal processing unit
ex354 codes audio signals collected by the audio mnput unit
ex356, and transmits the coded audio data to the multiplex-
ing/demultiplexing unit cx353.

The multiplexing/demultiplexing unit ex353 multiplexes
the coded video data supplied from the video signal pro-
cessing unit €x355 and the coded audio data supplied from
the audio signal processing unit ex354, using a predeter-
mined method. Then, the modulation/demodulation unit
(modulation/demodulation circuit umt) ex352 performs
spread spectrum processing on the multiplexed data, and the
transmitting and receiving unit €x3351 performs digital-to-
analog conversion and frequency conversion on the data so
as to transmit the resulting data via the antenna ex3350.

When receiving data of a video file which 1s linked to a
Web page and others 1n data communication mode or when
receiving an e-mail with video and/or audio attached, in
order to decode the multiplexed data received via the
antenna €x350, the multiplexing/demultiplexing unit ex353
demultiplexes the multiplexed data into a video data bit
stream and an audio data bit stream, and supplies the video
signal processing unit €x355 with the coded video data and
the audio signal processing unit ex354 with the coded audio
data, through the synchronous bus €x370. The video signal
processing unit €x355 decodes the video signal using a
moving picture decoding method corresponding to the mov-
ing picture coding method shown in each of embodiments
(1.e., functions as the image decoding apparatus according to
the aspect of the present disclosure), and then the display
unit ex338 displays, for instance, the video and still 1images
included 1n the video file linked to the Web page via the LCD
control unit €x359. Furthermore, the audio signal processing
unit ex354 decodes the audio signal, and the audio output
unit ex357 provides the audio.

Furthermore, similarly to the television ex300, a terminal
such as the cellular phone ex114 probably have 3 types of
implementation configurations including not only (1) a trans-
mitting and receiving terminal including both a coding
apparatus and a decoding apparatus, but also (11) a transmiut-
ting terminal including only a coding apparatus and (111) a
receiving terminal including only a decoding apparatus.
Although the digital broadcasting system ex200 receives and
transmits the multiplexed data obtained by multiplexing
audio data onto video data in the description, the multi-
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plexed data may be data obtained by multiplexing not audio
data but character data related to video onto video data, and
may be not multiplexed data but video data 1tself.

As such, the moving picture coding method and the
moving picture decoding method 1n each of embodiments
can be used 1n any of the devices and systems described.
Thus, the advantages described 1n each of embodiments can
be obtained.

Furthermore, the present disclosure 1s not limited to
embodiments, and various modifications and revisions are
possible without departing from the scope of the present
disclosure.

(Embodiment 4)

Video data can be generated by switching, as necessary,
between (1) the moving picture coding method or the moving
picture coding apparatus shown 1n each of embodiments and
(11) a moving picture coding method or a moving picture
coding apparatus 1n conformity with a diflerent standard,
such as MPEG-2, MPEG-4 AVC, and VC-1.

Here, when a plurality of video data that conforms to the
different standards 1s generated and 1s then decoded, the
decoding methods need to be selected to conform to the
different standards. However, since to which standard each
of the plurality of the video data to be decoded conforms
cannot be detected, there 1s a problem that an appropriate
decoding method cannot be selected.

In order to solve the problem, multiplexed data obtained
by multiplexing audio data and others onto video data has a
structure i1ncluding 1dentification information indicating to
which standard the video data conforms. The specific struc-
ture of the multiplexed data including the video data gen-
crated 1n the moving picture coding method and by the
moving picture coding apparatus shown 1n each of embodi-
ments will be hereinaiter described. The multiplexed data 1s
a digital stream in the MPEG-2 Transport Stream format.

FIG. 23 1llustrates a structure of the multiplexed data. As
illustrated 1n FIG. 23, the multiplexed data can be obtained
by multiplexing at least one of a video stream, an audio
stream, a presentation graphics stream (PG), and an inter-
active graphics stream. The video stream represents primary
video and secondary video of a movie, the audio stream (1G)
represents a primary audio part and a secondary audio part
to be mixed with the primary audio part, and the presentation
graphics stream represents subtitles of the movie. Here, the
primary video 1s normal video to be displayed on a screen,
and the secondary video 1s video to be displayed on a smaller
window 1n the primary video. Furthermore, the interactive
graphics stream represents an interactive screen to be gen-
erated by arranging the GUI components on a screen. The
video stream 1s coded 1n the moving picture coding method
or by the moving picture coding apparatus shown in each of
embodiments, or 1n a moving picture coding method or by
a moving picture coding apparatus in conformity with a
conventional standard, such as MPEG-2, MPEG-4 AVC, and
VC(C-1. The audio stream 1s coded in accordance with a
standard, such as Dolby-AC-3, Dolby Dagital Plus, MLP,
DTS, DTS-HD, and linear PCM.

Each stream included 1in the multiplexed data 1s 1dentified
by PID. For example, Ox1011 1s allocated to the video
stream to be used for video of a movie, 0x1100 to Ox111F
are allocated to the audio streams, 0x1200 to Ox121F are
allocated to the presentation graphics streams, 0x1400 to
0x141F are allocated to the interactive graphics streams,
0x1B00 to Ox1B1F are allocated to the video streams to be
used for secondary video of the movie, and 0x1AO00 to
Ox1A1F are allocated to the audio streams to be used for the
secondary audio to be mixed with the primary audio.
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FI1G. 24 schematically 1llustrates how data 1s multiplexed.
First, a video stream ex235 composed of video frames and
an audio stream e€x238 composed ol audio frames are
transformed into a stream of PES packets ex236 and a
stream ol PES packets €x239, and further into TS packets
ex237 and TS packets €x240, respectively. Similarly, data of
a presentation graphics stream ex241 and data of an inter-
active graphics stream e€x244 are transformed 1nto a stream
of PES packets ex242 and a stream of PES packets ex245,
and further into TS packets ex243 and TS packets €x246,
respectively. These TS packets are multiplexed into a stream
to obtain multiplexed data ex247.

FI1G. 25 1llustrates how a video stream 1s stored 1n a stream
of PES packets in more detail. The first bar in FIG. 25 shows
a video frame stream 1n a video stream. The second bar
shows the stream of PES packets. As indicated by arrows
denoted as yyl, yy2, yy3, and yy4 1n FIG. 25, the video
stream 1s divided into pictures as I pictures, B pictures, and
P pictures each of which 1s a video presentation unit, and the
pictures are stored in a payload of each of the PES packets.
Each of the PES packets has a PES header, and the PES
header stores a Presentation Time-Stamp (PTS) indicating a
display time of the picture, and a Decoding Time-Stamp
(DTS) indicating a decoding time of the picture.

FIG. 26 illustrates a format of TS packets to be finally
written on the multiplexed data. Each of the TS packets 1s a
188-byte fixed length packet including a 4-byte TS header
having information, such as a PID for identifying a stream
and a 184-byte TS payload for storing data. The PES packets
are divided, and stored in the TS payloads, respectively.
When a BD ROM 1s used, each of the TS packets 1s given
a 4-byte TP_Extra_Header, thus resulting 1n 192-byte source
packets. The source packets are written on the multiplexed
data. The TP Extra Header stores information such as an
Arrnival_Time_ Stamp (ATS). The ATS shows a transfer start
time at which each of the TS packets 1s to be transferred to
a PID filter. The source packets are arranged in the multi-
plexed data as shown at the bottom of FIG. 26. The numbers
incrementing from the head of the multiplexed data are
called source packet numbers (SPNs).

Each of the TS packets included 1n the multiplexed data
includes not only streams of audio, video, subtitles and
others, but also a Program Association Table (PAT), a
Program Map Table (PMT), and a Program Clock Reference
(PCR). The PAT shows what a PID 1 a PMT used 1n the
multiplexed data indicates, and a PID of the PAT 1itself 1s
registered as zero. The PMT stores PIDs of the streams of
video, audio, subtitles and others included 1n the multiplexed
data, and attribute information of the streams corresponding
to the PIDs. The PMT also has various descriptors relating,
to the multiplexed data. The descriptors have information
such as copy control information showing whether copying
of the multiplexed data 1s permitted or not. The PCR stores
STC time mformation corresponding to an ATS showing
when the PCR packet 1s transferred to a decoder, 1n order to
achieve synchronization between an Arrival Time Clock
(ATC) that 1s a time axis of AT'Ss, and an System Time Clock
(STC) that 1s a time axis of PTSs and DTSs.

FI1G. 27 1llustrates the data structure of the PMT 1n detal.
A PMT header 1s disposed at the top of the PMT. The PMT
header describes the length of data included in the PMT and
others. A plurality of descriptors relating to the multiplexed
data 1s disposed after the PMT header. Information such as
the copy control information 1s described 1n the descriptors.
After the descriptors, a plurality of pieces of stream infor-
mation relating to the streams included in the multiplexed
data 1s disposed. Each piece of stream information includes
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stream descriptors each describing information, such as a
stream type for 1dentifying a compression codec of a stream,
a stream PID, and stream attribute information (such as a
frame rate or an aspect ratio). The stream descriptors are
equal 1n number to the number of streams in the multiplexed
data.

When the multiplexed data 1s recorded on a recording
medium and others, 1t 1s recorded together with multiplexed
data information files.

Each of the multiplexed data information files 1s manage-
ment information of the multiplexed data as shown in FIG.
28. The multiplexed data information files are 1n one to one
correspondence with the multiplexed data, and each of the
files includes multiplexed data information, stream attribute
information, and an entry map.

As illustrated 1n FIG. 28, the multiplexed data information
includes a system rate, a reproduction start time, and a
reproduction end time. The system rate indicates the maxi-
mum transier rate at which a system target decoder to be
described later transiers the multiplexed data to a PID filter.
The intervals of the ATSs included 1n the multiplexed data
are set to not higher than a system rate. The reproduction
start time 1ndicates a PTS 1n a video frame at the head of the
multiplexed data. An interval of one frame 1s added to a PTS
in a video frame at the end of the multiplexed data, and the
PTS 1s set to the reproduction end time.

As shown 1n FIG. 29, a piece of attribute information 1s
registered 1n the stream attribute information, for each PID
of each stream included 1n the multiplexed data. Each piece
of attribute information has different information depending
on whether the corresponding stream 1s a video stream, an
audio stream, a presentation graphics stream, or an interac-
tive graphics stream. Each piece of video stream attribute
information carries information including what kind of
compression codec 1s used for compressing the video
stream, and the resolution, aspect ratio and frame rate of the
pieces of picture data that 1s included 1n the video stream.
Each piece of audio stream attribute information carries
information including what kind of compression codec 1s
used for compressing the audio stream, how many channels
are included i the audio stream, which language the audio
stream supports, and how high the sampling frequency is.
The video stream attribute information and the audio stream
attribute information are used for mnitialization of a decoder
betfore the player plays back the information.

In the present embodiment, the multiplexed data to be
used 1s of a stream type included 1in the PMT. Furthermore,
when the multiplexed data 1s recorded on a recording
medium, the video stream attribute information included 1n
the multiplexed data information 1s used. More specifically,
the moving picture coding method or the moving picture
coding apparatus described 1n each of embodiments includes
a step or a unit for allocating unique information indicating
video data generated by the moving picture coding method
or the moving picture coding apparatus 1n each of embodi-
ments, to the stream type included in the PMT or the video
stream attribute information. With the configuration, the
video data generated by the moving picture coding method
or the moving picture coding apparatus described in each of
embodiments can be distinguished from video data that
conforms to another standard.

Furthermore, FIG. 30 illustrates steps of the moving
picture decoding method according to the present embodi-
ment. In Step exS100, the stream type 1included 1n the PMT
or the video stream attribute information included in the
multiplexed data information 1s obtained from the multi-
plexed data. Next, in Step exS101, it 1s determined whether
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or not the stream type or the video stream attribute infor-
mation indicates that the multiplexed data 1s generated by
the moving picture coding method or the moving picture
coding apparatus i each of embodiments. When 1t 1s
determined that the stream type or the video stream attribute 5
information indicates that the multiplexed data 1s generated
by the moving picture coding method or the moving picture
coding apparatus 1n each ol embodiments, 1n Step e€x5102,
decoding 1s performed by the moving picture decoding
method 1in each of embodiments. Furthermore, when the 10
stream type or the video stream attribute information indi-
cates conformance to the conventional standards, such as
MPEG-2, MPEG-4 AVC, and VC-1, 1n Step exS103, decod-
ing 1s performed by a moving picture decoding method 1n
conformity with the conventional standards. 15

As such, allocating a new unique value to the stream type
or the video stream attribute information enables determi-
nation whether or not the moving picture decoding method
or the moving picture decoding apparatus that 1s described
in each of embodiments can perform decoding. Even when 20
multiplexed data that conforms to a different standard 1s
input, an appropriate decoding method or apparatus can be
selected. Thus, 1t becomes possible to decode mmformation
without any error. Furthermore, the moving picture coding,
method or apparatus, or the moving picture decoding 25
method or apparatus in the present embodiment can be used
in the devices and systems described above.

(Embodiment 5)

Each of the moving picture coding method, the moving
picture coding apparatus, the moving picture decoding 30
method, and the moving picture decoding apparatus in each
of embodiments 1s typically achieved in the form of an
integrated circuit or a Large Scale Integrated (LLSI) circuait.

As an example of the LSI, FIG. 31 illustrates a configuration
of the LSI ex300 that 1s made into one chip. The LSI ex500 35

includes elements ex501, ex502, ex503, ex504, ex505,
ex506, ex507, ex508, and ex509 to be described below, and
the elements are connected to each other through a bus
ex510. The power supply circuit umt ex305 1s activated by
supplying each of the elements with power when the power 40
supply circuit unit ex505 1s turned on.

For example, when coding 1s performed, the LSI ex500
receives an AV signal from a microphone ex117, a camera
ex113, and others through an AV 10 €x509 under control of
a control unit ex501 including a CPU ex502, a memory 45
controller ex503, a stream controller ex504, and a driving
frequency control unit e€x512. The received AV signal is
temporarily stored 1in an external memory ex511, such as an
SDRAM. Under control of the control unit ex501, the stored
data 1s segmented into data portions according to the pro- 50
cessing amount and speed to be transmitted to a signal
processing unit €x307. Then, the signal processing unit
ex507 codes an audio signal and/or a video signal. Here, the
coding of the video signal 1s the coding described 1n each of
embodiments. Furthermore, the signal processing unit ex507 55
sometimes multiplexes the coded audio data and the coded
video data, and a stream 10 ex306 provides the multiplexed
data outside. The provided multiplexed data 1s transmitted to
the base station ex107, or written on the recording medium
ex215. When data sets are multiplexed, the data should be 60
temporarily stored in the bufler ex508 so that the data sets
are synchronized with each other.

Although the memory ex511 1s an element outside the LSI
ex500, 1t may be included in the LSI ex300. The bufler
ex508 1s not limited to one bufler, but may be composed of 65
buflers. Furthermore, the LSI ex500 may be made into one
chip or a plurality of chips.
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Furthermore, although the control unit ex501 includes the
CPU ex502, the memory controller ex303, the stream con-
troller ex504, the driving frequency control unit ex512, the
configuration of the control unit ex501 1s not limited to such.
For example, the signal processing unit ex507 may further
include a CPU. Inclusion of another CPU in the signal
processing unit ex307 can improve the processing speed.
Furthermore, as another example, the CPU ex502 may serve
as or be a part of the signal processing unit ex307, and, for
example, may include an audio signal processing unit. In
such a case, the control unit ex501 includes the signal
processing unit ex507 or the CPU ex3502 including a part of
the signal processing unit ex507.

The name used here 1s LSI, but it may also be called IC,
system LSI, super LSI, or ultra LSI depending on the degree
ol 1ntegration.

Moreover, ways to achieve integration are not limited to
the LSI, and a special circuit or a general purpose processor
and so forth can also achieve the integration. Field Program-
mable Gate Array (FPGA) that can be programmed after
manufacturing LSIs or a reconfigurable processor that
allows re-configuration of the connection or configuration of
an L.SI can be used for the same purpose.

In the future, with advancement 1n semiconductor tech-
nology, a brand-new technology may replace LSI. The
functional blocks can be mtegrated using such a technology.
The possibility 1s that the present disclosure 1s applied to
biotechnology.

(Embodiment 6)

When video data generated in the moving picture coding
method or by the moving picture coding apparatus described
in each of embodiments 1s decoded, compared to when video
data that conforms to a conventional standard, such as
MPEG-2, MPEG-4 AVC, and VC-1 1s decoded, the process-
ing amount probably increases. Thus, the LSI ex500 needs
to be set to a driving frequency higher than that of the CPU
ex502 to be used when video data in conformity with the
conventional standard 1s decoded. However, when the driv-
ing frequency 1s set higher, there 1s a problem that the power
consumption increases.

In order to solve the problem, the moving picture decod-
ing apparatus, such as the television €x300 and the LSI
ex500 1s configured to determine to which standard the
video data conforms, and switch between the drniving fre-
quencies according to the determined standard. FIG. 32
illustrates a configuration €x800 1n the present embodiment.
A driving frequency switching umt ex803 sets a driving
frequency to a higher driving frequency when video data 1s
generated by the moving picture coding method or the
moving picture coding apparatus described in each of
embodiments. Then, the driving frequency switching unit
ex803 instructs a decoding processing unit ex801 that
executes the moving picture decoding method described 1n
cach of embodiments to decode the video data. When the
video data conforms to the conventional standard, the driv-
ing frequency switching unit ex803 sets a driving frequency
to a lower driving frequency than that of the video data
generated by the moving picture coding method or the
moving picture coding apparatus described in each of
embodiments. Then, the driving frequency switching unit
ex803 1nstructs the decoding processing umt ¢x802 that
conforms to the conventional standard to decode the video
data.

More specifically, the dnving frequency switching unit
ex803 includes the CPU ex3502 and the driving frequency
control unit ex512 1n FIG. 31. Here, each of the decoding
processing umt ex801 that executes the moving picture
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decoding method described 1n each of embodiments and the
decoding processing unit ex802 that conforms to the con-
ventional standard corresponds to the signal processing unit
to ex507 1n FIG. 31. The CPU ex502 determines to which
standard the video data conforms. Then, the drniving fre-
quency control unit ex512 determines a driving frequency
based on a signal from the CPU ex302. Furthermore, the
signal processing umt ex507 decodes the video data based
on the signal from the CPU ex3502. For example, the
identification information described in Embodiment 4 1is
probably used for identifying the video data. The identifi-
cation information 1s not limited to the one described 1n
Embodiment 4 but may be any information as long as the
information indicates to which standard the video data
conforms. For example, when which standard video data
conforms to can be determined based on an external signal
for determiming that the video data 1s used for a television or
a disk, etc., the determination may be made based on such
an external signal. Furthermore, the CPU ex502 selects a
driving frequency based on, for example, a look-up table 1n
which the standards of the video data are associated with the
driving frequencies as shown in FIG. 34. The drniving
frequency can be selected by storing the look-up table 1n the
butler ex508 and 1n an mternal memory of an LSI, and with
reference to the look-up table by the CPU ex502.

FIG. 33 illustrates steps for executing a method in the
present embodiment. First, 1n Step exS200, the signal pro-
cessing unit €x507 obtains identification mmformation from
the multiplexed data. Next, in Step exS201, the CPU ex502
determines whether or not the video data 1s generated by the
coding method and the coding apparatus described 1n each
of embodiments, based on the identification information.
When the video data 1s generated by the moving picture
coding method and the moving picture coding apparatus
described 1n each of embodiments, 1n Step exS202, the CPU
ex502 transmits a signal for setting the driving frequency to
a higher driving frequency to the driving frequency control
unit ex312. Then, the driving frequency control unit ex512
sets the driving frequency to the higher driving frequency.
On the other hand, when the identification information
indicates that the video data conforms to the conventional
standard, such as MPEG-2, MPEG-4 AVC, and VC-1, 1n
Step exS203, the CPU ex502 transmits a signal for setting
the driving frequency to a lower dniving frequency to the
driving frequency control unit ex512. Then, the drniving
frequency control unit ex312 sets the driving frequency to
the lower driving frequency than that in the case where the
video data 1s generated by the moving picture coding
method and the moving picture coding apparatus described
in each of embodiment.

Furthermore, along with the switching of the driving
frequencies, the power conservation effect can be improved
by changing the voltage to be applied to the LSI ex500 or an
apparatus including the LSI e¢x500. For example, when the
driving frequency 1s set lower, the voltage to be applied to
the LSI ex500 or the apparatus including the LSI ex3500 1s
probably set to a voltage lower than that 1n the case where
the driving frequency 1s set higher.

Furthermore, when the processing amount for decoding 1s
larger, the driving frequency may be set higher, and when the
processing amount for decoding 1s smaller, the driving
frequency may be set lower as the method for setting the
driving frequency. Thus, the setting method 1s not limited to
the ones described above. For example, when the processing,
amount for decoding video data in conformity with MPEG-4
AVC 1s larger than the processing amount for decoding
video data generated by the moving picture coding method
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and the moving picture coding apparatus described 1n each
of embodiments, the driving frequency i1s probably set 1n
reverse order to the setting described above.

Furthermore, the method for setting the driving frequency
1s not limited to the method for setting the driving frequency
lower. For example, when the identification information
indicates that the video data 1s generated by the moving
picture coding method and the moving picture coding appa-
ratus described 1n each of embodiments, the voltage to be
applied to the LSI ex500 or the apparatus including the LSI
ex500 1s probably set higher. When the 1dentification infor-
mation indicates that the video data conforms to the con-
ventional standard, such as MPEG-2, MPEG-4 AVC, and
VC(C-1, the voltage to be applied to the LSI ex500 or the
apparatus including the LSI ex500 1s probably set lower. As
another example, when the 1dentification information indi-
cates that the video data 1s generated by the moving picture
coding method and the moving picture coding apparatus
described 1n each of embodiments, the driving of the CPU
ex502 does not probably have to be suspended. When the
identification information indicates that the video data con-
forms to the conventional standard, such as MPEG-2,
MPEG-4 AVC, and VC-1, the driving of the CPU ex3502 1s
probably suspended at a given time because the CPU ex502
has extra processing capacity. Even when the identification
information indicates that the video data 1s generated by the
moving picture coding method and the moving picture
coding apparatus described 1n each of embodiments, in the
case where the CPU ex302 has extra processing capacity, the
driving of the CPU ex502 1s probably suspended at a given
time. In such a case, the suspending time 1s probably set
shorter than that in the case where when the i1dentification
information indicates that the video data conforms to the
conventional standard, such as MPEG-2, MPEG-4 AVC, and
VC-1.

Accordingly, the power conservation eflect can be
improved by switching between the driving frequencies 1n
accordance with the standard to which the video data
conforms. Furthermore, when the LSI ex500 or the appara-
tus 1including the LSI ex500 1s driven using a battery, the
battery life can be extended with the power conservation
ellect.

(Embodiment 7)

There are cases where a plurality of video data that
conforms to different standards, 1s provided to the devices
and systems, such as a television and a cellular phone. In
order to enable decoding the plurality of video data that
conforms to the diferent standards, the signal processing
umt ex3507 of the LSI ex500 needs to conform to the
different standards. However, the problems of increase in the
scale of the circuit of the LSI ex500 and increase 1n the cost
arise with the individual use of the signal processing units
ex507 that conform to the respective standards.

In order to solve the problem, what 1s conceived 1s a
configuration in which the decoding processing unit for
implementing the moving picture decoding method
described 1n each of embodiments and the decoding pro-
cessing unit that conforms to the conventional standard,
such as MPEG-2, MPEG-4 AVC, and VC-1 are partly
shared. Ex900 1in FIG. 35A shows an example of the
configuration. For example, the moving picture decoding
method described 1n each of embodiments and the moving
picture decoding method that conforms to MPEG-4 AVC
have, partly in common, the details of processing, such as
entropy coding, imverse quantization, deblocking filtering,
and motion compensated prediction. The details of process-

ing to be shared probably include use of a decoding pro-
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cessing unit €x902 that conforms to MPEG-4 AVC. In
contrast, a dedicated decoding processing unit ex901 1is
probably used for other processing unique to an aspect of the
present disclosure. Since the aspect of the present disclosure
1s characterized by entropy decoding in particular, for
example, the dedicated decoding processing unit ex901 1s
used for entropy decoding. Otherwise, the decoding pro-
cessing unit 1s probably shared for one of deblocking
filtering, motion compensation, and 1mverse quantization or
all of the processing. The decoding processing unit for
implementing the moving picture decoding method
described 1n each of embodiments may be shared for the
processing to be shared, and a dedicated decoding process-
ing unit may be used for processing unique to that of

MPEG-4 AVC.

Furthermore, ex1000 1n FIG. 35B shows another example
in that processing 1s partly shared. This example uses a
configuration including a dedicated decoding processing
unit ex1001 that supports the processing unique to an aspect
of the present disclosure, a dedicated decoding processing
unit ex1002 that supports the processing unique to another
conventional standard, and a decoding processing unit
ex1003 that supports processing to be shared between the
moving picture decoding method according to the aspect of
the present disclosure and the conventional moving picture
decoding method. Here, the dedicated decoding processing
units ex1001 and ex1002 are not necessarily specialized for
the processing according to the aspect of the present disclo-
sure and the processing of the conventional standard, respec-
tively, and may be the ones capable of implementing general
processing. Furthermore, the configuration of the present
embodiment can be implemented by the LSI ex500.

As such, reducing the scale of the circuit of an LSI and
reducing the cost are possible by sharing the decoding
processing unit for the processing to be shared between the
moving picture decoding method according to the aspect of
the present disclosure and the moving picture decoding
method 1n conformity with the conventional standard.
Industrial Applicability

The 1mage coding apparatus and the image decoding
apparatus according to an aspect of the present disclosure
are applicable to television recervers, digital video recorders,
car navigation systems, mobile phones, digital cameras, or
digital video cameras, for example.

The invention claimed 1s:

1. A decoding method for decoding last position infor-
mation indicating a horizontal position and a vertical posi-
tion of a last non-zero coellicient in a predetermined order
within a current block to be decoded, the current block being,
included 1n a picture and including a plurality of coethicients,
the decoding method comprising:

obtaining a bitstream including a first partial signal, a

second partial signal, a third partial signal, and a fourth
partial signal, in this order;

performing first arithmetic decoding on the first partial

signal and the [third] second partial signal respectively
to obtain a decoded first partial signal and a decoded
[third] second partial signal, the first arithmetic decod-
ing being context adaptive arithmetic decoding using a
variable probability that 1s updated based on decoded
last position mformation of a decoded block different
from the current block:

generating a first flag that indicates when the decoded

first partial signal is greater than ov equal to a prede-
termined value;
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generating a second flag that indicates when the decoded
second partial signal is greater than ov equal to the
predetermined value;
when the first flag is generated, performing second arith-
metic decoding on the [second] ¢kird partial signal, and
when the second flag is generated, performing second
arithmetic decoding on the fourth partial signal, respec-
tively, to obtain a decoded [second] #zird partial signal
and a decoded fourth partial signal, the second arith-
metic decoding being bypass decoding without using a
[fixed] variable probability;

deriving a horizontal component of the last position
information indicating the horizontal position of the
non-zero coellicient from the decoded first partial sig-
nal and the decoded third partial signal; [and]

deriving a vertical component of the last position infor-
mation 1ndicating the vertical position of the non-zero
coellicient from the decoded second partial signal and
the decoded fourth partial signal; and

reconstructing the horizontal component of the last posi-

tion information and the vertical component of the last
position information to provide decoded last position
information for the current block in the picture.

2. A decoding apparatus which decodes last position
information indicating a horizontal position and a vertical
position of a last non-zero coeflicient in a predetermined
order within a current block to be decoded, the current block
being included in a picture and including a plurality of
coellicients, the decoding apparatus comprising:

electrical processing circuitry; and

storage coupled to the electrical processing circuitry;

wherein the electrical processing circuitry, which

includes one or more processors and one or more

integrated circuits, 1s configured to perform the fol-

lowing using the storage:

obtaining a bitstream including a first partial signal, a
second partial signal, a third partial signal, and a
fourth partial signal, 1n this order;

performing first arithmetic decoding on the first partial
signal and the [third] second partial signal respec-
tively to obtain a decoded first partial signal and a
decoded [third] second partial signal;

generating a first flag that indicates when the decoded
first partial signal is greater than ov equal to a
predetermined value;

generating a second flag that indicates when the
decoded second partial signal is greater than or
equal to the predetermined value;

when the first flag is generated, performing second
arithmetic decoding on the [second] thkird partial
signal and when the second flag is generated, per-
forming second arithmetic decoding on the fourth
partial signal, respectively, to obtain a decoded [sec-
ond] third partial signal and a decoded fourth partial
signal, the second arithmetic decoding being difler-
ent from the first anthmetic decoding;

deriving a horizontal component of the last position
information indicating the horizontal position of the
non-zero coellicient from the decoded first partial
signal and the decoded third partial signal; and

deriving a vertical component of the last position
information indicating the vertical position of the
non-zero coetlicient from the decoded second partial
signal and the decoded fourth partial signal.

3. A decoding apparatus which decodes last position
information indicating a horizontal position and a vertical
position of a last non-zero coeflicient 1n a predetermined
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order within a current block to be decoded, the current block
being included i1n a picture and including a plurality of
coellicients, the decoding apparatus comprising:

an obtainer configured to obtain a bitstream including a

first partial signal, a second partial signal, a third partial
signal, and a fourth partial signal, in this order;

an arithmetic decoder configured to:

perform a {irst arithmetic decoding on the first partial
signal and the [third] second partial signal respec-
tively to obtain a decoded first partial signal and a
decoded [third] second partial signal; Jand]

generate a first flag that indicates when the decoded
first partial signal is greater than or equal to a
predetermined value;

generate a second flag that indicates when the decoded
second partial signal is greater than or equal to the
predetermined value;

when the first flag is generated, perform a second
arithmetic decoding on the [second] third partial
signal and when the second flag is generated, per-
form second arithmetic decoding on the fourth par-
tial signal respectively to obtain a decoded [second]
third partial signal and a decoded fourth partial
signal, the second arithmetic decoding being differ-
ent from the first arithmetic decoding; and

a deriver configured to:

derive a horizontal component of the last non-zero
coellicient indicting the horizontal position of the
non-zero coellicient from the decoded first partial
signal and the decoded third partial signal; and

derive a vertical component of the last non-zero coet-
ficient indicting the vertical position of the non-zero
coellicient from the decoded second partial signal
and the decoded fourth partial signal.

4. A non-transitory computer-readable recording medium,
having a computer program recorded thereon, for causing
[the] @ computer to execute [the] a decoding method
[according to claim 1), the decoding method comprising:
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obtaining a bitstream including a first partial signal, a
second partial signal, a thivd partial signal, and a
Jourth partial signal, in this order;

performing first arithmetic decoding on the first partial
signal and the second partial signal vespectively to
obtain a decoded first partial signal and a decoded
second partial signal, the first arithmetic decoding
being context adaptive arithmetic decoding using a
variable probability that is updated based on decoded
last position information of a decoded block different
from the current block;

generating a first flag that indicates when the decoded
first partial signal is greater than orv equal to a prede-
termined value;

generating a second flag that indicates when the decoded
second partial signal is greater than or equal to the
predetermined value;

when the first flag is generated, performing second arith-
metic decoding on the third partial signal, and when
the second flag is genervated, performing second arith-
metic decoding on the fourth partial signal, respec-
tively, to obtain a decoded third partial signal and a
decoded fourth partial signal, the second arithmetic
decoding being bypass decoding without using a vari-
able probability,

deriving a horizontal component of the last position
information indicating the horizontal position of the
non-zero coefficient from the decoded first partial sig-
nal and the decoded thivd partial signal;

deriving a vertical component of the last position infor-
mation indicating the vertical position of the non-zervo
coefficient from the decoded second partial signal and
the decoded fourth partial signal; and

reconstructing the horizontal component of the last posi-
tion information and the vertical component of the last
position information to provide decoded last position
information for the current block in the picture.
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