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VISUAL DATA IMPORTER

Matter enclosed in heavy brackets | ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue; a claim printed with strikethrough
indicates that the claim was canceled, disclaimed, or held
invalid by a prior post-patent action or proceeding.

TECHNICAL FIELD

Embodiments relate generally to techniques for facilitat-
ing the creation and/or manipulation of data in one or more
data stores.

BACKGROUND

The approaches described 1n this section are approaches
that could be pursued, but not necessarily approaches that
have been previously conceirved or pursued. Therefore,
unless otherwise indicated, 1t should not be assumed that any
of the approaches described in this section quality as prior
art merely by virtue of their inclusion 1n this section.

Data 1s commonly stored in computer-based systems in
fixed, rigidly structured data stores. For example, one com-
mon type of data store 1s a “flat” file such as a spreadsheet,
plain-text document, or XML document. Another common
type of data store 1s a relational database comprising one or
more tables. Other examples of data stores that comprise
structured data include, without limitation, files systems,
object collections, record collections, arrays, hierarchical
trees, linked lists, stacks, and combinations thereof.

Often, the underlying structure of such data stores 1s

poorly suited to data analysis. One approach for facilitating,
a more ellicient analysis of data in such data stores 1s to
reorganize that data according to an object model that
defines object structures and relationships between the
object structures. To create the object model, data elements
in underlying data stores, such as table rows or cells, may be
mapped to properties of the objects in the model. The
semantics, or “meanings,” ol the various components of the
object model are defined by an ontology that categorizes
objects, relationships, and/or properties according to various
defined types. For example, an ontology might categorize
objects as being of one of the following types: person, entity,
or event. The example ontology might turther define difler-
ent properties for each object type, such as names, dates,
locations, documents, media, and so forth. The example
ontology might turther define relationships between objects,
such as employee, participant, sibling, and so forth.

One approach for generating an ontology-based object
model 1s described in U.S. Pat. No. 7,962,495 B2, 1ssued
Jun. 14, 2011, the entire contents of which are hereby
incorporated by reference for all purposes. The "495 patent
describes a dynamic ontology, 1n which both the object
model and the semantics of the ontology may change and
evolve over time as needed for analysis.

BRIEF DESCRIPTION OF THE DRAWINGS

In the drawings:

FIG. 1 1s a block diagram of a system i1n which the
techniques described herein may be practiced;

FIG. 2 illustrates a process flow for creating objects and
relationships 1 an object model;
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2

FIG. 3 illustrates a graphical user interface (“GUI) for
practicing the techmiques described herein; and

FIG. 4 1s block diagram of a computer system upon which
embodiments of the invention may be implemented.

DETAILED DESCRIPTION

In the following description, for the purposes of expla-
nation, numerous specific details are set forth 1 order to
provide a thorough understanding of the present invention.
It will be apparent, however, that the present invention may
be practiced without these specific details. In other
istances, well-known structures and devices are shown 1n
block diagram form 1n order to avoid unnecessarily obscur-
ing the present mvention.

Embodiments are described herein according to the fol-
lowing outline:

1.0. General Overview

2.0. Structural Overview

3.0. Functional Overview

3.1. Creating Objects and Relationships
3.2. Updating the Dynamic Ontology
4.0. Example Interface
4.1. Identifying Data Sources
4.2. Visual Workspace
4.3, Manipulating Objects and Relationships
4.4. Object Previews

5.0. Automatic Mappings

6.0. Implementation Mechanism—Hardware Overview

7.0. Extensions and Alternatives

1.0. GENERAL OVERVIEW

Approaches, techniques, and mechanisms are disclosed
for visual data import into an object model. According to one
embodiment, a computing device concurrently displays, 1n a
GUI of a computer display unit, a first object 1con that
graphically represents a first object type and a second object
icon that graphically represents a second object type. The
computing device recerves, via the GUI, first input defining
at least a portion of one or both of a first object-to-data
mapping between first properties of the first object type and
structured data of one or more data sources, and a second
object-to-data mapping between second properties of the
second object type and the structured data of the one or more
data sources. The computing device further receives, 1n the
GUI, second input defiming a relationship type for relation-
ships between the first object type and the second object
type. In response to the second mnput, the computing device
displays a graphical representation of the relationship type
that visually links the first object icon to the second object
icon. Based at least on the first object-to-data mapping, the
second-object-to-data mapping, the relationship type, and
the structured data, the computing device creates a plurality
of first objects of the first object type, a plurality of second
objects of the second object type, and a plurality of rela-
tionships between the first objects and the second objects.

In an embodiment, creating the object model comprises
creating the first objects and the second objects in a revi-
sioning database having a dynamic ontology.

In an embodiment, the computing device further receives
one or more updates to one or more of the first properties or
the second properties 1n a dynamic ontology that includes
the first object type and the second object type. The com-
puting device then repeats the displaying, the receiving, and
the creating using one or more of the updated first properties

or updated second properties.
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In an embodiment, the computing device concurrently
displays the first object 1con, the second object 1con, and the

graphical representation of the relationship type 1n a visual
workplace. The plurality of first objects, the plurality of
second objects, and the plurality of relationships are subse-
quently displayed as part of a graph of interconnected nodes
that 1s arranged similarly to the visual workspace.

In an embodiment, the computing device identifies one or
more schemas for the structured data of the one or more data
sources. The computing device provides mapping controls
for selecting, for each particular property of the first prop-
erties and the second properties, one or more elements of the
one or more schemas to map to the particular property. The
computing device receives the first mput, 1n part, via the
mapping controls.

In an embodiment, while concurrently displaying the first
object 1con and the second object icon the computing device
displays object and relationship previews. For example, the
computing device displays a representation of a sample
object that would be created from a sample data set based on
the first object type definition and the first object-to-data
mapping. As another example, the computing device dis-
plays one or more representations of one or more sample
relationships that would be created for the sample object
based on the relationship type definition.

In an embodiment, the computing device performs an
import operation or translation operation on the one or more
data sources. The import operation or translation operation
includes the above-described creation of the plurality of first
objects, the plurality of second objects, and the plurality of
relationships.

In an embodiment, at least one of the first input and the
second mmput originates from an analysis and comparison
component that “guesses” mappings, as opposed to origi-
nating from a user via the GUI.

In an embodiment, the computing device receives iput
identifyving conditions to be met by the one or more data
sources prior to creation of a relationship of the relationship
type.

In other aspects, the mvention encompasses a computer
apparatus and a computer-readable medium configured to
carry out the foregoing steps.

2.0. STRUCTURAL OVERVIEW

FIG. 1 1s a block diagram of a system 100 in which the
techniques described herein may be practiced, according to
an embodiment. System 100 facilitates translation of one or
more data sources, such as data sources 130, into an object
model 160 whose semantics are defined by an ontology 150.
The translation may be performed for a variety of reasons.
For example, a database administrator may wish to import
data from data sources 130 into a database 170 for persis-
tently storing object model 160. As another example, a data
presentation component (not depicted) may translate data
from data sources 130 “on the fly” into object model 160.
The object model 160 can then be utilized, in conjunction
with ontology 150, for analysis through graphs and/or other
data visualization techniques.

System 100 comprises a definition component 110 and a
translation component 120, both implemented by one or
more processors on one or more computing devices execut-
ing hardware and/or software-based logic for providing
various lunctionality described herein. System 100 may
comprise fewer or additional components that provide vari-
ous functionalities described herein. These components are,
tor clarity, omitted from FIG. 1. The component(s) of system
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100 responsible for providing various functionalities may
further vary from embodiment to embodiment.

Definition component 110 generates and/or modifies
ontology 150 and a schema map 140. Schema map 140
defines how various elements of schemas 1335 for data
sources 130 map to various elements of ontology 150.
Definition component 110 recerves, calculates, extracts, or
otherwise identifies schemas 135 for data sources 130.
Schemas 135 define the structure of data sources 130—for
example, the names and other characteristics of tables, files,
columns, fields, properties, and so forth. Definition compo-
nent 110 furthermore optionally 1dentifies sample data 136
from data sources 130. Definition component 110 may
turther 1dentify object type, relationship, and property defi-
nitions from ontology 150, 1f any already exist. Definition
component 110 may further identify pre-existing mappings
from schema map 140, 1f such mappings exist.

Based on the 1dentified information, definition component
110 generates a graphical interface 115. Graphical interface
115 may be presented to users of a computing device via any
suitable output mechanism, and may further accept input
from users of the computing device via any suitable 1mput
mechanism. Graphical mtertface 115 features a visual work-
space that visually depicts representations of the elements of
ontology 150 for which mappings are defined 1n schema
map 140. Graphical interface 115 also includes controls for
adding new elements to schema map 140 and/or ontology
150, including objects, properties ol objects, and relation-
ships, via the visual workspace. Once elements of ontology
150 are represented 1n the visual workspace, graphical
interface 115 further provides controls 1n association with
the representations that allow for modifying the elements of
ontology 150 and 1dentitying how the elements of ontology
150 correspond to elements of schemas 1335. Optionally, the
graphical interface 115 may further utilize the sample data
136 to provide the user with a preview of object model 160
as the user defines schema map 140. In response to the mnput
via the various controls of graphical interface 115, definition
component 110 generates and/or modifies ontology 150 and
a schema map 140. An example graphical mterface 115 is
described 1n subsequent sections.

Translation component 120 may be imnvoked once schema
map 140 and ontology 150 have been defined or redefined.
Translation component 120 identifies schema map 140 and
ontology 150. Translation component further reads data
sources 130 and 1dentifies schemas 133 for data sources 130.
For each element of ontology 150 described in schema map
140, translation component 120 1iterates through some or all
of the data items of data sources 130, generating elements of
object model 160 in the manner specified by schema map
140. Depending on the embodiment, translation component
120 may store a representation of each generated element of
object model 160 1n a database 170. In an embodiment,
translation component 120 1s further configured to synchro-
nize changes 1n object model 160 back to data sources 130.

Data sources 130 may be one or more sources of data,
including, without limitation, spreadsheet files, databases,
email folders, document collections, media collections, con-
tact directories, and so forth. Data sources 130 may include
data structures stored persistently in non-volatile memory.
Data sources 130 may also or instead include temporary data
structures generated from underlying data sources via data
extraction components, such as a result set returned from a
database server executing an database query.

Schema map 140, ontology 150, and schemas 135 may be
stored 1n any suitable structures, such as XML files, database
tables, and so forth. Ontology 150 1s maintained persistently.
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Schema map 140 may or may not be maintained persistently,
depending on whether the translation process 1s perpetual or

a one-time event. Schemas 135 need not be maintained 1n
persistent memory, but may be cached for optimization.

Object model 160 comprises collections of elements such
as typed objects, properties, and relationships. The collec-
tions may be structured in any suitable manner. In an
embodiment, a database 170 stores the elements of object
model 160, or representations thereof. In an embodiment,
the elements of object model 160 are stored within database
170 1n a different underlying format, such as in a series of
object, property, and relationship tables 1n a relational data-
base.

3.0. FUNCTIONAL OVERVIEW

3.1. Creating Objects and Relationships

FI1G. 2 illustrates a process tlow 200 for creating objects
and relationships in an object model, according to an
embodiment. For simplicity, process flow 200 1s described
as being performed by a single computing device, such as a
special purpose computing device executing istructions for
a data import utility comprising defimition component 110
and translation component 120. However, the elements of
flow 200 may 1n fact be performed by two or more com-
puting devices, such as a first computing device executing,
instructions for creating a visual schema map and a separate
computing device executing instructions for a data import,
viewing, or synchronization utility.

At block 210, a computing device 1dentifies one or more
schemas for one or more data sources, such as data sources
130. The one or more schemas define the structure(s) of the
one or more data sources. A schema need not be complete or
formal, rather a schema need only describe the organization
of the data within a data source with enough specificity that
the data of interest may be located and retrieved from the
data source. For example, the schema for a relational data-
base may define tables and columns, while the schema for a
comma separated values file may simply define columns.

The computing device may 1dentify the schema by
retrieving the schema directly from the data source, it
possible. Otherwise, the computing device may analyze the
data source with or without user assistance to determine a
schema. The computing device may begin the schema
identification process 1n response to a number of events that
identily possible data sources or sample data sets to import
into an object model. For example, a user may identity the
location of a data source to be imported, or the computing
device may load a pre-existing schema map that describes a
mapping for a specific data source.

At block 220, the computing device displays a first object
icon that graphically represents a first object type in an
ontology, such as ontology 150. The computing device
displays the first object icon 1n a GUI, such as GUI 115. In
an embodiment, the computing device displays the first
object 1con 1n a visual workspace of the GUI. The visual
workspace 1s a specific portion of the GUI that graphically
indicates to the user elements of the ontology that are
described 1n a schema map, such as schema map 140.

The computing device may display an object icon in
response to a number of events. For example, the user may
have selected to add the first object type to a schema map by
selecting the first object type from a list of pre-defined object
types 1n the ontology. As another example, the user may
have selected to add a new object type from the ontology. As
another example, the computing device may have received
input that identifies a pre-defined schema map to manipu-

5

10

15

20

25

30

35

40

45

50

55

60

65

6

late, 1n which the first object type 1s described. As another
example, the computing device may have automatically
determined to add the first object type without prompting
from the user, based on characteristics of a schema and/or set
of an example data.

In an embodiment, the computing device selects the first
object icon based upon the object type, so that the first object
icon indicates characteristics of the first object type to the
user. For example, the first object icon may include an 1image
ol a person for a person object type, a cell phone for a phone
call event object type, or a building for a location object
type. In an embodiment, the first object icon may further
portray, or be displayed with, additional information such as
a label for the first object type, one or more properties,
and/or controls for selecting or moditying the first object
type. In an embodiment, the first object icon 1s selectable.
The computing device may display additional controls for
defining or manipulating the first object type and 1ts map-
pings while the first object icon 1s selected.

At block 230, the computing device displays a second
object 1con that graphically represents a second object type
in the ontology. The computing device displays the second
object icon at least partially concurrently with displaying the
first object 1con 1n block 210. For example, after adding the
first object 1con to a visual workspace, the computing device
may have received instructions to add the second object icon
to the visual workspace 1n the vicinity of the first object icon.
Depending on the second object type, the second object icon
may be the same as or different from the first object icon.
Display of the second object 1con 1s otherwise similar to that
of the first object icon.

At block 240, the computing device recerves, via the GUI,
first input defining one or more mappings between elements
of the one or more schemas and the first or second object
type. For example, a user may specity that a first column of
a first table corresponds to a certain property of the first
object type, while a second column of a particular spread-
sheet 1s to be parsed for several properties of the second
object type. In this manner, the user specifies how the
structured data of the one or more data sources will be
translated into the object model.

The first input may take any suitable form. For example,
the properties of a selected object may be displayed in a first
area of the GUI. The available elements of the one or more
schemas may be displayed 1 a second area of the GUI.
Mappings may be accomplished by dragging and dropping
a schema element over a property, or vice versa. As another
example, a pull-down menu may be displayed next to each
property, from which a user may select a corresponding
schema eclement. As another example, a schema element
may be dragged to the first object type i1con, and the
computing device may 1n response automatically choose or
create a property to map to the schema element.

At block 250, the computing device receives, via the GUI,
second input defining a relationship type between the first
object type and the second object type. The second input
may take a variety of forms. For example, the user may hold
a button down while dragging a pointer from object type to
another. As another example, the user may select the second
object type from a pull-down list of object types 1n a control
for defining new relationships associated with the first object
icon.

In an embodiment, the second mput includes mput that
turther defines the relationship type. For example, upon a
user requesting to create a new relationship, the computing
device may display a menu that lists available relationship
types 1n the ontology, such as “Appears 1n” or “Child of.” As
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another example, the computing device may present controls
that allow the user to select one or more properties of the first
object type and second object type that should match for a
relationship of the relationship type to exist. As another
example, the computing device may present controls that
allow the user to select one or more schema elements whose
values indicate the existence of a relationship of the rela-
tionship type.

At block 260, in response to the second input, the com-
puting device displays a connection between the first object
icon and the second object 1con to indicate that the relation-
ship type has been defined. For example, the computing
device may display a line connecting the first object 1con to
the second object 1con. The graphical representation of the
connection may vary depending on the relationship type. For
example, the graphical representation may vary in line
width, line type, color, label, and/or associated icon(s). In an
embodiment, the connection 1s selectable by the user. In
response to selection of the connection, the computing
device may present controls such as described above with
respect to the first object 1con for further defining the
relationship.

At block 270, the computing device receives input
requesting to create an object model based at least on the
first object-to-data mapping, the second-object-to-data map-
ping, the relationship type, and one or more specified
structured data sources. The mmput may take a variety of
forms. For example, the input may comprise a user selection
ol a “Generate Now” button from within the GUI.

As another example, the mput may comprise multiple
input events. For example, the user may instruct the com-
puting device via the GUI to save mappings, object type
definitions, and relationships to a schema map file and, 1f
necessary, to an ontology file. The user may then mvoke
another 1nterface of the computing device, such as a com-
mand line interface, by which the user may provide mnstruc-
tions to the computing device to use the schema map to
import data from one or more specified data sources into an
object model. The specified one or more data sources may be
the same as those from which the one or more schemas were
identified 1n block 210. Or, the specified one or more data
sources may be diflerent from the data sources of block 210,
but have the same one or more schemas. Such may be the
case, for example, 11 one or more data sources of block 210
were sample data sets of larger data repositories.

At block 280, 1n response to the mput of block 270, the
computing device creates a plurality of first objects of the
first object type, a plurality of second objects of the second
object type, and a plurality of relationships between the first
objects and the second objects, of the defined relationship
type. The first objects, second objects, and relationships are
generated based at least on the first object-to-data mapping,
the second-object-to-data mapping, the relationship, and one
or more structured data sources. The properties of the first
object and second objects, as well as the generated relation-
ships, thus reflect the data of the structured data sources.
Performance of block 280 may comprise, for instance, the
computing device iterating through each data item of a data
source. For each iterated data item, the computing device
may create one or more objects and relationships based on
applying the mappings to the iterated data 1item. The com-
puting device may utilize any suitable mapping, translation,
and/or conversion technique for the process.

In an embodiment, creating the first objects, second
objects, and relationships comprises storing data represen-
tative of the first objects, second objects, and relationships in
a revisioning database having a dynamic ontology. How-
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ever, 1 other embodiments, the data may be stored in other
formats and locations, including temporary structures in
volatile memory.

At block 290, the computing device optionally displays a
graph of the object model, based upon the ontology. The
graph may be, for example, a network of interconnected
nodes. The nodes may include first objects and second
objects connected according to the generated relationships.

In an embodiment, the arrangement of the graph 1s similar
to that of the visual workspace 1n which the first icon and the
second icon were displayed. For example, first objects may
be displayed with the first object 1con, second objects may
be displayed with the second object icons, and relationships
may be indicated with connections similar to those displayed
in block 260. The layout of the first objects and second
objects may also mirror the layout of the first object 1con and
the second object 1con. In other words, the GUI for defiming
the mappings used to create the object model 1s visually
similar and structurally 1somorphic to a manner 1n which the
object model will be graphed. The computing device thereby
provides an intuitive interface for describing how data
source(s) will be represented 1n an object model, 1n which a
user can see how a graph such as that of block 290 might
look while the user 1s defining the schema map.

Flow 200 1s an example process flow. Other embodiments
may involve fewer or additional elements in potentially
varying arrangements. For example, the computing device
may display a number of other 1cons, each representative of
other object types. The computing device may further
receive mput defining additional relationships between the
first object type, the second object type, and/or other object
types. Thus, the computing device may display any number
ol 1nterconnected 1cons representing any number of object
types and relationships. Mappings may be defined for these
object types via various controls of the GUI. Objects and/or
relationships may be generated based thereon, per block
280.

As another example, the object model generated as a
result of block 280 may be used for many purposes other
than displaying the graph of block 290. For example, the
object model may be searched, aggregated, mined, or visu-
alized using any suitable data analysis technique.

3.2. Updating the Schema Map

In an embodiment, the schema map generated via flow
200 1s dynamic, 1n that the computing device allows the user
to return to the GUI after having generated the object model
in block 290. The embodiment presumes that the schema
map and ontology have been stored in a suitable format,
such as 1n an XML file or a database, from which they can
be reconstructed. The computing device reads the stored
schema map and ontology and recreates the GUI with the
first object 1con connected to the second object 1con. The
computing device further displays controls associated with
the 1cons that allow the user to select the first object type, the
second object type, and/or relationship type. Once selected,
the user may update the first properties, the second proper-
ties, and or the relationship type. The user may make
changes both to schemas (for example, the names and types
of properties) and the schema map (for example, the map-
pings to the one or more schemas). The user may then
instruct the computing device to update the object model
based on the changes. Thus, the first objects, second objects,
and relationships generated in block 280 may be updated
with new properties and/or data. Moreover, the graph dis-
played 1 block 290 may be reorganized based upon changes
to the ontology.
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For example, after the object model has been deployed for
a few weeks, a user may decide that the ontology is not

optimal for analysis. The user may, for instance, wish to add
a certain property to the first object type, model the rela-
tionship as a distinct object type linked to both the first
object type and the second object type, or split the properties
ol the second object type amongst several interconnected but
separate object types. The user may update the ontology and,
il necessary, relaunch the GUI to modily the schema map for
the updated ontology, as discussed above.

As another example, the user may decide to import 1nto
the object model additional data fields that have newly
become available 1n a data source. The user may cause the
computing device to re-identily the schema for the data
source, thus resulting in a schema that includes the addi-
tional data fields. The user may then utilize the GUI, as
discussed above, to update mappings or create new map-
pings for the new data fields.

4.0. EXAMPLE INTERFAC

T

FI1G. 3 illustrates a GUI 300 for practicing the techniques
described herein, according to an embodiment. GUI 300 1s
but one example of a GUI suitable for practicing the
described techniques. Other interfaces may include fewer or
different elements with potentially different representations
in potentially different arrangements.

4.1. Identitying Data Sources

GUI 300 comprises a data source section 330 that 1den-
tifies data sources 331 and 332. Data source section 330
indicates data sources whose schemas are available for
mapping to elements of an ontology. The depictions of each
data source 331 and 332 include miormation to assist the
user 1n recognizing the data source, such as icons, data
source names, and numbers of rows. As depicted 1n FIG. 3,
data source 331 is currently selected. The selected data
source may be changed by any suitable mechanisms, such as
clicking on the desired data source or clicking on control 333
at the bottom of GUI 300.

Data sources 331 and 332 may have been 1dentified by, for
instance, a user dragging and dropping files into section 330
or otherwise inputting data source locations. The data
sources may also have been identified automatically by an
application that searches for data sources in specified loca-
tions 1n a {ile system or over a network. Although two data
sources 331 and 332 are depicted, data source section 330
may 1dentily fewer or additional data sources as well.
Moreover, data sources 331 and 332 are not constrained in
format to the depicted CSV files, but may adhere to a variety
of other data formats, such as databases, query result sets,
XML files, web directories, and so forth.

GUI 300 comprises additional elements, which may
change depending on which of data sources 331, 332 is
currently selected. These elements include a schema section
335 and a data sample section 336. Schema sections 335
depicts some or all of a schema that has been 1dentified for
the selected data source. For example, because selected data
source 331 1s a spreadsheet, schema section 335 lists col-
umns from data source 331. As another example, for a
database, schema section 335 may include a multi-level tree
of database, table, and field names.

Schema section 333 need not necessarily depict all 1den-
tified schema elements for a data source. For example, the
computing device may be configured to automatically map
columns having certain names to certain inherent or other-
wise designated properties. Thus, the automatically mapped
columns may be omitted from schema section 335.
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Data sample section 336 displays a preview of some or all
of the data 1n the currently selected data source, using
whatever format may be appropriate. For example, for data
in a table or spreadsheet format, data sample 336 may
display a scrollable table of a certain number of columns and
rows 1n the selected data source. As another example, data
sample 336 may display a document 11 the data source 1s a
structured document. In this manner, data sample section
336 provides a user with a better idea of the type of data
stored for each schema element of the selected data source.

4.2. Visual Workspace

GUI 300 comprises a workspace 340 that indicates ele-
ments of an ontology for which mappings have been defined
in a schema map. Workspace 340 includes object icons
321-323 and connections 324 and 325. Object icons 321-323
represent object types 1n an ontology. Connections 324 and
325 represent relationship types. As depicted, object icons
321 and 322 both represent a “Person” object type. Object
icon 323 represents a “Phone Call” event object type.
Connections 324 and 3235 both represent an “Appears 1n”
relationship type.

4.3, Manipulating Objects and Relationships

Icons 321-323 and connections 324-325 are selectable to
facilitate manipulation of their respectively represented
object types and relationship types. Once an 1con 321-323 or
connection 324-325 1s selected, element manipulation com-
ponent 327 appears in GUI 300. Element manipulation
component 327 comprises object type selector 328, property
mappers 329, and object type manipulator 326.

Object type selector 328 1s a pull-down menu that allows
the user to select between different object types that are
already defined 1n the ontology. The computing device may
access such information about the ontology from a global
ontology file, or from a specialized ontology file 1dentified
clsewhere by the user. To the far right of the pull-down menu
1s a custom object type control 328a. Upon activation of the
control, GUI 300 may launch an interface (not depicted) for
defining a new object type for selection, or for renaming the
currently selected object type. Object type manipulator 326
allows for further customization of the object type, such as
the creation of new properties or the identification of schema
clements whose values determine whether an object should
be created for any given data item. Note that, had one of
connections 324 or 325 been selected instead of object icon
323, object type selector 328 would have instead allowed
selection of a defined relationship type, custom object type
control 328a would have instead permitted creation of a
custom relationship type, and object type manipulator 326
would have permitted further customization of the relation-
ship type.

Element manipulation component 327 comprises property
mappers 329 for some or all schema elements listed in
schema section 335. Fach property mampulator 329
includes the name of a schema element, as well as a
pull-down menu from which a property may be selected to
map to the schema element. The pull-down menu lists
property elements that are defined for the currently selected
object. Additionally, to the far right of the pull-down menu
1s a custom property control 329a. Upon activation of the
control, GUI 300 may launch an interface (not depicted) for
defining a new property for selection, or for renaming the
currently selected property. Custom property control 329a
may also feature advanced property mapping components
that include capabilities such as restricting a mapping to
only a portion of a schema element, defining a mapping to
a specified combination of schema elements, or defining a
mapping as a functions of one or more schema elements.
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Workspace 340 includes a control 351 for adding addi-
tional object types to the schema map. In response to the user

selecting the control, an 1con for the added object type 1s
added to the workspace. An added object type may be
initially set to a default type. However, the object type may
be manipulated using object type manipulator 328 as
described above.

Control 341 allows for saving the schema map repre-
sented 1n the workspace 340 to, for instance, a file. Control
342 allows for loading the schema map from a file mto
workspace 340. A saved schema map may also be 1dentified
to a translation or importation component when generating
an object model. In an embodiment, GUI 300 may also
include controls for saving changes to an ontology. In an
embodiment, changes to the ontology are saved automati-
cally and/or with a schema map file.

4.4. Object Previews

GUI 300 includes an object preview section 360. Object
preview section 360 allows a user to view data that would be
assigned to sample objects, relationships, and properties,
based on the schema map being defined in workspace 340.
Object preview section 360 may be updated at regular
intervals, 1n response to a trigger event, or 1n response to any
change to workspace 340. As depicted, object preview
section 360 displays a preview for only one object, but other
embodiments may allow previews ol multiple objects. Addi-
tionally, the manner 1n which the data 1n a sample object 1s
previewed may vary from embodiment to embodiment.

Sample object selector 361 lists each sample object avail-
able for viewing. In an embodiment, sample object selector
361 allows a user to view objects created based on a small
subset of the sample data depicted 1n sample data area 336,
such as the first 10 rows. In an embodiment, sample object
selector 361 allows a user to view objects created for each
and every data item 1n a data source.

Object preview section 360 includes a property preview
table 363. Table 363 includes labels for some or all prop-
erties of the sample object, along with an indication of at
least a portion of their respective values. Object preview
section 360 also includes a related entities table 363. Each
relationship that would be created for the sample object 1s
listed 1n table 363, along with an indication of the objects to
which the sample object 1s related.

5.0. AUTOMATIC MAPPINGS

In an embodiment, mput that identifies a mapping
between an ontology element and a schema element may be
received from, at least 1n part, an analysis and comparison
component of the computing device. That 1s, when the user
adds an object, relationship, or property to a visual schema
map, the computing device automatically creates certain
mappings without the user’s iput. For example, upon
adding a predefined object type to the schema map, the
analysis and comparison component may perform a lexical
comparison between property labels and schema elements to
guess which property labels should be mapped to which
schema elements. For instance, 1f the schema includes an
clement named “First name,” and the ontology includes a
property named “FIRST NAME,” the computing device
may automatically map the schema element to the property.
As another example, the computing device may maintain
history of previous mappings for other schema maps, system
preference data, and/or user-specified rules that allow the
computing device to guess an appropriate mapping for a
property. Any of a variety of algorithms are suitable for
automatically identifying such mappings.
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The mnput that defines relationship types may also origi-
nate from an analysis and comparison component as

opposed to a user. For example, a relationship may be
automatically created between certain objects have similar
properties or properties that are mapped to the same or
similar schema elements. In an embodiment, both object
types and property types may also be added to a schema map
automatically based on comparisons of the object types to
the available schema elements, a history of previously
created schema maps by the same or a different user, and/or
specified user or system rules.

The user may accept an automatic mapping without
further input, or the user may modily certain automatic
mappings using other techniques as described herein.

6.0. IMPLEMENTATION MECHANISM

HARDWARE OVERVIEW

According to one embodiment, the techniques described
herein are implemented by one or more special-purpose
computing devices. The special-purpose computing devices
may be hard-wired to perform the techniques, or may
include digital electronic devices such as one or more
application-specific integrated circuits (ASICs) or field pro-
grammable gate arrays (FPGAs) that are persistently pro-
grammed to perform the techniques, or may include one or
more general purpose hardware processors programmed to
perform the techniques pursuant to program instructions in
firmware, memory, other storage, or a combination. Such
special-purpose computing devices may also combine cus-
tom hardwired logic, ASICs, or FPGAs with custom pro-
gramming to accomplish the techniques. The special-pur-
pose computing devices may be desktop computer systems,
portable computer systems, handheld devices, networking
devices or any other device that incorporates hard-wired
and/or program logic to implement the techniques.

For example, FIG. 4 1s a block diagram that illustrates a
computer system 400. Computer system 400 includes a bus
402 or other communication mechanism for communicating
information, and a hardware processor 404 coupled with bus
402 for processing information. Hardware processor 404
may be, for example, a general purpose microprocessor.

Computer system 400 also includes a main memory 406,
such as a random access memory (RAM) or other dynamic
storage device, coupled to bus 402 for storing information
and 1instructions to be executed by processor 404. Main
memory 406 also may be used for storing temporary vari-
ables or other intermediate information during execution of
instructions to be executed by processor 404. Such nstruc-
tions, when stored in non-transitory storage media acces-
sible to processor 404, render computer system 400 1nto a
special-purpose machine that 1s customized to perform the
operations specified in the instructions.

Computer system 400 further includes a read only
memory (ROM) 408 or other static storage device coupled
to bus 402 for storing static information and instructions for
processor 404. A storage device 410, such as a magnetic disk
or optical disk, 1s provided and coupled to bus 402 for
storing information and instructions.

Computer system 400 may be coupled via bus 402 to a
display 412, such as a cathode ray tube (CRT), for displaying
information to a computer user. An iput device 414, includ-
ing alphanumeric and other keys, 1s coupled to bus 402 for
communicating information and command selections to
processor 404. Another type of user mput device 1s cursor
control 416, such as a mouse, a trackball, or cursor direction
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keys for communicating direction information and com-
mand selections to processor 404 and for controlling cursor
movement on display 412. The mput device typically has
two degrees of freedom 1n two axes, a first axis (for example,
x) and a second axis (for example, v), that allows the device
to specily positions 1n a plane.

Computer system 400 may implement the techniques
described herein using customized hard-wired logic, one or
more ASICs or FPGAs, firmware and/or program logic
which 1n combination with the computer system causes or
programs computer system 400 to be a special-purpose
machine. According to one embodiment, the techniques
herein are performed by computer system 400 1n response to
processor 404 executing one or more sequences of one or
more 1instructions contained i main memory 406. Such
instructions may be read into main memory 406 from
another storage medium, such as storage device 410. Execu-
tion of the sequences of instructions contained 1 main
memory 406 causes processor 404 to perform the process
steps described herein. In alternative embodiments, hard-
wired circuitry may be used in place of or 1n combination
with software 1nstructions.

The term “storage media” as used herein refers to any
non-transitory media that store data and/or instructions that
cause a machine to operation 1n a specific fashion. Such
storage media may comprise non-volatile media and/or
volatile media. Non-volatile media includes, for example,
optical or magnetic disks, such as storage device 410.
Volatile media includes dynamic memory, such as main
memory 406. Common forms of storage media include, for
example, a tloppy disk, a flexible disk, hard disk, solid state
drive, magnetic tape, or any other magnetic data storage
medium, a CD-ROM, any other optical data storage
medium, any physical medium with patterns of holes, a
RAM, a PROM, and FPROM, a FLASH-EPROM,
NVRAM, any other memory chip or cartridge.

Storage media 1s distinct from but may be used in con-
junction with transmission media. Transmission media par-
ticipates 1n transierring information between storage media.
For example, transmission media includes coaxial cables,
copper wire and fiber optics, including the wires that com-

prise bus 402. Transmission media can also take the form of

acoustic or light waves, such as those generated during
radio-wave and 1nfra-red data communications.

Various forms of media may be mvolved 1n carrying one
or more sequences of one or more instructions to processor
404 for execution. For example, the mnstructions may ini-
tially be carried on a magnetic disk or solid state drive of a
remote computer. The remote computer can load the mnstruc-
tions 1nto 1its dynamic memory and send the instructions over
a telephone line using a modem. A modem local to computer
system 400 can receive the data on the telephone line and
use an 1infra-red transmitter to convert the data to an infra-red
signal. An infra-red detector can receive the data carried 1n
the mira-red signal and appropriate circuitry can place the
data on bus 402. Bus 402 carries the data to main memory
406, from which processor 404 retrieves and executes the
instructions. The instructions received by main memory 406
may optionally be stored on storage device 410 either before
or after execution by processor 404.

Computer system 400 also includes a commumnication
interface 418 coupled to bus 402. Communication 1nterface
418 provides a two-way data communication coupling to a
network link 420 that 1s connected to a local network 422.
For example, communication interface 418 may be an
integrated services digital network (ISDN) card, cable
modem, satellite modem, or a modem to provide a data
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communication connection to a corresponding type of tele-
phone line. As another example, communication interface
418 may be a local area network (LAN) card to provide a
data communication connection to a compatible LAN. Wire-
less links may also be implemented. In any such implemen-
tation, communication interface 418 sends and receirves
clectrical, electromagnetic or optical signals that carry digi-
tal data streams representing various types ol information.

Network link 420 typically provides data communication
through one or more networks to other data devices. For
example, network link 420 may provide a connection
through local network 422 to a host computer 424 or to data
equipment operated by an Internet Service Provider (ISP)
426. ISP 426 1n turn provides data communication services
through the world wide packet data communication network
now commonly referred to as the “Internet” 428. Local
network 422 and Internet 428 both use electrical, electro-
magnetic or optical signals that carry digital data streams.
The signals through the various networks and the signals on
network link 420 and through communication interface 418,
which carry the digital data to and from computer system
400, are example forms of transmission media.

Computer system 400 can send messages and receive
data, including program code, through the network(s), net-
work link 420 and communication interface 418. In the
Internet example, a server 430 might transmit a requested
code for an application program through Internet 428, ISP
426, local network 422 and communication interface 418.

The received code may be executed by processor 404 as
it 1s received, and/or stored in storage device 410, or other
non-volatile storage for later execution.

7.0. EXTENSIONS AND ALTERNATIVES

In the foregoing specification, embodiments of the mven-
tion have been described with reference to numerous spe-
cific details that may vary from implementation to 1mple-
mentation. Thus, the sole and exclusive indicator of what 1s
the mvention, and 1s intended by the applicants to be the
invention, 1s the set of claims that 1ssue from this applica-
tion, in the specific form 1 which such claims i1ssue,
including any subsequent correction. Any definitions
expressly set forth herein for terms contained 1n such claims
shall govern the meaning of such terms as used 1n the claims.
Hence, no limitation, element, property, feature, advantage
or attribute that 1s not expressly recited 1n a claim should
limit the scope of such claim in any way. The specification
and drawings are, accordingly, to be regarded 1n an 1llus-
trative rather than a restrictive sense.

What 1s claimed 1s:

1. A method of [generating object structures by] importing
structured data from one or more data sources into an object
model based on an ontology that categorizes objects, rela-
tionships, and properties accorvding to various defined types,
comprising:

concurrently displaying, in a graphical user interface of a

computer display umt, a first 1icon that graphically
represents a first object associated with a lirst object
type and a second 1con that graphically represents a
second object associated with a second object type,
wherein the [first object type is a category of object
structures that are comprised of {first properties,
wherein the second object type 1s a different category of
object structures that are comprised of second proper-
ties at least partly different than the first properties]
second object type is diffevent from the first object type;
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receiving a first input defining at least a portion of a first
mapping between [the] first properties of the first object
type and the structured data of the one or more data
SOurces;

receiving a second input defining at least a portion of a
second mapping between [the] second properties of the
second object type and the structured data of the one or
more data sources;

[wherein at least one of the first input or the second input
originates from an analysis and comparison component
that automatically identifies predicted mappings, and
not from user input in the graphical user interface;]

receiving, in the graphical user interface, a third input
defining a relationship [type, wherein the relationship
type characterizes relationship structures that specity
relationships] between [object structures of] the first
object [type] and [object structures of] the second
object [typel wherein the relationship is associated
with a relationship tvpe;

in response to the third mput, displaying in the graphical
user interface a graphical representation of the relation-
ship [type] that visually links the first icon to the second
1con;

based at least on the first mapping, the second mapping,
the relationship type, and the structured data, automati-
cally creating a plurality of first object structures of the
first object type, a plurality of second object structures
of the second object type, and a plurality of relationship
structures between the first object structures and the
second object structures including automatically add-
ing one or movre of the first object type and the second
object type based on comparisons of the object types to
available schema elements, a history of previously
created schema maps by the same or a different user,
and/or specified user or system riules;

wherein the creating comprises creating the first object
structures and the second object structures using the
ontology and in which the velationship structuves ave of
the relationship type;

storing the plurality of first object structures, the plurality
of second object structures, and the plurality of rela-
tionship structures in a database that persists data in
the object model;

wherein the method 1s performed by one or more com-
puting devices.

[2. The method of claim 1 wherein the creating comprises
creating the first object structures and the second object
structures 1n a revisioming database having a dynamic ontol-
ogy]

3. The method of claim 1 further comprising receiving
one or more updates to one or more of the first properties or
the second properties 1n a dynamic ontology that icludes
the first object type and the second object type; and repeating,
the concurrently displaying, the receiving, and the creating
using one or more of the updated first properties or updated
second properties.

4. The method of claim 1, further comprising;:

concurrently displaying the first icon, the second 1con, and
the graphical representation of the relationship type in
a visual workplace;

displaying representations of the plurality of first object
structures, the plurality of second object structures, and
the plurality of relationship structures as part of a graph
of mterconnected nodes that 1s arranged similar to the
visual workspace.
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5. The method of claim 1, further comprising;:

1dentifying one or more schemas for the structured data of

the one or more data sources:

providing mapping controls for selecting, for each par-

ticular property of the first properties and the second
properties, one or more elements of the one or more
schemas to map to the particular property;

recerving the first mput, at least 1n part, via the mapping

controls.

6. The method of claim 1, further comprising, while
concurrently displaying the first icon and the second icon:

displaying a representation of a sample object structure

that would be created from a sample data set based on
the first object type and the first mapping;

displaying one or more representations of one or more

sample relationship structures that would be created for
the sample object structure based on the relationship
type.

7. The method of claim 1, further comprising performing,
an 1mport operation or translation operation on the one or
more data sources, the import operation or translation opera-
tion including the creating of the plurality of first object
structures, the plurality of second object structures, and the
plurality of relationship structures.

8. The method of claim 1, further comprising receiving,
input identitying conditions to be met by the one or more
data sources prior to creation of a relationship structure of
the relationship type.

9. The method of claam 1, wherein the first input origi-
nates from user mput in the graphical user interface, and the
second input originates from the [analysis and comparison
component] one or more computing devices.

10. The method of claim 1, wherein the second input
originates from the [analysis and comparison component}
one or more computing devices, the method further com-
prising receiving, after the second mput, via the graphical
user interface, fourth mput that modifies the second map-
ping.

11. The method of claim 1, further comprising, receiving
initial input, different from the first input, that defines the
relationship type, wherein the initial input originates from
the [analysis and comparison component] ore or more
computing devices and automatically creates the relationship
type, wherein the third input 1s a further input that modifies
the relationship type.

12. One or more non-transitory computer-readable media
storing instructions for [generating object structures by]
importing structured data from one or more data sources into
an object model based on an ontology that categorizes
objects, relationships, and properties according to various
defined tvpes, wherein the instructions, when executed by
one or more computing devices, cause performance of:

concurrently displaying, in a graphical user interface of a

computer display umt, a first 1icon that graphically
represents a first object associated with a first object
type and a second 1con that graphically represents a
second object associated with a second object type,
wherein the [first object type is a category of object
structures that are comprised of {irst properties,
wherein the second object type 1s a different category of
object structures that are comprised of second proper-
ties at least partly different than the first properties]
second object type is diffevent from the first object type;
receiving|, in the graphical user interface,] a first input
defining at least a portion of a first mapping between
[the] first properties of the first object type and the
structured data of the one or more data sources;
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[receiving first input defining at least a portion of a first
mapping between the first properties of the first object
type and the structured data of the one or more data
sources;]

receiving a second input defining at least a portion of a >
second mapping between [the] second properties of the
second object type and the structured data of the one or
more data sources;

receiving, in the graphical user interface, a thivd input
defining a relationship between the first object and the
second object, wherein the rvelationship is associated
with a relationship type;

[wherein at least one of the first input or the second input
originates from an analysis and comparison component
that automatically identifies predicted mappings, and
not from user input in the graphical user interface;]

in response to the third input, displaying [a] in the
graphical user interface a graphical representation of
the relationship [type] that visually links the first icon 20
to the second icon;

based at least on the first mapping, the second mapping,
the relationship type, and the structured data, automati-
cally creating a plurality of first object structures of the
first object type, a plurality of second object structures 25
ol the second object type, and a plurality of relationship
structures between the first object structures and the
second object structures including automatically add-
ing one or more of the first object type and the second
object type based on comparisons of the object types to 30
available schema elements, a history of previously
created schema maps by the same or a different user,
and/or specified user or system rules;

wherein the creating comprises creating the first object
structures and the second object structures using the 35
ontology and in which the rvelationship structures are of
the relationship type;

storing the plurality of first object structures, the plurality
of second object structures, and the plurality of rela-
tionship structures in a database that persists data in 40
the object model.

[13. The one or more non-transitory computer-readable
media of claim 12, wherein the creating comprises creating,
the first object structures and the second object structures in
a revisioning database having a dynamic ontology.] 45

14. The one or more non-transitory computer-readable
media of claim 12, wherein the instructions, when executed
by the one or more computing devices, further cause per-
formance of:

receiving one or more updates to one or more of the first 50
properties or the second properties in a dynamic ontol-
ogy that includes the first object type and the second
object type; and repeating the concurrently displaying,
the receiving, and the creating using one or more of the
updated first properties or updated second properties. 55

15. The one or more non-transitory computer-readable
media of claim 12, wherein the instructions, when executed
by the one or more computing devices, further cause per-
formance of:

concurrently displaying the first icon, the second 1con, and 60
the graphical representation of the relationship type in
a visual workplace;

displaying representations of the plurality of first object
structures, the plurality of second object structures, and
the plurality of relationship structures as part of a graph 65
of mterconnected nodes that 1s arranged similar to the
visual workspace.
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16. The one or more non-transitory computer-readable
media of claim 12, wherein the instructions, when executed
by the one or more computing devices, further cause per-
formance of:

1dentifying one or more schemas for the structured data of
the one or more data sources;

providing mapping controls for selecting, for each par-
ticular property of the first properties and the second
properties, one or more elements of the one or more
schemas to map to the particular property;

recerving the first mput, at least 1n part, via the mapping
controls.

17. The one or more non-transitory computer-readable
media of claim 12, wherein the instructions, when executed
by the one or more computing devices, further cause per-
formance of, while concurrently displaying the first icon and
the second 1con:

displaying a representation of a sample object structure
that would be created from a sample data set based on
the first object type and the first mapping;

displaying one or more representations of one or more
sample relationship structures that would be created for
the sample object structure based on the relationship
type.

18. The one or more non-transitory computer-readable
media of claim 12, wherein the instructions, when executed
by the one or more computing devices, further cause per-
formance of: performing an import operation or translation
operation on the one or more data sources, the i1mport
operation or translation operation including the creating of
the plurality of first object structures, the plurality of second
object structures, and the plurality of relationship structures.

19. The one or more non-transitory computer-readable
media of claim 12, wherein the instructions, when executed
by the one or more computing devices, further cause per-
formance of: receiving mput 1dentifying conditions to be
met by the one or more data sources prior to creation of a
relationship structure of the relationship type.

20. The one or more non-transitory computer-readable
media of claim 12, wherein the first input originates from
user mput 1n the graphical user interface, and the second
input originates from the [analysis and comparison compo-
nent] one or more computing devices.

21. The one or more non-transitory computer-readable
media of claim 12, wherein the second input originates from
the [analysis and comparison component,] one or more
[non-transitory computer-readable media of claim 10] com-
puting devices, wherein the mstructions, when executed by
the one or more computing devices, further cause receiving,
alter the second 1nput, via the graphical user interface, fourth
input that modifies the second mapping.

22. The one or more non-transitory computer-readable
media of claim 12, wherein the instructions, when executed
by the one or more computing devices, further cause,
receiving 1nitial put, different than the first mput, that
defines the relationship type, wherein the 1nitial mnput origi-
nates from the [analysis and comparison component] one or
more computing devices and automatically creates the rela-
tionship type, wherein the third iput 1s a further input that
modifies the relationship type.

23. A computer system comprising:

Oone Or more pProcessors;

[an analysis and comparison component, implemented in
part by the one or more processors, that automatically
identifies predicted mappings between object proper-
ties and structured data;
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a definition component, implemented in part] ore or more
non-transitory computer-readable media storing
instructions for importing structured data from one or
more data sources into an object model based on an
ontology that categorizes objects, rvelationships, and
properties accovding to various defined types, wherein
the instructions, when executed by the one or more
processors, [configured to] cause performance of:

concurrently displaying, in a graphical user interface of a
computer display unit, a first 1icon that graphically
represents a first object associated with a {irst object
type and a second 1con that graphically represents a
second object associated with a second object [type,
wherein the first object type 1s a category of object
structures that are comprised of first properties,
wherein the second object type 1s a diflerent category of
object structures that are comprised of second proper-
ties at least partly different than the first properties];

receiving a lirst imnput defining at least a portion of a first
mapping between [the] first properties of the first object
type and the structured data of the one or more data
SOurces;

receiving a second mput defining at least a portion of a
second mapping between [the] second properties of the
second object type and the structured data of the one or
more data sources;

[wherein at least one of the first input or the second input
originates from the analysis and comparison compo-
nent, and not from user input in the graphical user
interface;]

receiving, 1n the graphical user interface, third input
defining a relationship [type, wherein the relationship
type categorizes relationship structures that specily
relationships] between [object structures of] the first
object [type] and [object structures of] the second
object [typel wherein the relationship is associated
with a relationship type;

in response to the third input, displaying a graphical
representation of the relationship [type] that visually
links the first icon to the second icon;

[a translation component, implemented in part by the one
Oor more processors, configured to cause performance
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based at least on the first mapping, the second mapping,
the relationship type, and the structured data, automati-
cally creating a plurality of first object structures of the
first object type, a plurality of second object structures
of the second object type, and a plurality of relationship
structures between the first object structures and the
second object structures including automatically add-
ing one or more of the first object type and the second
object type based on comparisons of the object types to
available schema elements, a history of previously
created schema maps by the same or a different user,
and/or specified user or system rules;

storing the plurality of first object structuves, the plurality

of second object structures, and the plurality of rela-
tionship structurves in a database that persists data in
the object model.

24. The computer system of claim 23, further comprising
a revisioning database having a dynamic ontology, the
revisioning database storing data describing the plurality of
first object structures, the plurality of second object struc-
tures, and the plurality of relationship structures.

25. The computer system of claim 24, wherein the one or
more processors are further configured to cause performance
ol: recerving one or more updates to one or more of the first
properties or the second properties 1n a dynamic ontology
that includes the first object type and the second object type;
and repeating the concurrently displaying, the receiving, and
the creating using one or more of the updated first properties
or updated second properties.

26. The method of claim I, wherein at least one of the first
input and the second input orviginates from the one or more
computing devices.

27. The one or more non-transitory computer-readable
media of claim 12, wherein at least one of the first input and
the second input orviginates from the one or move computing
devices.

28. The computer system of claim 23, wherein at least one
of the first input and the second input oviginates from one or
more computing devices.
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