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EFFICIENTLY FINDING COLLABORATIONS
ON A NETWORK

Matter enclosed in heavy brackets [ ]| appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue; a claim printed with strikethrough
indicates that the claim was canceled, disclaimed, or held
invalid by a prior post-patent action or proceeding.

BACKGROUND

Many websites on the internet allow users to join social or
proiessional networks. A social network 1s, generally, an
online platform that focuses on bwlding or maintaining
social relations among people, e.g., who share interests
and/or activities. A social network typically contains a user
profile for each of a number of users, with each user profile
detailing that user’s interests, experiences, and other infor-
mation such as the individual’s birthday, hometown, educa-
tion, career, as well as photographs that the imdividual has
uploaded. Certain networks focus on specific types of infor-
mation. For example, a professional network service 1s a
type of social network service that 1s focused mainly on
interactions and relationships of a business nature, e.g.,
places ol employment and links to co-workers or clients,
rather than including personal, non-business interactions.
Professional networking sites allow users to connect with
former and current colleagues, as well as others such as
classmates. However, these conventional networking sites
have various shortcomings, such as the inability to eflec-
tively connect the appropriate individuals for new profes-
sional or other such opportunities.

BRIEF DESCRIPTION OF THE DRAWINGS

Various embodiments in accordance with the present
disclosure will be described with reference to the drawings,
in which:

FIG. 1 illustrates an environment in which various
embodiments can be implemented;

FI1G. 2 1s a collaboration graph that 1llustrates how people
and collaborations are connected according to some embodi-
ments;

FIG. 3A-3D depicts an expanding search tree according to
various embodiments;

FIG. 4 depicts a condensed search tree according to
various embodiments;

FIG. 5 1llustrates an optimized search tree according to
some embodiments;

FIG. 6 depicts a specific search tree according to some
embodiments;

FIG. 7. 1llustrates a search tree expansion according to
some embodiments;

FIG. 8 A-8B 1llustrates a search tree expansion according,
to various embodiments;

FIG. 9A-9C depicts a search tree expansion according to
various embodiments;

FIG. 10 1s a flow diagram for a method for finding
collaborations 1n a network in accordance with some
embodiments;

FIG. 11 1s a flow diagram for a method for finding
collaborations 1 a network in accordance with various
embodiments; and
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FIG. 12 1s a flow diagram for a method for finding
collaborations 1in a network 1n accordance with some
embodiments.

DETAILED DESCRIPTION

Systems and methods 1n accordance with various embodi-
ments of the present disclosure may overcome one or more
of the aforementioned and other deficiencies experienced 1n
conventional approaches to networking between individuals
and other entities. In particular, various embodiments pro-
vide systems, methods, and non-transitory computer-read-
able storage media for locating, determining, suggesting
and/or maintaining collaborations 1n a network space. In one
embodiment, collaboration data for a plurality of nodes 1s
stored, where each node can correspond to an individual,
such as an actor, or a group of individuals. The collaboration
data can include actors, movies, television programs, direc-
tors, producers, theater productions that a set of actors have
collaborated on or with 1n the past. In other embodiments,
collaboration data may include professional afliliations,
friends, companies, etc. When a search request 1s received
from a user device, various embodiments perform a breadth
search of the collaboration data to locate at least one target
node starting from a source node. The search can be
executed against a search tree that 1s generated or otherwise
obtained starting with the source node, and having at least
two levels. The search tree can be expanded until at least one
solution to the breadth search 1s found. Once one or more
solutions have been 1dentified, the search tree 1s optimized
or otherwise processed to reduce the number of solutions
determined by the breadth search, and then 1n various
embodiments an adjacency list of adjacent nodes in the
optimized search tree i1s generated and stored. Various
embodiments are able to search the adjacency list to locate
at least one of a shortest path to the target node.

In another embodiment, a request from a user device for
collaboration data 1s received. The collaboration data can be
provided to the user device as a search result corresponding
to a search query. In response to the request, various
embodiments provide for display on the user device col-
laboration data, the collaboration data relating to at least one
degree of separation between a source node and a target
node 1n a search tree, and the correlation data being gener-
ated for presentation to the user device 1f the correlation data
1s one of the solutions for locating one of a shortest path
from a source node to a target node 1n the search tree, the
collaboration data being stored to a search index used to
provide the search result.

Various embodiments can be utilized with any of a
number of social and professional networks that can be
accessed through the internet or another such electronic
network. In some embodiments a user, such as an actor, may
be able to find or have access to new creative projects by
leveraging a professional network to see what connections
he or she already has that may lead to new project or a
prospective role. For example, 11 an actor wishes to audition
for a role, according to some embodiments, he or she could
request collaborative information for someone he or she has
collaborated with 1n the past, and 1s currently able to assist
the user 1n advancing his or her chances of being offered the
role.

FIG. 1 1illustrates an example of an environment 100 for
implementing aspects 1 accordance with various embodi-
ments. As will be appreciated, although a Web-based envi-
ronment 1s used for purposes of explanation, different envi-
ronments may be used, as appropriate, to implement various
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embodiments. An electronic client device 102 can 1nclude
any appropriate device operable to send and receive
requests, messages, or information over an appropriate net-
work 104 and convey information back to a user of the
device. Examples of such client devices include personal
computers, cell phones, handheld messaging devices, laptop
computers, set-top boxes, personal data assistants, electronic
book readers, and the like. The network can include any
appropriate network, including an intranet, the Internet, a
cellular network, a local area network, or any other such
network or combination thereof. Components used for such
a system can depend at least 1n part upon the type of network
and/or environment selected. Protocols and components for
communicating via such a network are well known and will
not be discussed herein 1n detail. Commumnication over the
network can be enabled by wired or wireless connections,
and combinations thereof. In this example, the network
includes the Internet, as the environment includes a Web
server 106 for receiving requests and serving content in
response thereto, although for other networks an alternative
device serving a similar purpose could be used as would be
apparent to one of ordmary skill 1n the art.

The 1llustrative environment includes at least one appli-
cation server 108 and a plurality of resources, servers, hosts,
instances, routers, switches, data stores, and/or other such
components defining what will be referred to herein as a data
plane 110, although it should be understood that resources of
this plane are not limited to storing and providing access to
data. It should be understood that there can be several
application servers, layers, or other elements, processes, or
components, which may be chained or otherwise configured,
which can interact to perform tasks such as obtaiming data
from an appropriate data store. As used herein the term “data
store” refers to any device or combination of devices
capable of storing, accessing, and retrieving data, which
may include any combination and number of data servers,
databases, data storage devices, and data storage media, 1n
any standard, distributed, or clustered environment. The
application server can include any appropriate hardware and
software for integrating with the data store as needed to
execute aspects of one or more applications for the client
device, handling a majority of the data access and business
logic for an application. The application server provides
admission control services in cooperation with the data
store, and 1s able to generate content such as text, graphics,
audio, and/or video to be transierred to the user, which may
be served to the user by the Web server in the form of
HTML, XML, or another appropriate structured language 1n
this example. In some embodiments, the Web server 106,
application server 108 and similar components can be con-
sidered to be part of the data plane. The handling of all
requests and responses, as well as the delivery of content
between the client device 102 and the application server 108,
can be handled by the Web server. It should be understood
that the Web and application servers are not required and are
merely example components, as structured code can be
executed on any appropriate device or host machine as
discussed elsewhere herein.

The data stores of the data plane 110 can include several
separate data tables, databases, or other data storage mecha-
nisms and media for storing data relating to a particular
aspect. For example, the data plane illustrated includes
mechanisms for storing production data 112 and user infor-
mation 116, which can be used to serve content for the
production side. The data plane also 1s shown to include a
mechanism for storing log data 114, which can be used for
purposes such as reporting and analysis. It should be under-

10

15

20

25

30

35

40

45

50

55

60

65

4

stood that there can be many other aspects that may need to
be stored 1n a data store, such as for page 1mage information
and access right information, which can be stored in any of
the above listed mechanisms as appropriate or in additional
mechanisms in the data plane 110. The data plane 110 1s
operable, through logic associated therewith, to receive
instructions from the application server 108 and obtain,
update, or otherwise process data, instructions, or other such
information in response thereto. In one example, a user
might submit a search request for a certain type of item. In
this case, components of the data plane might access the user
information to verily the identity of the user, and access the
catalog detail information to obtain information about items
of that type. The information then can be returned to the
user, such as 1n a results listing on a Web page that the user
1s able to view via a browser on the user device 102.
Information for a particular item of 1nterest can be viewed 1n
a dedicated page or window of the browser.

Each server typically will include an operating system
that provides executable program instructions for the general
administration and operation of that server, and typically
will include a computer-readable medium storing instruc-
tions that, when executed by a processor of the server, enable
the server to perform its intended functions. Suitable imple-
mentations for the operating system and general function-
ality of the servers are known or commercially available,
and are readily 1mplemented by persons having ordinary
skill 1in the art, particularly 1n light of the disclosure herein.
The environment in one embodiment 1s a distributed
computing environment utilizing several computer systems
and components that are interconnected via communication
links, using one or more computer networks or direct
connections. However, it will be appreciated by those of
ordinary skill i the art that such a system could operate
equally well 1n a system having fewer or a greater number
of components than are illustrated i FIG. 1. Thus, the
depiction of the system 100 in FIG. 1 should be taken as
being 1llustrative 1n nature, and not limiting to the scope of
the disclosure.

An environment such as that illustrated 1n FIG. 1 can be
useful for various content providers or other such entities,
wherein multiple hosts and various types of resources might
be used to perform tasks such as serving content, authenti-
cating users, allocating resources, or performing any of a
number of other such tasks. Some of these hosts may be
configured to offer similar functionality, while other servers
might be configured to perform at least some different
functions. The electronic environment 1n such cases might
include additional components and/or other arrangements,
such as those discussed 1n detail below.

Various systems and methods described herein can find
collaborations using any of a number of criteria and/or
approaches as discussed and suggested herein. In one
embodiment, a request for collaboration data 1s received
across a network 104 from a user device 102, where an
application server 108 or other such component 1s operable
to search collaboration data stored in the data plane 110 or
another such location. The collaboration data can be stored
in an appropriate repository, and represented by at least one
collaboration graph generated based on at least one criterion
of the request. An example collaboration graph i1s 1llustrated
in FIG. 2, with the graph consisting of n1-n5 actors and
collaborations c1-c7. A problem that can be solved using
such a graph 1s determinming one or more ways 1n which actor
nl 1s connected to actor n5 through various people n2, n3,
nd4 and/or collaborative efl

orts c1-c7. It should be under-
stood that other graphs can include other information as well
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that can be used to link persons, 1items, or other such entities.
In the particular example illustrated by FIG. 2, nl 1s an actor
and 1s the source node of the graph. One solution to the
problem can be found by determining the shortest path (e.g.,
smallest number of nodes along a path) from actor nl to
actor n5, where nS 1 this example 1s the target node.
According to an embodiment, a system can determine all the
shortest collaboration paths between each actor (n1-n5).

In this particular example, actor nl has collaborated with
actor n2 on three different projects c1, ¢2, and ¢3. Actor n2
has collaborated on one project each (represented by c4 and
c5) with the actors represented by nodes n3 and nd. Actors
n3 and nd have worked with the actor nS (1.e., the target node
n3), on one project each represented by collaborations c6
and ¢7. Thus, with the graph 1llustrated 1n FIG. 2, there are
s1x different paths or solutions connecting source actor nl

through the network to target actor n3. These path solutions
are Turther detailed below 1n Table 1.

TABLE 1

Solutions to the 6 paths from nl to n5 in FIG. 2.

Path Solutions

1 nl, cl, n2, ¢4, n3, co6, nd
2 nl, ¢2, n2, ¢4, n3, co6, nd
3 nl, ¢3, n2, ¢4, n3, co6, nd
4 nl, cl, n2, ¢5, nd, ¢7, nd
5 nl, ¢2, n2, ¢35, n4, c7, nd
6 nl, ¢3, n2, ¢35, n4, ¢7, nd

A straightforward approach to finding the above solutions
1s to apply a breadth-first search from a source node to a
target node, while saving the path history along the way that
includes the source node nl and the target node n3, an
example of which can be seen 1n FIG. 3D. In graph theory,
a breadth-first search i1s conducted by the system using a
graph search algorithm that begins with the source node and
explores all the neighboring nodes. For each of the nearest
nodes, the system explores the unexplored neighbor nodes,
and so on, until 1t finds the target node, while constructing
a search tree. FIGS. 3A-3D depict the generation of an
unoptimized search tree that includes all of the solutions
paths from n1 to n5 illustrated 1n FIG. 2. As seen 1n FIG. 3A,
the system starts creating the unoptimized search tree with
nl, which can be considered level 0. In FIG. 3B, the search
tree 1s expanded out to level 1, which includes all the nodes
(n2), which are directly adjacent to nl. In a more descriptive
example, nl can be considered an actor, and n2 can be
considered all the actors that nl has directly collaborated
with, for instance, acting in a movie together. In this
particular case, nl has only collaborated with one actor n2,
but on three different projects cl, ¢2, and ¢3. Since the target
node n5 was not found at level 1, the search tree 1s expanded
to level 2 1n FIG. 3C, which includes all nodes (n3 and n4)
that are two degrees of separation from the source node nl.
Relating back to the example used 1n FIG. 3B, n3 and n4 are
actors that have directly collaborated with actor n2, but not
with nl. Again since the target node nS was not found by the
system at level 2, the search tree 1s expanded to level 3,
where the target node n5 was found by the system. There are
s1x different paths (1.e., solutions) to that lead from the
source node nl to the target node n3, as also seen 1n FIG. 3D.
The six different path solutions to of the search tree can also
be seen 1n Table 1 above.

FI1G. 4 1s a representative graph of a first optimization the
system can perform on the graph illustrated in FIG. 2. As
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seen 1n FIG. 4, multiple edges between any two nodes are
represented with a single “representative” edge that con-
denses the data related to the graph. For example, edges cl,
c2, and ¢3 shown 1n FIG. 2 are condensed to representative
edge c1' in FIG. 4. In this optimized example, the solutions
to the collaboration paths from the source node nl to the
target node nS are reduced from six to two representative
solution paths, as seen 1n Table 2 below. This reduction 1n
the occurs because the three collaboration edges cl, ¢2, and
c3 between nodes nl and n2 depicted in FIG. 2, can be
condensed down to one path c1' (seen 1n FIG. 4), which will
yield only two representative solution paths rather than six,
in this particular example. Since there 1s only one respective
collaboration path between nodes n2 and n3, and on path
between n2 and nd these collaboration paths do not need to
be condensed. Similarly, the respective collaboration path
between n3 and n5, as well as n4 and n5 will not need to be
condensed. The data 1n the representative solutions can be

then configured into an optimized search tree, which 1s
illustrated i FIG. 3.

TABLE 2

Representative solutions to the path between nl and n5
of the optimized graph of FIG. 4

Path Representative Solutions
1 nl, cl’, n2, c2', n3, c4', n5
2 nl, cl’, n2, c3', n4, c5', nd

The data represented in the collaborations ¢' in the opti-
mized search tree seen 1n FI1G. 5 can be expanded out by the
system, but only 11 they are part of a solution path from the
source node to the target node. Also, this expansion step can
optionally be performed as a post processing step that can be
stored on a disc or a relational database, since the amount of
data to process 1s small relative to the graph data that can
reside 1n the system’s memory for more rapid processing.
The expansion of nl, ¢', n2 from FIG. 5 can be seen below
in Table 3. Using the representative graph depicted 1n FIG.
5 allows the data stored in the graph to have a greatly
reduced memory foot print. Moreover, the results that the
system has to search in the graph 1s smaller, and thus can be
searched by the system more efliciently. For example, the
graph seen in FIG. 5§ can be represented with the simple
adjacency list seen below 1n Table 4. It the system does not
include the first optimization as described above, the solu-
tion would be much longer, and increase the amount of
memory that the system needs to find the path solutions to
the graph. The optimized graph can be searched more
ciliciently by the system. A non-optimized of adjacent nodes
and their respective collaborations set might look like the
solutions seen in Table 5.

TABLE 3

Solutions to the expansion of nl, ¢/,
n2 as seen in FIG. 5.

Expansion Solutions

1 nl, ¢cl, n?
2 nl, ¢2, n?
3 nl, ¢3, n?
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TABLE 4

Adjacency List from the optimized eraph seen in FIG. 4.

Node Adjacency List

nl n2

nz nl

n3 n2 ns

n4 n2 ns

nd n3 n4
TABLE 5

Non-optimized list of adjacent nodes including their
collaborations seen 1n non-optimized graph seen in FIG. 2.

Node Non-Optimized Adjacency List

nl n2, cl n2, c? n2, c3
n2 nl, cl nl, c2 nl, c3
n3 n2, c4 nd, cb

n4 n2, ¢d ns, ¢/

nsd n3, cb n4, ¢/

The system 1s able to perform a second optimization of the
data by terminating the breadth-first search as soon as the
first occurrence of the target node 1s found. In an example
search tree seen in FIG. 6 where the collaboration paths
between the actors Pauly Shore and Fred Astaire, and the
collaborations are films and television shows, go from the
source node nl (1.¢., Pauly Shore) at level 0, to two thousand
nodes, which represent actors that have worked with Pauly
Shore, on level 1. There are three hundred thousand nodes
at level 2, each node at level 2 representing an actor that has
directly worked with an actor from level 1, and 1.5 million
nodes at level 3, each node representing an actor that has
worked with an actor from level 2. Multiple occurrences of
the same node can occur at a specific level if an actor has
collaborated with an actor on the previous level on more
than one project, or 1f the actor has worked with more than
one of the actors on the previous level. In one embodiment,
cach level of the search tree 1s built from left to right. In this
case, using the example tree shown 1n FIG. 6, 1f the first node
nd4 on level 3 1s Fred Astaire, which 1s the target node 1n this
example, the system can terminate building the search tree
at this pomnt and does not need to build the remaining
499,999 nodes on level 3. A search tree may be built 1n other
manners.

Using the example search tree shown in FIG. 6, the first
occurrence ol the target node nd (1.e., Fred Astaire) was
identified on level 3 of the tree, which 1s three degrees
separated (1.e., from level 0 to level 3) from the source node
nl (i.e., Pauly Shore). Thus, any other shortest paths that
would lead to Fred Astaire will involve people (1.e., nodes)
that have collaborated with Fred Astaire and are two degrees
of separation from Pauly Shore. As a result, the system
recursively considers people (1.e., nodes) on the prior level
of the tree (level 2 using the example shown 1n FIG. 6) that
have collaborated with Fred Astaire. In other words, instead
of considering all 1.5 million people on level 3, the system
only needs to consider people (i.e., nodes) on level 3 that
worked with Fred Astaire, then recursively consider people
on level 2 that worked with the people selected from level
2. This 1s because the system now knows how many degrees
separated Pauly Shore 1s from Fred Astaire, and all of the
shortest path solutions will 1include actors that are directly
adjacent to Fred Astaire on level 2. The system now has to
merely search the adjacency list for all of the actors on level

10

15

20

25

30

35

40

45

50

55

60

65

8

2 that are directly adjacent to Fred Astaire. Then, knowing
which actors on level 2 are part of the solution path, the
system searches the adjacency list for all of the actors on
level 1 that are directly adjacent to the actors on level 2 that
are part of the solution path. It should be understood,
however, that other systems might not limit to the shortest
path 1n all cases, and can consider relationships or nodes at
other levels within the scope of various embodiments.
FIG. 7 1illustrates an embodiment of determining the
shortest path solutions using the intersection of the repre-
sentative paths from the source node and the target node. In
various embodiments, a first optimized search tree can be
generated starting with the source node and a second opti-
mized search tree starting with the target node can be
generated, and using the intersection of the two search trees
the system 1s able to determine the representative path

solutions between the source node and the target node. As
seen 1n FI1G. 7, the first search tree 1s generated starting with
Actor 1 and branches out to Actor 3, Actor 4, and Actor 5,
with paths c1', ¢2', and ¢3' being the representative collabo-
rations with Actor 1. Then the system can begin generating
the second optimized search tree with Actor 2, which 1s the
target node. Actor 2 has collaborated with Actor 3 and Actor
6. The representative paths between the two actors on level
1 of the target node optimized search tree are c4' and c3',
respectively. At this point, the system identifies 1f the same
actor 1s present 1n the optimized search tree. In the particular
example seen 1 FI1G. 7, Actor 3 1s the common link between
the two optimized search trees. Knowing this information
the system 1s able to determine that the representative
solution path 1n this example, which 1s seen below 1n Table

0.

TABLE 6

Representative solution path for the example seen 1in FIG. 7.

Path

Representative Solution

1 Actor 1, cl’, Actor 3, c4', Actor 2

At this point the system can perform a post processing
step to expand out representative collaborations ¢1' and c4'
if multiple collaborations exist between Actor 1 and Actor 3,
or Actor 3 and Actor 2. The system 1s then able to determine
all the shortest collaboration paths between Actor 1 and
Actor 2.

FIGS. 8A and 8B illustrate a similar embodiment as that
depicted 1n FIG. 7, but with a more complex search tree. In
FIG. 8A a first optimized search tree begins being con-
structed starting with source node Actor 1. Level 1 of the
first optimized search tree includes Actor 3, Actor 4, and
Actor 3. Then the second optimized search tree can begin
being generated. Level 1 of the second optimized search tree
includes Actor 9 and Actor 10. The system 1s will identify 1f
the same actor 1s present in level 1 of both the first and
second optimized search trees. Since there 1s not, the system
builds the next level of the search tree with the fewest
number of nodes at level 1, which will enable the system to
determine the solution paths the most quickly. As seen 1n
FIG. 8B, level 1 of the second optimized search tree has the
fewest number of nodes (i.e., Actor 9 and Actor 10), so level
2 of the second optimized search tree 1s generated. Level 2
includes Actor 3 and Actor 6 which have each collaborated
with Actor 9, and Actor 3, Actor 7, and Actor 8 who have
collaborated with Actor 10. Again the system now 1dentifies
if the same node 1s present 1n level 1 of the first optimized
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search tree and level 2 of the second optimized search tree,
and 1n this example Actor 3 1s identified as the overlapping
node in both search trees. Thus, the system can determine
that there are two representative solution paths from Actor 1
to Actor 2, which can be seen below 1n Table 7.

TABLE 7

Representative solution paths for the example seen in FIG. 8B.

Path Representative Solutions
1 Actor 1, cl’, Actor 3, ¢7', Actor 9, ¢4, Actor 2
2 Actor 1, cl’, Actor 3, c®', Actor 10, ¢5', Actor 2

As a post-processing step, the system 1s able to expand out
the representative collaborations cl', c4', ¢5', ¢7', and c8', if
any ol the representative paths include more than one
collaboration, to find all of the shortest solution paths from
Actor 1 to Actor 2.

Various embodiments also include building a first opti-
mized search tree starting with the source node and a second
optimized source tree starting with the target node, to
determine the shortest representative path solutions using
the intersection of the two search trees, whereby prior to
generating a subsequent level of either search tree, the
system determines the number of nodes 1n each subsequent
level 1in both search trees and only bulds the subsequent
level with the fewest nodes, as illustrated in the example
seen 1 FIGS. 9A-9C. In FIG. 9A, the system begins
building the first search tree with Actor 1, which 1s the
source node, at Level 0. Target node, Actor 2, 1s used as the
starting point for building the second search tree at Level 0.
At this point, the system can look ahead to Level 1 in both
the first and second search trees to determine which search
tree has the fewest nodes at Level 1, and only generates
Level 1 1n that search tree. In the example 1llustrated 1n FIG.
9A, Level 1 1n the second search tree has only two nodes
(1.e., Actor 9 and Actor 10), while Level 1 has three nodes
(1.e., Actor 3, Actor 4, and Actor 5). The system can now
check to see 1f a common node exists between the two search
trees, and 1n FIG. 9A a common node has not been found.
The system now determines the subsequent level m both
search trees with the fewest nodes by looking at Level 1 1n
the first search tree, and Level 2 1n the second search tree.
As seen 1n FIG. 9B, Level 1 1n the first search tree has three
nodes (1.e., Actor 3, Actor 4, and Actor 3), as opposed to four
nodes (1.e., Actor 13, Actor 14, Actor 15, and Actor 16) in
Level 2 of the second search tree, the system builds Level 1
in the first search tree. Again, the system determines that a
common node between both search trees has still not been
found, and the system looks to buld the Level 2 (which
happens to be the subsequent level to be generated in both
search trees) with the fewest nodes. In FIG. 9C 1t can be seen
that Level 1 has three nodes (1.e., Actor 9, Actor 17, and
Actor 18) and Level 2 from the second search tree has the
four nodes previously mentioned. Thus, the system will
build Level 2 1n the first search tree. At this point the system
finds that the intersection between the two optimized search
trees 1s at Actor 9. The shortest representative path from
Actor 1 to Actor 2 can then be determined by the system,
which 1s seen below 1n Table 8.
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TABLE 7

Representative solution paths for the example seen 1in FIG. 9C.

Path Representative Solution

1 Actor 1, cl’, Actor 3, ¢4, Actor 9, ¢7', Actor 2

FIG. 10 1s a flow diagram showing the method 1000
performed 1n accordance with one embodiment for finding
collaborations 1n a network. In step 1002, collaboration data
for a plurality of nodes 1s stored. Again, a node can corre-
spond to an individual, such as an actor, in the example seen
in FIG. 6 the source node nl1 being Pauly Shore, who has
directly collaborated with an actor represented by node n2 1n
a project represented by cl. Next in step 1004, 1f multiple
collaborations exist between any two nodes 1n a graph of the
collaboration data, these multiple collaborations are con-
densed down to one representative collaboration, such as c1'
seen 1n FIG. 4. Then, using the data in the optimized graph
generated by condensing any multiple edges between two
nodes, an adjacency list 1s generated of all the adjacent
nodes 1n the optimized graph 1n step 1006, which is stored
in step 1008. An adjacency list can look like the example
seen above 1n Table 4. Using the information 1n the adja-
cency list, a search tree 1s built by the system starting with
the source node, until the target node 1s found 1n step 1010.
Relating this step back to FIG. 6 (assuming that all the
collaboration edges 1n FIG. 6 are representative edges), the
system starts building the search tree with Pauly Shore as the
source node nl, and then includes all the actors that Pauly
Shore has directly worked with, which are depicted by the
nodes 1n level 2. This process continues until the target node
nd4, Fred Astaire, 1s located. Once the target node nd 1s
located 1n FIG. 6 then the system stops building the search
tree. In step 1012, a breadth-first search 1s performed of the
optimized search tree to determine the location of the target
node 1n relation to the source node, until at least one of the
shortest paths to the target node from the source node has
been determined. After which, the breadth-first search 1s
terminated in step 1018. Then using the information in the
adjacency list, all the shortest paths from the target node to
the source node are then recursively built. Knowing the level
of the source node, the system 1s able to only search the
adjacency list of all the actors on the previous level to
determine which have collaborated with Fred Astaire, and
this information i1s used to construct all the shortest path
solutions. Then as a post-processing step the system 1s able
expand an representative collaboration edges to determine
all of the shortest paths from the source node to the target
node 1n step 1020.

FIG. 11 1s a flow diagram depicting the method performed
in accordance with another embodiment for finding collabo-
rations 1n a network 1100. In step 1102, collaboration data
for a plurality of nodes 1s stored. As seen in the example
depicted by FIGS. 8A and 8B, the source node 1s Actor 1,
who has directly collaborated with Actor 3, Actor 4, and
Actor 5, and the target node 1s Actor 2 who has collaborated
with Actor 9 and Actor 10. In step 1104, multiple collabo-
rations between any two nodes 1n a graph of the collabora-
tion data are condensed into a representative edge, which
optimizes the graph. A list of all the adjacent nodes in the
optimized graph, similar to the ones seen in Table 4 above,
1s generated in step 1106, and stored by the system 1n step
1108. Then, a first search tree starting with the source node
and a second search tree starting with the target node are
generated 1in step 1110. The building of first and second
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search trees 1n this manner can be seen 1n FIGS. 8A and 8B.
Once the level of nodes that have directly collaborated with
the source node and the target node have been generated in
theirr respective search trees, the system 1identifies if a
common node 1s located 1n both search trees. If there 1s not
a common node, as in FIG. 8A, then the system generates the
next level of the search tree with the fewest nodes 1n step
1112. In FIG. 8A this 1s the search tree starting with Actor
2. Once a common node i1s located in both the first and
second search trees, which 1s Actor 3 1n the example seen 1n
FIGS. 8A-8B, the system determines all the shortest solution
paths from the source node to the target node 1n step 1114.
The shortest solution paths from Actor 1 to Actor 2 1n the
example illustrated by FIGS. 8 A-8B, are listed in Table 7.
Then, 1n step 1116, any representative edges between two
nodes 1s expanded out to determine all the shortest solution
paths from the source node and the target node, which can
be performed as a post-processing step 11 desired.

FI1G. 12 1s a flow diagram depicting the method performed
in accordance with another embodiment for finding collabo-
rations 1 a network 1200. In step 1202, collaboration data
for a plurality of nodes 1s stored. In step 1204, multiple
collaborations between any two nodes in a graph of the
collaboration data are condensed into a representative edge,
which optimizes the graph. A list of all the adjacent nodes in
the optimized graph, similar to the ones seen in Table 4
above, 1s generated 1n step 1206, and stored by the system
in step 1208. Then, a first search tree starting with the source
node and a second search tree starting with the target node
are generated 1n step 1210. Next the system looks to the
subsequent level 1n both search trees, and only generates the
subsequent level with the fewest nodes. This process con-
tinues 1n step 1212 until the system finds a common node in
both search trees. In FIGS. 9A-9C an example of how step
1212 could proceed 1s presented. FIG. 9A depicts that Level
1 in the second search tree has the fewest nodes, and thus 1s
the subsequent level that 1s generated. Then in FIG. 9B,
since a common node was not found 1n FIG. 9A, Level 1 of
the first search tree 1s generated since 1t has fewer nodes than
the subsequent level 1n the second search tree, which would
be Level 2. In FIG. 9C, Level 2 1n the first search tree 1s
generated since 1t 1s the subsequent level with the fewest
nodes, and here the systems finds that Actor 9 1s a common
node (1.e., itersection) between the two search trees. The
shortest path solution can now be determined 1n step 1214.
In the example depicted in FIGS. 9A-9C, this 1s the shortest
path from Actor 1 to Actor 2 would be Actor 1, cl1', Actor 3,
cd', Actor 9, c7', Actor 2. Then, 1n step 1216, any represen-
tative edges between two nodes 1s expanded out to deter-
mine all the shortest solution paths from the source node and
the target node, which can be performed as a post-processing,
step 1 desired.

As discussed above, the various embodiments can be
implemented i a wide variety of operating environments,
which 1n some cases can include one or more user comput-
ers, computing devices, or processing devices which can be
used to operate any of a number of applications. User or
client devices can include any of a number of general
purpose personal computers, such as desktop or laptop
computers running a standard operating system, as well as
cellular, wireless, and handheld devices running mobile
soltware and capable of supporting a number of networking
and messaging protocols. Such a system also can include a
number ol workstations running any of a variety of com-
mercially-available operating systems and other known
applications for purposes such as development and database
management. These devices also can include other elec-
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tronic devices, such as dummy terminals, thin-clients, gam-
ing systems, and other devices capable of communicating
via a network.

Various aspects also can be implemented as part of at least
one service or Web service, such as may be part of a
service-oriented architecture. Services such as Web services
can communicate using any appropriate type ol messaging,
such as by using messages in extensible markup language
(XML) format and exchanged using an appropriate protocol
such as SOAP (derived from the “Simple Object Access
Protocol™). Processes provided or executed by such services
can be written 1n any appropriate language, such as the Web
Services Description Language (WSDL). Using a language
such as WSDL allows for functionality such as the auto-
mated generation of client-side code in various SOAP
frameworks.

Most embodiments utilize at least one network that would
be familiar to those skilled 1n the art for supporting com-
munications using any of a variety of commercially-avail-
able protocols, such as TCP/IP, OSI, FTP, UPnP, NFS, CIFS,
and AppleTalk. The network can be, for example, a local
area network, a wide-area network, a virtual private net-
work, the Internet, an intranet, an extranet, a public switched
telephone network, an infrared network, a wireless network,
and any combination thereof.

In embodiments utilizing a Web server, the Web server
can run any of a variety of server or mid-tier applications,
including HTTP servers, FTP servers, CGI servers, data
servers, Java servers, and business application servers. The
server(s) also may be capable of executing programs or
scripts 1n response requests from user devices, such as by
executing one or more Web applications that may be imple-
mented as one or more scripts or programs written 1n any
programming language, such as Java®, C, C# or C++, or any
scripting language, such as Perl, Python, or TCL, as well as
combinations thereol. The server(s) may also include data-
base servers, mcluding without limitation those commer-
cially available from Oracle®, Microsoit®, Sybase®, and
IBM®.

The environment can include a variety of data stores and
other memory and storage media as discussed above. These
can reside 1 a variety of locations, such as on a storage
medium local to (and/or resident in) one or more of the
computers or remote from any or all of the computers across
the network. In a partlcular set of embodiments, the 1nfor-
mation may reside 1 a storage-area network (“SAN™)
familiar to those skilled in the art. Similarly, any necessary
files for performing the functions attributed to the comput-
ers, servers, or other network devices may be stored locally
and/or remotely, as appropriate. Where a system includes
computerized devices, each such device can include hard-
ware elements that may be electrically coupled via a bus, the
clements including, for example, at least one central pro-
cessing unmt (CPU), at least one 1nput device (e.g., a mouse,
keyboard, controller, touch screen, or keypad), and at least
one output device (e.g., a display device, printer, or speaker).
Such a system may also include one or more storage devices,
such as disk drives, optical storage devices, and solid-state
storage devices such as random access memory (“RAM™) or
read-only memory (“ROM”), as well as removable media
devices, memory cards, flash cards, etc.

Such devices also can include a computer-readable stor-
age media reader, a communications device (e.g., a modem,
a network card (wireless or wired), an infrared communi-
cation device, etc.), and working memory as described
above. The computer-readable storage media reader can be
connected with, or configured to receive, a computer-read-
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able storage medium, representing remote, local, fixed,
and/or removable storage devices as well as storage media
for temporarily and/or more permanently containing, stor-
ing, transmitting, and retrieving computer-readable informa-
tion. The system and various devices also typically will
include a number of software applications, modules, ser-
vices, or other elements located within at least one working,
memory device, including an operating system and appli-
cation programs, such as a client application or Web
browser. It should be appreciated that alternate embodiments
may have numerous variations from that described above.
For example, customized hardware might also be used
and/or particular elements might be implemented 1n hard-
ware, software (including portable software, such as app-
lets), or both. Further, connection to other computing
devices such as network input/output devices may be
employed.

Storage media and computer readable media for contain-
ing code, or portions of code, can include any appropriate
media known or used 1n the art, including storage media and
communication media, such as but not limited to volatile and
non-volatile, removable and non-removable media 1mple-
mented 1 any method or technology for storage and/or
transmission of information such as computer readable

instructions, data structures, program modules, or other data,
including RAM, ROM, EEPROM, flash memory or other

memory technology, CD-ROM, digital versatile disk (DVD)
or other optical storage, magnetic cassettes, magnetic tape,
magnetic disk storage or other magnetic storage devices, or
any other medium which can be used to store the desired
information and which can be accessed by the a system
device. Based on the disclosure and teachings provided
herein, a person of ordinary skill in the art will appreciate
other ways and/or methods to implement the wvarious
embodiments.

The specification and drawings are, accordingly, to be
regarded 1n an illustrative rather than a restrictive sense. It
will, however, be evident that various modifications and
changes may be made thereunto without departing from the
broader spirit and scope of the invention as set forth 1n the
claims.

What 1s claimed 1s:
1. A computer-implemented method for finding collabo-
rations i1n a network, comprising:

under control of one or more computer systems config-
ured with executable instructions,

obtaining first collaboration data for a plurality of nodes;

receiving a request to locate at least one collaboration
from a user;

optimizing a graph of the collaboration data by condens-
ing multiple paths from a [set of the] first graph [nodes}
node at a first level of the graph to a [same] second
graph node at a second level of the graph to a single
path [to the same graph node];

generating an adjacency list of adjacent nodes in the
graph;

generating a search tree starting by determining a source
node of the collaboration data, the search tree including
at least two levels, and expanding the search tree until
at least one target node 1s located that corresponds to a
solution for the request;

searching the adjacency list to locate at least one shortest
path from the source node to the target node;

determining that the at least one shortest path includes
the single path;

expanding the single path to the multiple paths; and
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generating second collaboration data that 1s associated
with the at least one shortest path [from the source node
to the target nodel].

2. The computer-implemented method of claim 1, turther
comprising;

providing the second collaboration data that 1s associated

with the at least one shortest path to the user.

3. The computer-implemented method of claim 1,
wherein each of the first collaboration data and the second
collaboration data includes information associated with at
least one of a movie, a television show, a director, an actor,
a producer, a company, a theater production, and a contact.

4. The computer-implemented method of claim 1,
wherein the source node corresponds to a first individual,
and the target node corresponds to a second individual.

5. The computer-implemented method of claim 1,
wherein each of the first collaboration data and the second
collaboration data includes at least one of a job fitle and a
school.

6. The computer-implemented method of claim 1,
wherein the source node includes an actor, and the target
node 1ncludes an actor.

7. A computer-implemented method for finding a collabo-
ration 1n a network, comprising:

under control of one or more computer systems config-

ured with executable 1nstructions,

receiving a request for collaboration information for an

individual;
in response to the request, analyzing collaboration data to
determine relationships between a source node corre-
sponding to the individual and at least one target node
in a search tree, the search tree optimized by condens-
ing multiple paths from a [set of nodes] first node at a
first level to a [same] second node at a second level to
a single path [to the same node]; [and

providing the collaboration information for at least one
collaboration when the at least one collaboration is}
determining a solution for [locating one] a shortest path
from the source node to the at least one target node 1n
the search tree;

determining that the shortest path includes the single

path;

expanding the single path to the multiple paths; and

providing the collaboration information including the

shortest path.

8. The computer-implemented method of claim 7, further
comprising;

generating the search tree starting by determining the

source node of the collaboration data, the search tree
including at least two levels, and expanding the search
tree until the at least one target node 1s located that
corresponds to the solution for the request.

9. The computer-implemented method of claim 7, further
comprising:

generating an adjacency list of adjacent nodes in the

search tree:

searching the adjacency list to locate the at least one

shortest path from the source node to the target node;
and

generating second collaboration data that 1s associated

with the at least one shortest path from the source node
to the target node.

10. The computer-implemented method of claim 7,
wherein the collaboration data includes information associ-
ated with at least one of a movie, a television show, a
director, an actor, a producer, a company, a theater produc-
tion, and a contact.
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11. The computer-implemented method of claim 7,
wherein the source node includes a first individual, and the
target node includes a second individual.

12. The computer implemented method of claim 7,
wherein the collaboration data includes at least one of a job
title and a school.

13. A computer-implemented method for finding collabo-
rations 1n a network, comprising;:

under control of one or more computer systems config-

ured with executable 1nstructions,

obtaining collaboration data for a plurality of nodes;

receiving a request to locate at least one collaboration

from a user;

generating a first search tree starting with a source node,

the first search tree including at least two levels and
optimized by condensing first multiple paths from a
first [set of nodes] node at a first level of the first search
tree to a [first same graph] secord node at a second
level of the first search tree to a first single path [to the
first same graph node]; [and}

generating a second search tree starting with a target node,
the second search tree including at least two levels and
optimized by condensing second multiple paths from a
[second set of nodes] third node at a [third] first level
of the second search tree to a [second same graph]
fourth node at a [fourth] second level of the second
search tree to a second single path [to the second same
graph node,];

[wherein] generating an additional level of [each of] the
first search tree [and] or the second search tree [is
generated] until a common node is found in both the
first search tree and the second search tree, [and]

wherein for each additional level, one of the first search
tree and the second search tree [having the fewest
number of nodes at a current level generates] is selected
to generate the additional level until the common node
1s found;

determining that the shortest path includes the first single
path;

expanding the first single path to the multiple paths; and

providing collaboration data including the condensed
first multiple paths and the condensed second multiple
paths.

14. A system for finding collaborations in a network,

comprising;

a processor; and

a memory device including instructions that, when
executed by the processor, cause the system to:

obtain first collaboration data for a plurality of nodes;

receive a request to locate at least one collaboration from
a user;

optimize a graph of the collaboration data by condensing,
multiple paths from a [set of the] first graph [nodes]
node at a first level of the graph to a [same] second
graph node at a second level of the graph to a single
path [to the same graph nodel;

generate an adjacency list of adjacent nodes 1n the opti-
mized graph;
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generate a search tree starting by determining a source
node of the collaboration data, the search tree including
at least two levels, and expanding the search tree until
at least one target node 1s located that corresponds to a
solution for the request;

search the adjacency list to locate at least one shortest path
from the source node to the target node;

determining that the at least one shortest path includes
the single path;

expanding the single path to the multiple paths; and

generate second collaboration data that 1s associated with
the at least one shortest path [from the source node to
the target node].

15. The system of claim 14, wherein the collaboration

data includes information associated with at least one of a

movie, a television show, a director, an actor, a producer, a
company, a theater production, and a contact.
16. The system of claam 14, wherein the source node
includes a first individual, and the target node includes a
second individual.
17. The system of claim 14, wherein the collaboration
data includes at least one of a job title and a school.
18. A non-transitory computer-readable storage medium
including instructions when executed by at least one pro-
cessor causing the processor to:
obtain first collaboration data for a plurality of nodes;
recerve a request to locate at least one collaboration from
a user;

optimize a graph of the collaboration data by condensing,
multiple paths from a [set of the] first graph [nodes]
node at a first level of the graph to a [same] second
graph node at a second level of the graph to a single
path [to the same graph node];

generate an adjacency list of adjacent nodes 1n the graph;

generate a search tree starting by determining a source

node of the collaboration data, the search tree including
at least two levels, and expanding the search tree until
at least one target node 1s located that corresponds to a
solution for the request;

search the adjacency list to locate at least one shortest path

to the target node;

determining that the shortest path includes the single

path;

expanding the single path to the multiple paths; and

generate a list of collaboration data that 1s associated with

the at least one shortest path [from the source node to
the target node].

19. The non-transitory computer-readable storage
medium of claim 18, wherein the collaboration data includes
information associated with at least one of a movie, a
television show, a director, an actor, a producer, a company,
a theater production, and a contact.

20. The non-transitory computer-readable storage
medium of claim 18, wherein the source node includes a first
individual, and the target node 1includes a second individual.

21. The non-transitory computer-readable storage
medium of claim 18, wherein the collaboration data includes
at least one of a job title and a school.
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