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DISAGGREGATED RESOURCES AND
ACCESS METHODS

Matter enclosed in heavy brackets [ ]| appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue; a claim printed with strikethrough
indicates that the claim was canceled, disclaimed, or held
invalid by a prior post-patent action or proceeding.

CROSS REFERENCE 10 RELATED
APPLICATION

The present is a veissue of U.S. patent application Ser. No.

117205,895, filed Aug. 16, 2005, issued as U.S. Pat. No.
8,819 092.

FIELD OF THE INVENTION

The field of mvention 1s disaggregated resources espe-
cially storage devices, memories, displays, CPUs, or other
computing resources.

BACKGROUND OF THE INVENTION

As computers have increased in capabilities the demand
for computing resources has also grown. In fact, the demand
for computing resources has grown to the point that, in many
cases, Tar outstrips the capabilities of a single computer to
deliver resources to a user or application. For example,
enterprises have been aware of this 1ssue for many years and
continue to buy racks of servers, storage arrays, or other
computing resources at great cost to satisty their needs for
computing resources. In addition, many consumers employ
external hard disk drives to store massive amounts of
personal media data because their personal computers lack
suflicient capacity. There are many reasons that drive the
demand and proliferation of computing resources including
legislation that affect enterprises, applications, ubiquitous
digital cameras, media players, and countless other reasons.
Industry has responded to the demand by producing prod-
ucts that provide computer resources to users and applica-
tions where the computing resource products are no longer
centralized to a single computer. Furthermore, the industry
1s tending toward a distribution of computing resources
where individual computer systems ofler their capabilities or
services to other users and applications where on example
includes NAS file servers.

Yet another trend in the industry i1s to disaggregate
resources 1nto their constituent resource device elements, for
example USB disk drives or SAN systems. However, these
approaches do not address combining a number of resource
clements together into a coherent virtual whole from the
perspective ol an arbitrary set of resource consumers, but
rather these approaches still follow a centralized approach.

Even though the industry combines computing resources
into a centralized set of capabilities or services as 1n SAN
systems, 1t 1s still desirable to have the computing resources
exist as individual resource nodes. Centralized resources
imply further costs to due to the expense of the additional
computer hardware and infrastructure; introduce yet another
point of potential failure beyond the computing resources;
create a bottleneck that all resource consumers must pass
through, and so on. Disaggregated resources that comprise a
collection of individual resource nodes that work indepen-
dently but operate as a whole without a centralized control-
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ler or manager alleviate many of these problems. Individual
resource nodes carry a smaller per unit price tag reducing
incremental cost and offering stronger scalability, introduce
no additional points of failure, do not require out-of-band
communication increasing responsiveness, and operate 1n
parallel increasing performance. Some known examples of
distributed resources include clusters or applications like
SETI@Home that offer CPU bandwidth as the computer
resource. These examples are “distributed resources™ where
they rely on complete computer systems rather than indi-
vidual computing resources and operate at an application
level rather than at a resource device level.

Offering true disaggregated resources that comprise a
number of resource nodes has a number of critical problems
that must be overcome 1n order to deliver a solid disaggre-
gated solution. First, networks are inherently unreliable and
have latency; consequently resource nodes might loose
connectivity with a resource consumer. Connectivity 1s
important where the state or coherency of the resource from
the perspective of a resource consumer 1s important. Second,
multiple resource consumers can have different “views” of
a disaggregated resource from each other; therefore, each
resource consumer can have a diflerent resource map used to
access the disaggregated resource. Furthermore, most com-
puter systems require access to a resource at a very fine level
of granularity well below the resource device level. For
example, when a CPU addresses memory, 1t attempts to
reference a single byte or word. Such fine level granularity
access 1s difficult 1n a disaggregated resource because a
resource consumer does not necessarily have a sufliciently
detailed and complete map of the disaggregated resource.
Third, the organization of the resource nodes can be quite
complex depending on a number of factors including type of
resource 1nvolved, the roles or responsibilities of each
resource node, resource node location, or other implemen-
tation specific information. Fourth, operating systems have
to mterpret the disaggregated resource as 1f 1t were locally
connected 1n order to provide applications seamless, trans-
parent integration with the computing environment.

A number of attempts have been made previously to
provide a solid solution addressing the problems encoun-
tered when building a disaggregated resource. BitTorrent™,
a peer-to-peer file transfer system, oflers redundant file
storage as a distributed resource where each resource node
1s complete computer system offering file storage. BitTor-
rent™ places redundant copies of data on multiple peers to
alleviate some of the risk of an unreliable network; however,
the peers are outside the control of the ultimate user so the
user does not know 1f a peer i1s lost. Any owner of a
BitTorrent™ system can take down their computer reducing
the overall performance for a remote unknown user.
Although each BitTorrent™ user has a different view of the
network based on connectivity, a user can not, 1 a deter-
ministic fashion, determine the extent and usability of the
system. Unfortunately, BitTorrent™ 1s an application level
protocol and does not provide a transparent solution of a
storage resource that allows an operating system or appli-
cation to read and write data at will. Cleary, BitTorrent™
offers some utility for high level file transfers; i1t 1s not
suitable for consumer or enterprise system due to the lack of
control, determinism, fine level access, or performance.
BitTorrent™ and other peer-to-peer systems have not
addressed the need for resource consumers to understand a
complete map for a coherent disaggregated resource at an
clemental level.

Hitachi’s U.S. Pat. No. 4,890,227 offers a resource man-

agement system for operating systems of large scale com-
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puters. The memory, CPUs, I/O channels, and storage
devices represent disaggregated resources. The management
system relies on a set of policies that are continually updated
and deleted to equitably and autonomously assign resources
to process units (programs, threads, or tasks). The Hitachi
patent does not address 1ssues of resource coherency over an
unrchiable communication path or 1ssues of multiple
resource consumers (process units) having different views of
the resources because a centralized management system
handles all the resources for the process units. The Hitachi
patent does not provide insight on how a resource consumer
will manage and access resource nodes of a disaggregated
resource that extend beyond the core computer. Even though
the Hitachi patent addresses more elemental resources, the
centralized resource management system does not allow
resource consumers build their own view of the system or to
function independently. Furthermore, the Hitachi patent
offers no mnsight how to address fine level of structure of a
resource.

Microsoit’s U.S. Pat. No. 6,912,622 attempts to resolve
some of problems associated with a distributed resource that
are similar to the problems associated with a disaggregated
resource where the distributed resource 1s a peer-to-peer
system. The Microsoft patent uses an underlying statistical
assumption regarding the probability of a first peer knowing
a second peer’s ID based on the “distance” between the first
peer’s ID and the second peer’s ID. Through this structure,
the Microsolt patent oflers an eflicient peer-to-peer name
resolution system which allows a peer to keep track of and
to find other peers by a useable organization scheme result-
ing 1 a map of the system. However, the structure only
offers a way to access peers across a peer-to-peer network,
but does not ofler developers a way to access a fine level of
detail within a peer as required by a truly disaggregated
resource. Furthermore, the Microsoit patent does not address
the need for a resource consumer to know the coherency of
the disaggregated resource as resource nodes lose connec-
tivity. In a peer-to-peer network, 1t a peer drops out, other
peers don’t necessary care. However, if the a resource node
representing a CPU, memory, or storage device drops out of
connectivity, all resource consumers using the disaggregated

resource will need to know. Finally, the Microsoft patent
does not address more elemental resource nodes.

Adaptec’s U.S. Pat. No. 6,922,688 offers a method of
accessing data objects where portions of the object are found
through obtaining referential maps comprising logical stor-
age locations and physical maps comprising the physical
storage locations associated with the logical storage loca-
tions. Although the patent teaches how to access data objects
distributed across a plurality of physical locations, it does
not enable disaggregated resources, how to access such
resources, how to operate disaggregated resources as one
functional whole resource, or how to maintain a disaggre-
gated resource over an unreliable network. In addition,
although one aspect of the present invention comprises a
split map, that map 1s a split map of disaggregated resources
not a split map of data objects. Moreover, as discussed
below, the term resource, as used herein, excludes data
objects.

None of the previously presented examples fully address
the problems encountered for building and accessing disag-
gregated resources. A more complete solution handles unre-
liable communications, resource consumer and resource
node mdependence, resource coherency, fine level access to
the resource, and applies to many types of elemental
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resources rather than create a solution for a single type of
resource. Such a solution would have the following charac-

teristics:
A disaggregated resource would comprise mndependent,
cllicient resource nodes that do not necessarily com-
municate with each other and do not require out-oi-
band communications
The resource nodes provide information about their role
in the disaggregated resource to resource consumers
that request the information
Resource consumers discover and access the resources
without accessing extraneous systems
Resource consumers construct their own view of the
disaggregated resource based on information from the
resource nodes
A map of the resource provides access to a fine level of
granularity to the resource at or below the resource
device level
Thus, there remains a considerable need apparatus for
disaggregated resources and for methods of accessing dis-
aggregated resources.

SUMMARY OF THE INVENTION

The present mvention 1s directed toward disaggregated
resources that are spread among a number of resource nodes.
The resource nodes provide information about the nodes to
resource consumers who then create maps of the resource in
order to properly access the resource. The resource node
information from a single resource node comprises msudli-
cient information for a useable map of the disaggregated
resource. Resource node information from multiple resource
nodes allows for the creation of a more complete, useable
map Irom perspective of a resource consumer. Another
aspect of the invention provides for resource maps to be split
among elements of the disaggregated resource and resource
consumers in order to provide fine level access to the
resource without the resource consumer storing an entire
map of the resource.

Another aspect of the invention 1s directed toward meth-
ods for accessing the disaggregated resource through orga-
nizing resource nodes into the disaggregated resource,
assigning resource node information, and assessing if the
disaggregated resource has coherency. The resource nodes
respond to discovery messages by providing their resource
node mnformation from which the resource consumers con-
struct a map on how to access the resource. Resource
consumers that wish to access the resource include resource
consumers, resource managers, or other interested parities.

In a preferred embodiment resource node information
includes resource name, resource node name, resource node
type, or resource attributes. Resource consumers that inter-
act with disaggregated resources use the resource name to
identify a particular resource. Furthermore, each resource
node that composes the disaggregated resource includes a
resource node name to differentiate themselves 1n cases
where the nodes offer redundant physical resources.
Through the use of names, the resource consumers select
which resources are of interest and which resource nodes
compose the disaggregated resource.

A resource node type provides resource consumers with
the necessary information on how to access a specific node
within the disaggregated resource. Resource nodes function
independently of each and focus only on their prescribed
roles and responsibilities. Consequently, resource node attri-
butes provide the resource consumers information on node
state with respect to the disaggregated resource if resource
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state 1s critical relative to other nodes and provide resource
node role nformation. Contemplated attributes include
coherency attributes that indicate when a disaggregated
resource has lost coherency. If a disaggregated resource
loses coherency, then one or more resource nodes have lost
contact with active resource consumers; consequently, the
disaggregated resource might not operate correctly or might
not offer correct services. Resource node mformation from
an mdividual resource node comprises incomplete informa-
tion for resource consumers to interact with the complete
disaggregated resource.

In a preferred embodiment a resource consumer collects
resource node mformation from resource nodes to create a
map of the disaggregated resource. The resource map can be
the same from one resource consumer to another or can be
different from one resource consumer to another depending
on what the resource consumers requires and how the
disaggregated resource 1s configured. Furthermore, the
resulting resource map has suflicient detail to allow a
resource consumer to access the disaggregated resource. The
resource map provides a translation of a resource element 1D
to a physical resource address, location, or capability. It 1s
specifically contemplated that the resource map splits into a
number of resource sub-maps where each sub-map provides
a further translation. For example, a resource consumer
accessing a disaggregated resource creates a top level
resource sub-map that comprises a translation of a resource
clement ID to an address of a resource node. Each resource
node also comprises a resource sub-map that translates a
resource element ID to a physical resource ID. Conse-
quently, 1t 1s contemplated that a resource map has a
granularity below a resource unit level to a partition that
represents some fraction of a physical resource. In addition,
it 1s specially contemplated that a resource map has granu-
larity below a partition level to an individual addressable
physical resource element level, or even smaller.

Some embodiments may 1nclude a storage medium hav-
ing instructions that, when executed, results 1n a resource
node and/or a resource consumer operating as described
herein with respect to other embodiments.

Contemplated disaggregated resources imclude, but not
limited to, computer related resources including storage,
displays, CPU, imnput devices, or memory. Non-computer
related resources are also contemplated including electrical
power, or networking bandwidth. Specifically contemplated
examples include disaggregated storage or disaggregated
video displays. Furthermore, a disaggregated resource could
comprise a heterogencous mix of physical resources. For
example, a number of disk drives, displays, CPUs, or
memory where each individual 1tem 1s disaggregated, then
forms together into a complete disaggregated computer
system.

Glossary

The following descriptions refer to terms used within this
document. The terms are provided to ensure clarity when
discussing the various aspects of the mnvention matter with-
out implied limitations.

“Access Fault” means an error condition raised by a
resource node when a resource consumer has requested
access to a resource beyond the capabilities of the resource
node. When the consumer receives the access fault, the
consumer reconsiders the request and then forms a more
reasonable request, or takes other desired actions.

“Resource” means a lungible commodity required or
desired by a resource consumer for the consumer’s opera-
tion. Resources iclude displays, 1/O channels, data storage,
network bandwidth, processor bandwidth, or other items
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used by a resource consumer even those that pertain to other
systems beyond computing, for example electrical power.
“Physical Resource” means a physical instantiation of a
resource at the device level. Examples of physical resources
include video displays, hard disk drives, memory, process-
ing units, media cards, network interfaces, power outlets, or
other items used by resource consumers. Resources have
granularity; therefore, “resource partition” means a logical
representation of a portion of a physical resource. For
example, a resource partition of a hard disk drive includes a
logical partition on the disk that 1s addressable external to
the disk. Another example of a resource partition includes a
range of pixels 1n an (X,y) coordinate system on a video
display representing a logical frame that 1s addressable
external to the display. Further granularity 1s possible;
therefore, “resource element” means a natural, logical unit
of the resource that can be addressed. An example of a
resource element for a storage system based on a hard disk
drive includes a data block on the disk. Yet another example
ol a resource element includes a pixel of a video display.

On the other hand, the term “resource,” as used herein
does not 1nclude a file or other data object because data
objects are not fungible.

“Resource Consumer” means an entity that utilizes a
commodity 1 order to deliver its desired functionality.
Resource consumers have the ability to operate indepen-
dently of other resource consumers. Further, resource con-
sumers share physical resources though each resource con-
sumer could have a completely different perspective of the
resource. Example resource consumers include applications,
computers, operating systems, file systems, users, manage-
ment software, or other entities that have interest in the
commodity.

“Resource Map” means a translation from a virtual
addressing scheme to a physical addressing scheme of a
physical resource. Resource maps comprise software or data
that translates a resource element ID into a physical address.
Resource maps can split into a number of resource sub-maps
where each sub-map comprises a further translation to a final
physical address. Resource maps ofler varying degrees of
granularity of mapping virtual resource elements to physical
locations. For example, a network storage system can ofler
a resource map with a granulanty at the disk level, at the
partition level, at the data block level, or even below the data
block level by employing extra operations. “Split Resource
Map” means a resource map split mto a plurality of
resources sub-maps. The resource sub-maps reside 1 1ndi-
vidual memories where necessary.

“Resource Node” means a logical construct executing on
a processor comprising soltware or firmware that provides a
representation of a resource partition. Resource nodes com-
prise resource node information including and resource
maps. Resource nodes have the ability to function indepen-
dently of other resource nodes. This implies resource nodes
do not require out-of-band management to communicate
with other resource nodes in order to deliver a coherent
disaggregated resource. An example of a resource node 1s a
combination of hardware, software, or firmware that func-
tions as a logical partition of a disk. The logical disk
partition accepts read or write requests based on a logical
block address (LBA) of a data block, and then performs the
requested operation on the disk. Yet another example
includes a combination of hardware, software, or firmware
that functions as a logical video frame. The logical video
frame similarly accepts pixel display commands then
instructs a monitor to modily the pixel within the bounds of
the logical frame. Resource nodes comprise a resource map
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to aid 1n the translation of a resource element 1D, including
an LBA or logical (X,y) coordinate of a pixel, to a physical
address, a disk sector, track, cylinder, or (X,y) coordinate on
a monitor.

“Resource Node Attribute” means an attribute within a
resource node used by resource consumers external to the
resource node to determine 1f the disaggregated resource
suilers from a potential problem or to determine the resource
node’s role. Resource node attributes include coherency
attributes. If a coherency attribute or collection of coherency
attributes indicates a disaggregated resource has lost coher-
ency, a resource consumer can then determine the best
alternative steps to deal with a potential problem.

The teachings herein may be advantageously employed
by developers of disaggregated systems to develop, manage,
deploy, or utilize the systems with reduce costs and over-
head. Disaggregate resources access methods can be used to
manage large arrays ol storage devices, arrays ol video
displays, or other resources that lend themselves to disag-
gregation.

Various objects, features, aspects, and advantages of the
present 1nvention will become more apparent from the
following detailed description of the preferred embodiments
of the mvention, along with the accompanying drawings 1n
which like numerals represent like components.

BRIEF DESCRIPTION OF THE

DRAWINGS

FIG. 1 1s a schematic of a disaggregated resource.

FIG. 2 1s a schematic of a possible physical embodiment
for a resource node.

FIG. 3A 1s a schematic of an example of a parallel group
of resource nodes composing a disaggregated resource.

FIG. 3B is a schematic of an example of a serial group of
resource nodes composing a disaggregated resource.

FIG. 3C 1s a schematic of an example of a combination
group ol serial and parallel groups of resource nodes com-
posing a disaggregated resource.

FIG. 4A 15 a schematic of an example of group types for
a disaggregated storage array.

FIG. 4B 1s a schematic of an example of group types for
a disaggregated video display.

FIG. 5A 1s a schematic for an example of a physical
arrangement of logical disk partitions composing a disag-
gregated storage array representing a logical volume 7.

FIG. 5B 1s a schematic for an example of the logical
organization of logical disk partitions composing a disag-
gregate storage array representing the logical volume Z of
FIG. SA.

FIG. 6 1s a schematic for a resource map.

FIG. 7 1s a schematic for a split resource map.

FIG. 8 1illustrates resource maps with varying degrees of
granularity.

FI1G. 9 15 a schematic for an example method of accessing
a disaggregated resource.

DETAILED DESCRIPTION

In order to provide clarnty for the detailed description of
the inventive subject matter, two example embodiments are
provided. Neither implementation should be interpreted as a
limitation of the subject matter 1n any way. The first example
embodiment focuses on a disaggregated storage array com-
prising resource nodes in the form of logical disk partitions
and the second embodiment focuses a disaggregate video
display comprising resource nodes 1n the form of logical
video display frames.
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Disaggregated Resources

FIG. 1 presents a schematic for a disaggregated resource
comprising more than one resource nodes. Disaggregated
resource 100 comprises resource nodes 110A through 110E.
Although five resource nodes are shown, the number of
resource nodes varies as necessary to fulfill the requirements
of the disaggregated resource. Resource consumers 140A
through 140N communicate with disaggregated resource
100 through communication path 150 by communicating
with resource nodes 110A through 110E.

In a preferred embodiment, resource consumers 140A
through 140N take the form of an electrical device runming
a driver on a processing unit. The driver allows an applica-
tion or applications running on the electrical device to
interact with the resource provided by disaggregated
resource 100 and resource nodes 110A through 110E 1n a
manner that 1s transparent to the applications. Consequently,
disaggregated resource 100 appears as a local resource from
the perspective of the applications. Examples of resource
consumers include computers, operating systems, file sys-
tems, management software, or other entities that require
access to disaggregated resource 100.

Resource consumers 140A through 140N interact with
disaggregated resource 100 independently from each other.
Therefore, each resource consumer has its own view of
disaggregated resource 100. Resource consumers 140A
through 140N can alter resource node information stored on
resource nodes 110A through 110E. It 1s contemplated that
altering resource node information provides for indicating
changes 1n the disaggregated resource.

Communication path 150 provides for a sustained com-
munication between resource consumers 140A through
140N and resource nodes 110A through 110E. It 1s speciii-
cally contemplated that communication path 150 1s unreli-
able and could result in one or more of the resource nodes
110A through 110E losing connectivity with resource con-
sumers 140A through 140N. Contemplated communication
paths include packet switched networks, computer busses,
wireless transmission, or other communication mechanisms.

Resource Nodes

FIG. 2 presents a schematic for a possible embodiment of
a resource node. Resource node 200 comprises processing
umt 210 and memory 220. Processing unit 210 communi-
cates with other entities, including resource consumers, over
communication path 250. In addition processing unit 220
communicates with physical resources 260A through 260M
over physical resource communication path 215. Processing
unit 210 communicates with memory 220 over bus 225.
Memory 220 further comprises resource node information
230 and resource map 240.

Memory 220 comprises resource node instructions that
run on processing unit 210, and data for use by processing
umt 210 or resource consumers. Data structures include
resource node information 230, or resource map 240.
Resource node information 230 includes one or more infor-
mation elements as indicated by resource information ele-
ments 233 A through 233N and conveys information regard-
ing resource node 200 to resource consumers over
communication path 250. Contemplated examples of
resource node 1information include resource name, resource
node type, resource node name, resource node attribute,
address, or other resource node information of interest to a
resource consumer. Resource consumers use resource node
information to determine the role of a specific resource node
within a disaggregated resource, among other things.
Resource map 240 provides processing unit information on
how to translate requests for resource access from resource
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consumers 1nto an access of physical resource 260A through
260M. It 1s contemplated that resource map 240 provides
information on ftranslating resource consumer requests
across one or more physical resources, at a partition level of
a physical resource, or at levels smaller than a partition.
Resource node 200 uses resource map 240 to aid 1n deter-

mimng the responsibility of resource node 200 with regards
to physical resources 260A through 260M.

Contemplated embodiments of resource node 200 include
modules comprising a combination of hardware, solftware,
or firmware. Modules 1n the form of adapters plug into
physical resource devices to provide resource node capa-
bilities. Furthermore, adapters comprising embedded
boards, chips, ASICs, FPGAs, or other components integrate
into a larger physical resource device to provide resource
node capabilities. In addition, modules include enclosures
that house one or more physical resource devices. Such
modules include operating systems and commumnication
stacks as firmware infrastructure to support resource node
functionality. Because modules can comprise soitware, 1t 1s
also contemplated software programs or drivers install on
computers or other computer-like systems to provide
resource node capabilities for the individual resources
within the computer. Contemplated software or firmware
executing on processing unit 210 that provides resource
node 200 with 1ts functionality including monolithic code
that supports multiple resource nodes, collections of func-
tions operating together, or individual tasks or threads.

Resource node 200 operates as a virtual structure that
presents a logical representation of a portion of physical
resource 260A through 260M to resource consumers. Con-
templated logical representations include logical partitions
of disk drives or logical video frames of a monitor. The
logical representations combine to form the complete dis-
aggregated resource, which 1tself 1s a logical representation
ol a resource.

If resource node 200 exists i a module that supports
multiple other resource nodes, 1t 1s contemplated all resource
nodes have unique addresses. In a preferred embodiment,
cach resource node acquires an address from external to the
enclosure, from a DHCP server for example. In especially
preferred embodiment, multiple resource nodes share a
common physical address, an Ethernet MAC address, when
obtaining an address by using unique virtual physical
addresses when commumnicating with the address server. For
example, an enclosure can obtain multiple IP addresses from
a DHCP server by using virtual physical addresses for each
resource node 1n the “chaddr” field, the client address field,
of the DHCP client request even though the module has a
single real MAC address. This approach alleviates 1ssues
where a DHCP server does not correctly implement the
DHCP client ID properly.

Disaggregated Resource Node Groups

A resource node comprises the ability to function inde-
pendently of all other resource nodes and oflers resource
consumers access to the physical resource for which the
resource node 1s responsible without regard to all other
resource nodes composing the disaggregated resource. Con-
sequently, resource nodes combine together forming differ-
ent structures based on how a group as a whole 1s intended
to function. In a preferred embodiment, there are four types
of group structures, a group of one operating as a complete
resource, a parallel group structure where resource nodes
provide redundant resources, a serial group structure where
resource nodes provide no redundancy, or a combination of
parallel and serial groups. A single resource node that
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operates as a group of one providing a single complete
resource 1s a trivial case and does not represent a disaggre-
gated resource.

FIG. 3A 1llustrates an example of a parallel group of four
resource nodes. Disaggregated resource 300 comprises
resource nodes 305A through 305D and represents a single
resource from the perspective of resource consumer 310.
Resource consumer 310 interacts with disaggregated
resource 300 through communication path 315. Resource
nodes 305A through 305D offer the same fundamental
resource, resource “A.,” to resource consumer 310. There-
fore, 1f one of resource nodes 305A through 305D disappears
from view of resource consumer 310, resource consumer
310 still 1s able to fully utilize disaggregated resource 300
even though disaggregated resource 300 has lost a resource
node because the remaining nodes offer redundancy. An
example of a parallel group includes a data storage array
employing a number of mirrored disks. If a disk fails, the
other mirrored disks provide data due to redundancy. An
additional example of a parallel group includes a video
display comprising multiple monitors displaying the same
video data. Should one monitor fail, the remaining monitors
continue to provide the video data. In a preferred embodi-
ment, a parallel group comprises two or more logical disk
partitions that mirror data from another group of one or more
logical disk partitions. Although FIG. 3A presents an
example of four resource nodes, 1t 1s contemplated that a
parallel group can comprise one or more resource nodes. It
1s Turther contemplated that a parallel group can comprise
one or more other groups. Other contemplated parallel
groups include archives or backups where data 1s stored for
long term storage.

FIG. 3B illustrates an example of a serial group compris-
ing four resource nodes. Disaggregated resource 320 com-
prises resource nodes 325A through 323D. Disaggregated
resource 320 appears as a single resource to resource con-
sumer 310. Resource consumer 310 communicates with
disaggregated resource 320 over communication path 315.
Resource node 325A through 325D each ofler a single piece
of a resource, “A” through “D” respectively, where resource
consumer 310 requires resource “ABCD” to operate prop-
erly. Resource node 325A through 325D ofiers no redun-
dancy; therefore, 11 one of the nodes disappears from view
of resource consumer 310, disaggregate resource 320 would
no longer be usable. Examples of serial groups for storage
arrays mclude two or more disks comprising RAID-0 stripes
or two or more disks where the disks are spanned together
to ofler larger capacity. I one disk fails, the storage array 1s
rendered useless until the array 1s fixed. Other contemplated
serial groups including a parity group, or an individual group
where a parity group represents a group that comprises
parity imformation and where an individual represents a
group ol a single resource node. An alternative example of
a serial group includes a composite video display compris-
ing two or more monitors that are combined into a single
larger display. If one monitor fails, then the complete display
1s not useful because some video information i1s missing.

FIG. 3C illustrates an example of a combination group
comprising a parallel group of two redundant serial groups.
Disaggregated resource 350 comprises serial group 330 and
serial group 340, each offering the same resource “ABCD”
to resource consumer 310. Resource consumer 310 commu-
nicates with disaggregated resource 350 over communica-
tion path 315. Resource nodes 335 A through 335D provide
access to resource “A” through “D” respectively as do
resource nodes 345A through 3435D. An example of a

combination group includes a RAID 10 storage array where
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data 1s striped across multiple disks and those disks are
mirrored. In a preferred embodiment, combination groups
comprise two or more logical disk partitions. Furthermore,
in a preferred embodiment combination groups comprise
one or more other groups.

One or more resource nodes combine to form a group.
One or more groups form an additional group. Finally, a
disaggregated resource 1s a single top level group compris-
ing one or more other groups. Groups become complex as
resource nodes combine to offer various capabilities and
services and because each resource node operates indepen-
dently other nodes. Resource consumers require information
to understand how resource nodes combine to form a
disaggregated resource 1n order to properly interact with the
disaggregated resource and to determine 11 the disaggregated
resource has coherency.

In a preferred embodiment groups are classified by types
where a type specifically references a role played by a
collection of resource nodes. Furthermore, it 1s contemplated
that resource consumers access a group collectively in
addition to accessing individual resource nodes within the
group. In the preferred embodiment, resource consumers
access the group collectively through multicast messages.

Resource Node Information

Resource consumers obtain a view of a disaggregate
resource based on information about resource nodes.
Resource nodes are unaware of their role 1n a larger disag-
gregated resource because they focus on their main respon-
sibility of providing access to a physical resource. Conse-
quently each individual resource node lacks information
about the complete disaggregated resource. Resource con-
sumers obtain resource node information from each of the
individual resource nodes and combine the information to
form a description of the disaggregated resource 1n order to
properly interact with 1t. In a preferred embodiment,
resource node information resides within 1n a memory
assoclated with the resource node; however, 1t 1s contem-
plated the resource node mnformation can reside 1n alterna-
tive memories.

If a disaggregated resource comprises only a serial group,
then a resource consumer only needs suilicient information
to determine 1f the serial group has coherency. In other
words, the resource consumer only needs to know 1f mem-
bers of the group are missing. I the serial group does not
have coherency (members of the serial group are missing),
the disaggregated resource 1s not useable. Therefore, a
resource consumer does not need complete information, 1.¢.
information about which members are missing, but rather
suilicient information indicating that members are missing.
Furthermore, 11 a disaggregated resource comprises parallel
groups, the resource consumer only requires sutlicient infor-
mation to determine 1f, through the redundancy of the
parallel groups, the disaggregated resource 1s usable. Again,
the resource consumer only needs suflicient information
rather the complete information regarding the disaggregated
resource.

Resource node information comprises elements that
include the group type of a group of which a resource node
1S a member, resource node attributes, resource name,
resource node name, resource node address, or other infor-
mation desired by resource consumers to determine the

coherency of a disaggregated resource. Resource consumers
also use resource node information to determine the role of
cach resource node. If a resource consumer knows the role
of a resource node, then the resource consumers 1s able to
partially assist the resource node by performing operation in
anticipation of passing resource requests to a resource node.
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For example, 1f a resource node represents a RAID-0 stripe,
a resource consumer could perform necessary modulo arith-
metic based on an LBA to determine 1f the stripe should
receive a specific data block.

Group lypes

Resource nodes combine together to form groups of
different types. Each type of group represents a desired
functionality, capability, or service. A group type provides
resource consumers partial information regarding the role a
group plays in the disaggregated resource.

FIG. 4A presents a set of possible group types for resource
nodes composing a disaggregated storage array. The
resource nodes are logical disk partitions 1n this example.
Assume the storage array comprises a data set of sequential
data blocks “ABCDEFGHI” that could represent a single
file. The resource map of each logical disk partition deter-
mines for which data blocks the logical partition 1s respon-
sible. Logical disk partitions 410A and 410B are mirrors
because they both are responsible for identical data and
provide redundancy; therefore, each logical disk partition
has a “mirror” group type. One should note that each logical
disk partition 1s a group of one node 1n the example shown.
Mirror groups are a form of parallel group and have resource
that 1s redundant to another group. Logical disk partitions
420A through 420C represent a stripe group where 1ndi-
vidual data blocks are written across logical disk partitions
420A through 420C sequentially, then wrap around. Logical
disk partitions 430A through 430B represent a span group
where data fills one logical disk partition then flows over to
the next logical disk partition. Both a stripe group and a span
group are serial groups. In a preferred embodiment, con-
templated group types include mirrors, stripes, or spans. In
especially preferred embodiments, contemplated mirror sub-
types include snap-shots, backups, or deferred mirrors;
contemplated stripe sub-types include parity. Snap-shots are
a type of mirror group that captures a dataset at a specific
point 1n time. Backups are a type of mirror group that
archives a data set. Detferred mirrors are a type of mirror that
has an 1I/O latency with respect to a primary group. Parity 1s
a type of stripe comprising parity information. Parity groups
are useful when implementing RAID-3, 4, 5, 6, or other
storage arrays that require parity.

FIG. 4B presents another example of a set of possible
group types for resource nodes composing a disaggregated
video display. The resource nodes are logical video frames
in this example. Logical video frames 440A and 440B
represent mirror groups where the same data 1s displayed on
the two logical frames. Logical video frames 450A through
450F compose a composite display and are therefore a
composite group. One should note the logical video frames
440A through 440F do not have to be located on the same
monitor or have to be located physically close to each other.

The purpose of the previous examples 1s to illustrate that
group types are created based on the type of disaggregated
resource. In addition, there are common group types regard-
less of the type of disaggregated resource, mirrors for
example. Composite types are essentially a combination of
span and stripe.

Groups can become quite complex depending on how the
different group types combine to form a disaggregated
resource. In a preferred embodiment groups are organized
according to rules for manageability providing resource
consumers structure so they can determine how groups
should {it together and what role each group takes on. In a
preferred embodiment, group types are hierarchically orga-
nized. For example 1n storage arrays 1t 1s contemplated that
mirror groups are the top most group because each mirror
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represents one data set. The next level comprises stripe
groups that provide performance enhancement, and then at
the lowest level are span groups that provide capacity
enhancement. It 1s contemplated that group type information
1s encoded in a memory. In a preferred embodiment, the
group type miformation combines with a resource node
name. In an especially preferred embodiment, group types
also represent results of operations performed on other
groups. For example 1n a disaggregated storage array, 1f a
stripe group of logical disk partitions has a “mirror opera-
tion” performed on 1t, the result 1s a mirror group comprising,
two stripe groups, the original stripe group and a new stripe

group.

Resource Node Names

Resource node names provide one or more pieces of
information to remote consumers including identification or
group membership mformation, logical position information
within a disaggregated resource, partial role information, or
other information that a resource consumer might need to
access a disaggregated resource.

Identification and membership information allows a
resource node to uniquely 1dentity 1tself with respect to other
resource nodes whether they are in the same disaggregated
resource or from other disaggregated resources. Resource
consumers can resolve the resource node name to an address
which allows the resource consumer to communicate
directly with a specific resource node. Resource node names
and addresses ensure each resource node 1s distinguishable
from other resource nodes. In a preferred embodiment, a
resource node comprises the name of the disaggregated
resource. In an especially preferred embodiment, a resource
node name comprises a umque identifier including a UUID
or a GUID. In addition, a resource node name of a preferred
embodiment resolves to an internetworking address includ-
ing a unicast address or a multicast address.

In a preferred embodiment, a resource node name com-
prises position information that informs a resource consumer
where 1n a disaggregated resource a resource node fits. In an
especially preferred embodiment the position information
comprise a group type. Therefore, a resource node name
carries partial resource node role information.

FIG. 5A provides an example of a physical structure of a
possible disaggregated storage array comprising a number of
resource nodes where the resource nodes are logical disk
partitions. The example 1s provided to clarify how resource
consumers can utilize resource node names. A resource
consumer operates on data set comprising data blocks
“ABCDEFGHI” stored on disks 501 through 305. The
storage array comprises three complete, redundant data sets
for reliability. Each disk comprises one or more partitions
controlled by a resource node that represents each partition
as an addressable, logical disk partition. Resource node 510
1s a mirror partition comprising the complete data and 1s;
therefore, a mirror group of one resource node. Mirror group
520 also comprises the complete data stored on three striped
resource nodes 522, 524, and 526. Mirror group 530 also
comprises the complete data set stored on two striped
resource nodes 3532 and 3534 and span group 535 that
functions as a third stripe. Span group 5335 comprises
resource nodes 537 and 539. From the perspective of a
resource consumer, this collection of resource nodes appears
as a single logical volume that stores data set “ABCDEF-
GHI.” The resource consumer attempts to make sense of the
structure through each resource node’s name. FIG. 5B
presents a logical representation of the same disaggregated
resource of FIG. SA assuming groups are organized hierar-
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chically as follows from top to bottom: mirrors, stripes, and
spans. Logical volume 500 comprises the groups to form a
single disaggregate resource.

Given the example hierarchical structure illustrated 1in
FIG. SB, Table 1 lists a possible name associated with the
eight nodes composing logical volume 500. Table 1 assumes
logical volume 500 has name “Z” and that mirror groups are
designated by the letter “M” and a number. In addition,
stripe groups are designated by the letter “R” and a number.
“R” 1s used 1n the example to reflect stripes are a RAID 0
group. Span groups are designated by the letter “S.”

TABLE 1

Resource Node Names for Example
Storage Structure Logical Volume 500 1n

FI(G. 5B
Resource Node Example Name
Root Node 510 Z
Resource Node 522 Z.M1
Resource Node 524 Z.M1.R1
Resource Node 526 Z.M1.R2
Resource Node 532 Z.M?2
Resource Node 534 Z.M2.R1
Resource Node 537 Z.M2.R2
Resource Node 539 Z.M2.R2.81

Resource node names form two different classes: those
that provide resource node role information and those that
do not. Resource node role information helps resource
consumers determine how to properly interact with 1ndi-
vidual resource nodes. For example 1n the case of a mirror
group 320, resource nodes 322, 524, and 526 are striped
nodes. A resource consumer can infer through the names of
resource nodes 522, 524, and 526 are cach stripes. There-
fore, based on knowledge of how stripes operate (stripe
depth, LBA ranges, module arithmetic, or other informa-
tion), a resource consumer can determine which resource
node 1s responsible for individual LBAs 1n a logical volume.
Consequently, the resource consumer performs LBA calcu-
lations locally to determine which resource node 1s respon-
sible for an LBA, then directly interacts with an individual
resource node. In a preferred embodiment, the interaction 1s
through a unicast message directed from the resource con-
sumer to the address of a resource node. It resource nodes
handle LBA calculations, then resource node names only
have to carry organization information and do not have to
carry resource node role information. In this case, a resource
consumer directly interacts with the entire group collectively
and lets each member of a group determine 1f any action 1s
required on their part. For example, a resource consumer
interacting with mirror group 520 sends a single message
comprising an LBA to resource nodes 522, 524, and 526
collectively. In a preferred embodiment, the interaction is
through a multicast message directed from the resource
consumer to the multicast address of the group. Given this
case, developers can use any naming or tagging system that
results 1n a discernable structure for a disaggregated
resource and 1s understandable by a resource consumer.

Through structured naming, resource consumers deter-
mine the overall structure of a disaggregated resource and
identily gaps in the structure. For example, 1f resource node
524 does not respond to a discovery request by a resource
consumer, the resource consumer understands there 1s a gap
between resource node 522 with name “Z.M1” and resource
node 526 with name “Z.M1.R2.” Therefore, the resource
consumer has suflicient information to determine that mirror
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group 520 (as serial group of striped resource nodes) is
incomplete and can not be used. However, given a structured
naming scheme, a resource consumer can not know the last
member 1n a group because 1t 1s always possible that the last
resource node might not have responded. For example, i
resource node 526 of mirror group 520 does not respond to
a discovery request, the resource consumer would believe
that resource node 524 1s the last member of mirror group
520 and would not know that group 1s incomplete. It 1s
contemplated that resource node names carry complete
information regarding group memberships so that resource
consumers can make a full determination of disaggregated
resource coherency; however, such naming is 1neflicient
because names can become long, disorganized, or unman-
ageable. It 1s also contemplated that resource node names
have additional characteristics including being discoverable
via discovery request message, or comprise information
regarding resource node responsibilities.

Resource node names form two different classes: those
that provide resource node role information and those that
do not. Resource node role information helps resource
consumers determine how to properly interact with indi-
vidual resource nodes. For example 1n the case of a mirror
group 3520, resource nodes 322, 524, and 526 are striped
nodes. A resource consumer can infer through the names of
resource nodes 522, 524, and 526 are each stripes. There-
fore, based on knowledge of how stripes operate (stripe
depth, LBA ranges, module arithmetic, or other informa-
tion), a resource consumer can determine which resource
node 1s responsible for individual LBAs 1n a logical volume.
Consequently, the resource consumer performs LBA calcu-
lations locally to determine which resource node 1s respon-
sible for an LBA, then directly interacts with an individual
resource node. In a preferred embodiment, the interaction 1s
through a unicast message directed from the resource con-
sumer to the address of a resource node. If resource nodes
handle LBA calculations, then resource node names only
have to carry organization information and do not have to
carry resource node role information. In this case, a resource
consumer directly interacts with the entire group collectively
and lets each member of a group determine if any action 1s
required on their part. For example, a resource consumer
interacting with mirror group 520 sends a single message
comprising an LBA to resource nodes 522, 524, and 526
collectively. It a preferred embodiment, the interaction is
through a multicast message directed from the resource
consumer to the multicast address of the group. Given this
case, developers can use any naming or tagging system that
results 1 a discernable structure for a disaggregated
resource and 1s understandable by a resource consumer.

Resource Node Attributes

Resource node attributes contribute to determining the
role of a resource node, to determiming the coherency of the
disaggregated resource, or to helping a resource consumer to
properly interact with a disaggregated resource.

Resource consumers use resource node attributes to deter-
mine 1f a serial group of resource nodes 1s complete or has
coherency. It 1s contemplated that resource nodes have
coherency attributes where each attribute 1s associated with
a group type. For example, 1n a storage array representing a
disaggregated resource with mirror groups, stripe groups,
and span groups, coherency attributes could include a mirror
attribute, a stripe attribute, and span attribute. In a preferred
embodiment, each coherency attribute indicates that there
are additional members, and therefore, nodes, associated
with a particular group. Table 2 illustrates how coherency
attributes contribute to a resource consumer’s understanding
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of a disaggregated resource structure and the roles each node
plays 1n the disaggregated resource based on logical volume
500 example presented 1n FIG. SB. In Table 2, the “M”
attribute indicates that there 1s an additional mirror group;
the “R” attribute indicates that there 1s an additional stripe
member, and the “S” indicates there 1s an additional span
member. Even though the attributes are set on the individual
nodes, the attributes are associated with the groups because
groups can comprise other groups that further comprise
multiple resource nodes, for example mirror group 530
comprising span group 335 which functions as a stripe.

TABLE 2

Resource Node Names and Attributes for
Example Storage Structure Logical Volume 500

in FIG. 5B

Example Attributes
Resource Node Name M R S
Root Node 510 V4 Y N N
Resource Node 522 Z.M1 Y Y N
Resource Node 524 /Z.M1.R1 Y Y N
Resource Node 526 Z.M1.R? Y N N
Resource Node 532 Z.M2 N Y N
Resource Node 534 Z.M2.R1 N Y N
Resource Node 537 Z.M2.R2 N N Y
Resource Node 539 Z.M2.R2.81 N N N

A resource consumer nteracting with logical volume 500
with attributes has suflicient information to determine 11 the
serial groups comprising logical volume 500 have coherency
and are complete. For example, the resource consumer can
determine the completeness of mirror group 520, a serial
group comprising striped resource nodes 522, 524, and 526,
by checking the attributes even 1f a resource node 1s not
visible. If resource node 526 1s not visible to the resource
consumer, then the resource consumer can determine that
there are additional expected groups based on the “R”
attribute being set on resource node 524. Furthermore, 1f all
members of mirror group 520 are visible to the resource
consumer, then the resource consumer can determine that
there are no additional members because the “R” attribute 1s
not set on resource node 526 indicating there are no addi-
tional stripes and, therefore, can determine that the group 1s
complete.

The attributes also contribute information that allows a
resource consumer to infer what role a resource node plays

in the disaggregated resource. For example, resource node
522 has the name “Z.M1” which partially indicates 1ts role,
that 1t 1s a mirror. However, the name does not contain
information regarding its role as a stripe. The resource
consumer can infer that resource node 522 is stripe by
detecting that the “R” attribute i1s set indicating that an
additional stripe 1s expected implying resource node 522 1s
also a stripe.

Maintaining coherency of parallel groups requires more
complex attributes because 1 one member of the parallel
group 1s not visible, other resource nodes that are redundant
can supply the resource 1n place of the lost group member.
Coherency 1s important when multiple resource consumers
access a shared disaggregated resource where the physical
resource has state from the perspective ol the resource
consumers. Due to a number of reasons including unreliable
networks, a resource consumer could lose track of a resource
node 1n a parallel structure; consequently, that node could
become out of synch with other resource nodes even though
the complete disaggregated resource still provides function-
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ality from the perspective of the resource consumer due to
redundancy. For example, logical volume 500 1s a parallel
group comprising three mirror groups, root node 510, mirror
group 520 (a serial group of striped resource nodes), and
mirror group 330 (a senial group of striped and spanned
resource nodes) all comprising 1dentical data sets. I a first
resource consumer can see only mirror groups 520 and 530,
but not 510, then it could properly interact with the two
visible groups. However, 11 a second resource consumer can
see only mirror group 310, but not 530 and 520, then the
second resource consumer can properly interact with group
510. Unfortunately, data on logical volume 500 1s at risk 1f
both resource consumers write to the volume because the
volume no longer has coherency resulting in the groups
losing synchronization. Coherency attributes can include a
count of the number of groups or resource nodes comprising
a parallel group. In the case of logical volume 3500, there are
three parallel groups supplying redundant data: therefore the
member count i1s three. Furthermore, a resource consumer,
upon detection that a group or node 1s missing, can change
a valid count on the visible resource nodes to indicate how
many groups are valid. For example, in the case of the first
resource consumer seeing only mirror group 520 and 530
would set a valid count to two (as opposed to three). Any
other resource consumer would see a discrepancy between
the valid count (2) and member count (3) and know the
disaggregated resource has lost coherency.

In a preferred embodiment, resource nodes have both a
resource valid attribute indicating how many members of a
group are valid and a resource member attribute indicating
the number of expected members in the disaggregated
resource. In a more preferred embodiment, resource nodes
comprise a key to ensure that only one resource consumer 1s
able to modily resource attributes at a time, or to indicate
when group member resource node attributes are modified.
Contemplated keys include random numbers, sequential
counts, UUID, or GUIDs. Additionally, in a preferred
embodiment resource consumers periodically check the
coherency of a disaggregated resource to ensure it 1s able to
SErvices resource requests.

In a preferred embodiment, through an advantageous
selection of rules for creating an organizational structure of
resource nodes, only one attribute 1s required for each group
type rather than an attribute for each created group.

Additional resource node attributes are also contemplated.
Specifically, attributes that indicate whether resource nodes
are owned or share provide utility when multiple resource
consumers interact with a disaggregated resource simulta-
neously.

Other Resource Node Information

Beyond group types, resource node names, and resource
attributes, additional resource node information 1s contem-
plated 1including resource node capabilities, physical
resource mformation, detailed resource node resource map
information, or other information that enhances the opera-
tion of a disaggregated resource with respect to a resource
consumer. Examples of resource node capabilities within
storage array include block size, stripe size, logical partition
capacity, or LBA responsibility information. Examples of
resource node capabilities within a disaggregated video
display include logical video frame size, pixel color depth,
decoding information, or aspect ratio. All information
regarding a resource node 1s contemplated.

Resource Maps

Resource maps provide a translation from a resource
clement ID, an LBA or logical pixel coordinate for example,
to a physical address, a hard disk storage block or a pixel on
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a video monitor for example. Within this context “physical
address” means an address that 1s directed toward a physical
resource; therefore a physical address includes intermediary
addresses that are further directed toward the physical
resource. Resource maps, especially those located within a
resource node determine a resource node’s responsibility.

Resource maps are either static or dynamic. Static
resource maps are stored in a memory and contain suflicient
information for translation. Dynamic resource maps are also
stored 1n a memory and are bult based on resource node
information. Resource consumers build a dynamic map, 1f
necessary, and determine 1f the map 1s complete through the
resource node information.

FIG. 6 depicts an example of a resource map. Resource
consumers access a disaggregated resource through the use
of resource map 600 by referencing elements of the disag-
gregated resource via resource element IDs 610A through
610N. Resource map 600 includes a translation from
resource element IDs 610A through 610N to physical
addresses 620A through 620N. A resource map comprises a
combination of software or data structures to achieve the
goal of translation. It 1s contemplated that a resource map
could comprise a table; however, the map would be an
ineflicient use of memory due to the number of resource
clements IDs that have to be handled. In a storage array a
typical number of IDs comprise 2** LBAs. In a video
display, the number of pixels could easily be 1n the millions.
In a preferred embodiment, resource map 600 comprises a
soltware function that translates resource element IDs 610A
through 610N to physical addresses 620A through 620N.
Consequently, resource maps provide a translation from a
virtual coordinate system used to represent the disaggre-
gated resource to a physical coordinate system across physi-
cal resources. A resource consumer collects resource node
information from resource nodes that compose a disaggre-
gated resource. The resource consumer then constructs a
dynamic resource map 1n memory based on resource node
names, resource node attributes, resource node addresses, or
group types. If the resource consumer has an understanding
of the roles of each resource node, then the resource con-
sumer can have an understanding of how resource element
ID 610A through 610N are distributed across all the resource
nodes. In the example of a disaggregated storage array
where data 1s striped across a number of resource nodes, a
resource map takes the form of software function employing
modulo arithmetic to determine which resource node 1s
responsible for an LBA. The physical address in this case
would be the address of the node responsible for the LBA.
In a preferred embodiment, a resource element ID translates
to one or more physical address 1n order to support parallel
groups including mirrors.

The complete map of a disaggregated resource splits nto
a number of smaller maps; each of them also a resource map.
Resource consumers need suflicient information to create a
map that allows 1t to interact with the disaggregated
resource. Resource nodes have a fine grained mapping of a
physical resource which 1s often a static map.

FIG. 7 depicts an example of a split resource map of
disaggregated storage array. Split resource map 700 com-
prises resource sub-map 725 stored 1n first memory 720 and
resource sub-map 735 stored in second memory 730.
Resource sub-map 725 translates LBAs 726 A through 726N
to resource node addresses 728A through 728N. Resource
sub-map 735 represents an example static resource map of

a resource node addressed in resource sub-map 725.
Resource sub-map further translates LBAs 736 A through
736M to physical addresses 738 A through 738M represent-
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ing a physical location on a disk drive. Resource sub-map
725 and resource sub-map 733 do not have to have the same
number of elements because a resource node’s resource map
generally represents a fraction of the complete disaggregated
resource. A resource consumer interacting with the example
storage array uses resource sub-map 723 to find an address
ol a resource node. Resource consumer sends requests to a
specific resource node, 1f required. The specific resource
node could then use a resource map similar to example
resource sub-map 735 to interact with a disk. In a preferred
embodiment, resource maps and resource sub-maps employ
software functions for translation. In an especially preferred
embodiment, the software functions are used to yield
resource node responsibilities including striping, parity,
spanning, mirroring, or composite responsibilities.

Each resource map 1n a disaggregated resource comprises
a level of granulanty. Resource consumers often utilize
coarse grain resource maps with a granularity at the resource
node level. The resource node level corresponds to a granu-
larity at physical partition level that 1s at or below a physical
resource level. For example, 1n a storage array, a resource
node represents a logical disk partition that corresponds to a
disk partition that 1s smaller than a disk drive. In addition, 1n
a video monitor, a resource node represents a logical video
frame that corresponds to a frame that 1s smaller than the
video monitor.

FIG. 8 depicts several resource maps with various levels
of granularity. Physical resource 840 comprises physical
resource partition 843 and 847. A resource node 1s respon-
sible for providing access to physical resource 840, and
more particularly to resource partition 843. Resource map
810 has a granularity at the resource partition level because
it translates resource element IDS to physical addresses that
correspond to a physical resource partition level. In a
preferred embodiment, the physical address of a physical
resource partition corresponds to an address of a resource
node. Physical resource partition 843 further comprises
physical resource elements 844 A through 844N. Resource
map 820 has a granularity at the resource element level that
1s below the physical resource partition level because 1t can
address 1ndividual physical resource elements 844 A through
844N. Contemplated resource elements include addressable
blocks on a disk drive. Resource nodes typically employ
resource maps that have granularity at the physical resource
clement level. It 1s contemplated that a resource map can
have a granularity below the physical resource element
level. Physical resource elements 844 A through 844N com-
prise smaller pieces as depicted by atom 845. For example,
disk drives have addressable blocks where each block com-
prises a number of bytes and each byte comprises a number
of bits. Resource map 830 has a granularity at the atomic
level. It 1s contemplated that resource nodes that employ
resource maps having an atomic level granularity or below
use multiple operations to access the physical resource. In
the case of a storage array, a resource node would use a
read-modily-write operation to change a byte within a block.

Accessing Disaggregated Resources

FIG. 9 depicts a possible set of steps by which entities can
interact with disaggregated resources.

At step 905, a manager creates a disaggregated resource.
The manager responds to a need for the disaggregated
resource and creates two or more resources nodes that have
responsibility for physical resources in order to attempt to
tulfill the need. For example, an I'T manager establishes that
an enterprise requires several terabytes of disk storage
comprising mirrored data. Then, through utilities, the man-
ager creates a number of logical disk partitions (resource

10

15

20

25

30

35

40

45

50

55

60

65

20

nodes) representing partitions on a set of disk drives where
the collection of logical disk partitions substantially tulfills
the capacity and mirroring requirements. In a preferred
embodiment, the manager uses a one or more software
utilities designed to communicate with resource consumers,
resource nodes, or modules that connect to physical
resources. Given this, 1t 1s contemplated that a manager
includes an administrator, a software package used to man-
age disaggregated resources, management servers, or man-
agement appliances. It 1s further contemplated that a manger
includes a resource consumer, or a computer system external
to the resource consumer and disaggregated resource.

At step 910, the manager establishes an organizational
structure for the resource nodes. The organization structure
provides definitions for the roles and responsibilities of each
resource node. Once the roles and responsibilities are estab-
lished, a manager creates a corresponding set of resource
node mnformation and resource maps for deployment into the
resource nodes. Resource consumers use knowledge of the
rules for forming the organizational structure in order to
convert resource node information in a useable map of the
disaggregated resource or determine 1f the disaggregated
resource has coherency. In a preferred embodiment, the
organizational structure comprises a hierarchy based on
group types. In an especially preferred embodiment, the
hierarchy groups include mirrors, stripes, composites, or
spans. Other contemplated hierarchical structures include
trees, or directed graphs. Non-hierarchical structures are also
contemplated including flat sequential lists with no preferred
ordering of resource nodes.

At step 915, a manager assigns resource node information
and resource maps to each of the resource nodes composing
the newly created disaggregated resource. Fach resource
node receives the resource node information and the
resource map information then stores the information in a
memory. The resource node information provides resource
consumers information regarding what role the resource
node takes on 1n the disaggregated resource. The resource
map determines the responsibility of the resource node. In a
preferred embodiment, resource node mformation includes
group types, resource name, resource node name, oOr
resource node attributes. Once the resource nodes compos-
ing the disaggregated resource have their resource node
information and resource maps initialized, resource consum-
ers can begin accessing the disaggregated resource aware of
the disaggregated resource,

At step 920, a resource consumer wishes to access the
disaggregated resource. If the resource consumer 1s not
aware of the disaggregated resource, the resource consumer
sends a discovery message to the disaggregated resource.
Possible discovery methods include reading resource node
from a local information store, sending broadcast message to
resource nodes, using standardized protocols including
SSDP, requesting resource node information from a server
external to the disaggregated resource, or other methods that
result 1n delivering resource node information to the
resource consumer. In a preferred embodiment, discovery
includes identifying the physical modules that comprise
resource nodes and sending name resolution requests with
possible regular expression information to all resource
nodes. If a resource node receives the request and its name
matches the regular expression, 1t will respond. Contem-
plated discovery requests include those sent via unicast to
individual resource nodes, via multicast sent to groups of
resource nodes, or via broadcasts sent to one or more groups
of resource nodes.
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At step 925, each resource node recerves discovery mes-
sages sent by resource consumers. Upon reception and
verification of authorization, 1f any authorization 1s required,
of the discovery message, each individual resource node
retrieves 1ts own resource node information from 1its
memory. The resource node information i1s formed in a
response message which 1s sent back to the resource con-
sumer at step 930. The resource consumer attempts to collect
responses from all responding resource nodes. It 1s contem-
plated that not all resource nodes will respond. In a preferred
embodiment, resource consumers have the ability to cycle
through multiple discovery attempts to capture as much
resource node information as possible given an unreliable
network.

At step 935, the resource consumer collects resource node
information from responding nodes and constructs a
resource map of the disaggregated resource. The resource
consumer has an understanding of the rules of the organi-
zational structure used to create the resource node informa-
tion. Based on the rules and on the resource node informa-
tion the resource consumer can determine 1f the constructed
resource map 1s sulliciently complete or 1f the disaggregated
resource has coherency. If the resource map 1s sufliciently
complete, then the disaggregated resource 1s usable by the
resource consumer. A sufliciently complete resource map 1s
still considered complete as long as some members of a
parallel group are visible. For example, 1f a storage array
comprises a number of mirrored groups, each being a
member of a parallel group, then one mirror could disappear
from view, but the storage array would still be usetul. If
coherency 1s lost, the disaggregated resource might not be
useable as 1s the case when coherency 1s lost 1n a serial
group. At step 940, the resource consumer assesses the
constructed resource map and at step 942 1t decides if the
disaggregated resource has coherency. If the disaggregated
resource has coherency, then the resource consumer can
begin using the disaggregated resource at step 950. 1T the
disaggregated resource does not have coherency, then the
resource consumer determines 1f the resource map has
suilicient group members to still be useable. In a preferred
embodiment, the resource consumer checks resource node
names, group type, or resource node attributes to check for
coherency. Additionally, a preferred embodiment sorts the
list of responding resource nodes, or removes duplicates, 1f
any.

At step 944, the resource consumer decides 11 the remain-
ing group members are able to provide suflicient capabilities
to service requests from the resource consumer. This 1s
possible 1 the case where there are suflicient parallel
groups, or redundant resources. If there are suflicient capa-
bilities remaining, the resource consumer will modity the
resource node attributes at step 943 to indicate a change in
coherency to be detected by other resource consumers. In a
preferred embodiment, a resource consumer modifies coher-
ency attributes including a resource node valid attribute. If
the disaggregated resource 1s not usable, the resource con-
sumer optionally reports an error or optionally attempts the
discovery process again at step 920 to pick up lost members.
It 1s contemplated that a resource consumer could probe for
specific lost members based on detecting gaps within the
map structure and on sending regular expression discovery
messages tailored to check for names the could appear in the
gaps. After modifying resource node attributes at step 945,
the resource consumer can begin using the disaggregated
resource at step 950.

At step 950, a resource consumer interacts with the
disaggregated resource by sending messages to the disag-
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gregated resource. In a preferred embodiment, sending mes-
sages comprises sending packets over a packet switched
network to all the resource nodes, to groups of resource
nodes, or to individual resource nodes that compose the
disaggregated resource. In an especially preferred embodi-
ment, communications between the resource consumer and
disaggregated resource take the form of UDP packets that
are broadcast, multicast, or unicast.

In a preferred embodiment a resource consumer employs
optimization techniques when communicating with resource
nodes over an unreliable communication path. Contem-
plated optimizations techmques including employing a slow
start or congestion avoidance similar to TCP to ensure the
communication path 1s solid. One factor that contributes to
a communication path being unreliable 1s the physical nature
of the infrastructure. For example, hubs, switches, or routers
form a packet switched network that could represent an
unreliable communication path. Not all networking equip-
ment 1s the same nor does the equipment faithfully imple-
ment protocols or standards. Consequently, 1n an especially
preferred embodiment where resource consumers use UDP
to communicate with resource slow start or congestion
avoidance ensures networking equipment 1s not over-
whelmed due to speed of communications.

At step 955, all resource nodes that are capable of
receiving messages irom a resource consumer, accept the
messages. Because resource consumers can broadcast a
single message to a group of resource nodes, one or more
resource nodes within a group can receive the message. Each
individual resource node determines 1f the message requires
their individual attention based on their role or responsibility
as set forth by their resource node information or resource
maps. For example, a message from a resource consumer
can 1nclude a resource element ID which the resource node
compares against i1ts resource map. I a resource node
determines that 1s should not take any action, the message 1s
silently discarded. It the resource node determines 1t should
take action on the message, 1t proceeds to analyze the
message.

At step 956 a resource node determines if the resource
consumer message 1s a request for a resource for which the
resource node 1s responsible. If the message 1s a non-
resource specific message, then message 1s handled appro-
priately at step 985 and a response 1s generated and sent 1
necessary, and resource consumers processes the response at
step 990. Non-resource request messages include configu-
ration messages, management messages, firmware updates,
or other messages that are of interest to the resource node
beyond a request for the resource. I the message 1s a
resource request, the message 1s further analyzed.

At step 960 1n a preferred embodiment a resource node
bypasses a communication stack to deliver the message
directly to the main functionality of the resource node 1n
order to improve over-all performance of the resource node.
It 1s contemplated that a resource node comprises a TCP/IP
protocol stack that supports UDP packets. When a packet 1s
accepted by the resource node at an Ethernet level, the
resource node checks the packet and delivers the packet data
directly the resource node application rather than requiring
tull processing of the TCP/IP stack eliminating supertluous
computation. By bypassing the communication stack, costs
are reduced because inexpensive processing units deliver
more desirable performance than a more expensive, power-
ful unit that uses the full TCP/IP stack.

At step 962 the resource node checks the data in the
resource request message to ensure that the resource node 1s
able to handle the request or to determine 11 the request 1s an
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access fault. In a preferred embodiment resource request
messages include one or more referenced (directly or indi-
rectly) resource element IDS. The resource node checks its
responsibilities to determine 1f it 1s able to handle the
referenced resource element IDS. If some of the resource
clement IDS {fall outside the scope of the resource node’s
responsibilities, then an access fault has occurred. The
resource node reports the access fault back to the resource
consumer and the resource consumer processes the response
at step 990. In a preferred embodiment, au access fault
shows a resource consumer that 1t 1s attempting to bridge
resource nodes. For example, if two resource nodes form a
span group in a storage array, when a resource consumer
attempts write data for multiple LBAs, a bulk write, within
a single message and the LBAs bridge from the first resource
node to the second, the first resource node will generate an
access fault. The resource consumer can then break the
message up nto individual requests each having a single
LBA resulting in an aligned write to the resource nodes. If
the message 1s not an access fault, the resource node
continues its handling of the resource request.

At step 965 the resource node fully processes the resource
request. The full processing depends on the type of resource
for which the resource node 1s responsible. Contemplated
processing includes, 1/0 processes, checking status, resource
management, resource node information management,
resource map management, or other processing as deter-
mined by the resource node’s responsibilities or a protocol
designed for use with the resource node.

In a preferred embodiment, 1t 1s contemplated that one
type of processing that a resource node conducts 1s the
processing of a proxy command at step 966. A proxy
command 1nstructs a resource node to communicate with
another resource node as if the first resource node were a
resource consumer. The first resource node then relays the
message to the second resource node which 1s waiting at step
0S55.

At step 975 1f the resource request 1s not a proxy com-
mand, the resource node continues processing the resource
request and generates a response sent back to the resource
consumer. The resource consumer recerves the response at
step 990.

It 1s contemplated that resource consumers and resource
nodes communicate over an unreliable communication path
that could result 1n loss of coherency of the disaggregated
resource. Furthermore, multiple independent resource con-
sumers access disaggregated resources simultaneously, each
resource consumer having its own view of the disaggregated
resource which could be out of synch with the other resource
consumers. Therefore, 1 a preferred embodiment a resource
consumer will periodically check for disaggregated resource
coherency. At step 992 the resource consumer checks to see
if coherency requires checking. If so, the resource consumer
returns to step 920 and 1mitiates a discovery. The periodicity
of checking for coherency or conditions when coherency
should be checked varies depending on the resource con-
sumer and disaggregated resource environment. In a pre-
terred embodiment, periodicities are greater than or equal to
one second.

EXAMPL.

DISAGGREGATED RESOURCES

(Ll

The following examples illustrate how disaggregated
resources can be employed to provide accessible resources
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for computer systems. Although a limited number of
examples are presented, there are no implied restrictions or

no implied limitations.

Example—Disaggregated Storage Array

An example of a disaggregated resource includes a data
storage array comprising a plurality of hard disk drives. The
storage array 1s virtualized by two or more resource nodes
represented by logical disk partitions. Each logical disk
partition has responsibility for a partition on a disk and
comprises an IP address used to communicate with resource
consumers. A logical disk partition also comprises a
resource map that translates LBAs to physical disk locations
used during I/O operations. The collection of logical disk
partitions appears as a locally connect, logical volume to
computer systems that represent resource consumers.

When the storage array 1s built, the logical disk partitions
are created and given names that reflect their position and
role 1n the group hierarchy of the logical volume. The group
hierarchy includes groupings based on mirrors, stripes, or
spans. The storage array represents itself as a single logical
volume with a name. Each logical disk partition incorporates
the logical volume name and group type information within
the name of the logical disk partition. Furthermore, each
logical disk partition also includes attributes indicating 1f
there are more logical disk partitions 1n each type of group.

A resource consumer in the form of a software driver
installs on a workstation beneath an operating system or file
system. The low level placement of the driver allows exist-
ing soltware and applications to utilize the storage array
without requiring modification. As software accesses the
logical volume, the driver encapsulates 1/O requests into a
packets sent to the logical volume. In a preferred embodi-
ment, the requests are sent to the logical volume collectively
through a multicast message where the logical partitions
composing the logical volume are all members of the
multicast group. It 1s contemplated that the driver commu-
nicates with the logical volume through unicast messages as
well.
The driver sends a discovery request to the logical volume
and the logical disk partitions respond with their individual
information including their names or attributes. Once the
driver collects the resource node information, 1t builds the
initial coarse grained map of the logical volume where the
map comprises the roles each logical partition plays and the
addresses of the logical partitions. Once the map 1s
assembled and determined to be complete, the driver begins
communicating directly with logical volume. I the map 1s
incomplete as determined based on the names and attributes,
the driver attempts to find missing elements or possibly
generates errors. If the logical volume comprises mirrors,
the driver 1s able to determine that a group of partitions
could have lost coherency with the rest of the data set by
detecting changes 1n the coherency attributes including the
resource node valid attribute.

The driver sends read and write requests to the logical
volume or to individual logical partitions. As the logical disk
partitions receive the requests, each logical disk partition
checks the LBAs of the requests and compare the LBAs to
the logical disk partition’s map of the disk partition to
determine 1f action 1s required. If no action 1s required, the
logical disk partition silently discards the packet; otherwise,
the packet 1s processed.

In a preferred embodiment, logical disk partitions employ
several optimizations. Packets from the driver can bypass
the logical disk partition’s communication stack to improve
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performance. In addition, packets are checked for access
faults and the faults are reported back to the driver. The

driver interprets the access fault as instructions to break
requests up so individual logical disk partitions process the
requests naturally without requiring logical disk partitions to
communicate with each. Other interpretations ol access
faults are also contemplated in order to properly handle or
report error conditions.

It 1s specifically contemplated that the data storage array
uses modules attached to disk where the modules provide
the logical disk partition functionality. Modules include rack
mount enclosures that house 12 or 16 disks, desktop enclo-
sures housing one to eight disks, single adapters that plug
onto disks, or embedded modules integrated with other
products.

Example—Disaggregated Video Display

Yet another example of a disaggregated resource includes
a video display comprising a plurality of monitors. The
video display 1s virtualized by two or more resource nodes
represented by logical video frames where each logical
video frame has an address and an extent of pixels, mostly
likely 1n an (X,y) coordinate system. A logical video frame
comprises a map that translates a virtual pixel address into
a physical pixel address on one of the monitors. The
collection of logical video frames appears as a locally
connected video display from the perspective of an electrical
device. Contemplated electrical devices include computers,
TVs, video games, ATM machines, or other devices requir-
ing a display.

The groups employed by the video display including
composites groups where multiple logical video frames
combine to form an aggregate display or mirror groups
where the same video information 1s displayed more than
once. It 1s contemplated a mirror includes a video recorder.
The logical video frames also have names associated with
their group types and the name of the video display. Coher-
ency checks for the video display are useful to determine 1f
a monitor has failed.

Just as in the storage example, a resource consumer for
the video display can take the form of a driver. Furthermore,
it 1s contemplated that a module comprising hardware,
soltware, or firmware plugs into a video out of an electrical
device and communicates with the video display transpar-
ently to the electrical device. For video streams, 1t 1s
contemplated that image decoding can occur within the
resource consumer, a third system, or within the logical
video frame. Image decoding 1s required to determine which
pixels of the image display should be mapped to which
logical video frame and to provide for proper scaling for
pixels.

Alternative Embodiments

In addition to the preceding examples alternative embodi-
ments are also contemplated. Alternative embodiments
include other computing related resources including proces-
sors where the processor bandwidth 1s treated as a resource,
memory where memory 1s segmented 1nto partitions similar
to a storage array, networking interfaces where QoS or
bandwidth 1s treated as a resource, power supplies, audio
I/O, mput devices, or others. Alternative embodiments also
include non-computing resources including products sup-
plied through a distribution system where a number of
warehouses represent resource nodes.

It 1s also contemplated that more than one disaggregated
resource can combine to form a larger heterogeneous
resource. For example, several disaggregated resources
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including a storage array, video display, or processing array
combine to form a disaggregated computer.

Hardware

In yet another aspect, it 1s contemplated that one could
create hardware designed to adapt devices to allow the
devices to function as an independent resource node, or 1n a
more preferred embodiment, to function as multiple inde-
pendent resource nodes where each resource node 1s respon-
sible for a logical partition of the device. Therefore, the
inventive subject matter includes hardware or firmware of
such adapters as well as licensing, selling, advertising,
managing, distributing, or operating the adapters.

Software

In still another aspect, i1t 1s contemplated that one could
write software that would configure, simulate, or manage
disaggregated resources and their associated infrastructure.
From that perspective the inventive subject matter includes
methods of writing such software, recording the software on
a machine readable form, licensing, selling, distributing,
installing, or operating such soitware on suitable hardware.
Moreover, the soltware per se 1s deemed to fall within the
scope of the inventive subject matter.

Advantages

Disaggregated resources provide a number of advantages.
Individual resource nodes composing the disaggregated
resource function independently of all other resource nodes
which increases responsiveness or performance from the
perspective of a resource consumer without requiring out-
of-band communication. Each resource node provides par-
tial information regarding the over map of the disaggregated
resource allowing each resource consumer that requires
access to the disaggregated resource to build 1ts own eflec-
tive map. This allows two resource consumers to share the
same physical resources, or even the same logical resource,
but access the disaggregated resources diflerently as
required by their individual needs. For example, a first
resource consumer could access one mirror group preferen-
tially over another mirror group to reduce contlicts with the
second resource consumer. Resource consumers are able to
discover and access the disaggregated resource without
working through an extraneous system that would 1ncur cost
overhead to a consumer. Finally disaggregated resources
place resource map information with required granularity
where 1t 1s necessary to ensure eflicient access. Furthermore,
the disaggregated resource can comprise resource maps with
very fine levels of granularity offering a high degree of
control over physical resources.

Thus, specific compositions and methods of disaggre-
gated resources have been disclosed. It should be apparent,
however, to those skilled in the art that many more modi-
fications besides those already described are possible with-
out departing from the mnventive concepts herein. The inven-
tive subject matter, therefore, 1s not to be restricted except in
the spirit of the disclosure. Moreover, in interpreting the
disclosure all terms should be interpreted in the broadest
possible manner consistent with the context. In particular the
terms “comprises” and “comprising”’ should be interpreted
as referring to the elements, components, or steps 1n a
non-exclusive manner, indicating that the referenced ele-
ments, components, or steps can be present, or utilized, or
combined with other elements, components, or steps that are
not expressly referenced.

What 1s claimed 1s:

1. A method comprising:

transmitting, by a resource consumer device, a discovery

request to each of a plurality of resource nodes that
cach have a umique Internet protocol address and,
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collectively, present a logical representation of a plu-
rality of physical resources;

receiving, by the resource consumer device Irom one or

more resource nodes of the plurality of resource nodes,
node information that mcludes a name for each of the
one or more resource nodes; [and]

determining, by the resource consumer device from the

names of each of the one or more resource nodes, an
organizational structure of the plurality of resource
nodes, the orgamizational structure being a parallel
structure that will provide [a] the resource consumer
device with access to a first data block of a data set
stored on the plurality of physical resources through at
least two resource nodes, or a serial structure that waill
provide the resource consumer device with access to
the first data block through a first resource node and
access to a second data block, which 1s consecutive
with the first data block, of the data set through a
second resource node;

generating, by the rvesource consumer device, a resource

map based at least in part on the organizational
structure, the vesource map indicative of translations
used by processors of the vesource nodes to determine
if any action is requived in vesponse to access request
communications received by the processors, the trans-
lations between logical resource element identifiers
and physical addresses;

generating, by the resource consumer device, a message

to one or more of the resource nodes based on the
resource map,; and

transmitting the message to the one or more resource

nodes.

2. The method of claim 1, wherein the one or more
resource nodes 1s less than the plurality of resource nodes.

3. The method of claim 1, turther comprising;:

determining a coherency of a disaggregated resource that

includes the plurality of resource nodes based at least 1n
part on the node mnformation recerved from the one or
more resource nodes.

4. The method of claim 3, wherein the node information
includes a name for each of the one or more resource nodes,
and said determining a coherency of the disaggregated
resource 1s based at least 1n part on the names of each of the
one or more resource nodes.

5. The method of claim 4, wherein the node information
turther includes a coherency attribute and said determining
the coherency of the disaggregated resource 1s further based
at least 1n part on the coherency attribute.

6. The method of claim 5, wherein the organizational
structure of the plurality of resource nodes includes a
sequence of the plurality of resource nodes and the coher-
ency attribute of a resource node of the one or more resource
nodes 1s 1ndicative of an additional resource node of the
plurality of resource nodes that 1s later in the sequence.

7. The method of claim 1, further comprising:

generating, by one of the processors, a resource map to

[correspond] correlate one or more of the logical
resource element 1dentifiers to each of the plurality of
resource nodes.

8. The method of claim I, wherein the resource consumer
device comprises a rvesource manager device.

9. A method, comprising:

receiving, at a rvesource consumer device, node names

corresponding to one or movre of a plurality of resource
nodes;

determining, using the rvesource consumer device, an

organizational structuve of the plurality of resource
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nodes based on the node names, the orvganizational
structure being a parallel structure that enables access
to a data set through at least two of the plurality of
resource nodes ov a servial structure that enables access
to a first data block of the data set through a first
resource node and to a second data block consecutive
to the first data block of the data set through a second
resource node;

generating, using the resource comnsumer device, a

resource map based at least in part on the ovganiza-
tional structure, the vesource map indicative of trans-
lations used by processors of the resource nodes to
determine if any action is rvequived in rvesponse to
access request communications veceived by the proces-
sors, the translations between logical resource element
identifiers and physical addresses;

generating, using the vesource consumer device, a mes-

sage to one or more of the rvesource nodes based on the
resource map,; and

transmitting the message to the one ov more resource

nodes.

10. The method of claim 9, further comprising:

determining, using the resource consumer device, a

coherency of a disaggregated vesource that includes the
plurality of resource nodes based at least in part on the
node names received from the one ov more of the
plurality of resource nodes.

11. The method of claim 10, further comprising:

receiving, at the resource consumer device, a coherency

attribute for the one ov more of the plurality of resource
nodes; and

wherein said determining, using the vesource consumer

device, the coherency of the disaggregated rvesource
based at least in part on the node names is further
based at least in part on the coherency attribute.

12. The method of claim 11,

wherein the ovganizational structure of the plurality of

resource nodes includes a sequence of the plurality of
resource nodes: and

wherein the coherency attribute of the one ov movre of the

plurality of resource nodes is indicative of an addi-
tional rvesource node that is later in the sequence.

13. The method of claim 9, wherein the resource map
correlates one or more of the logical resource element
identifiers to each of the plurality of resource nodes.

14. The method of claim 13, wherein each of the logical
resource element identifiers corvesponds to a physical
resource.

15. The method of claim 9, wherein the node name is
configured to indicate a group type of the corresponding one
of the plurality of resource nodes.

16. The method of claim 9, wherein the resource consumer
device comprises a rvesource manager device.

17. A non-transitory computer-readable medium having
instructions storved thereon that, when executed by a
resource comnsumer device, cause the resource consumer
device to:

discover a plurality of resource nodes each being asso-

ciated with a corresponding unique protocol address;
receive node names corvesponding to one ov move of the
plurality of resource nodes,

determine an orvganizational structuve of the plurality of

resource nodes based at least in part on the node
names, the organizational structure being a parallel
structure that enables access to a data set through at
least two of the plurality of resource nodes or a serial
structure that enables access to a first data block of the
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data set through a first resource node and to a second
data block consecutive to the first data block of the data
set through a second vesource node;

generate a resource map that maps a correspondence
between a plurality of logical vesource element identi- >
fiers and the plurality of vesource nodes based at least
in part on the orvganizational structure, the resource
map indicative of translations used by processors of the
resource nodes to determine if any action is vequirved in
response to access rvequest communications received by
the processors, the translations between the logical
resource element identifiers and physical addresses;

generate a message to one ov more of the resource nodes
based on the resource map,; and

transmitting the message to the one ov more resource

nodes.

18. The non-transitory computer-readable medium of
claim 17, wherein execution of the instructions cause the
resource consumer device further to:

determine a coherency of a disaggregated resource that

includes the plurality of vesource nodes based at least
in part on the node names received from the one or
movre of the plurality of rvesource nodes.

19. The non-transitory computer-readable medium of .
claim 18, wherein execution of the instructions cause the
resource consumer device further to:

receive a coherency attribute for the one or movre of the

plurality of resource nodes; and

wherein said determine the cohevency of the disaggre-

gated resource based at least in part on the node names
is further based at least in part on the coherency
attribute.

20. The non-transitory computer-readable medium of
claim 19,

wherein the ovganizational structure of the plurality of

resource nodes includes a sequence of the plurality of
resource nodes; and

wherein the coherency attribute of the one or move of the

plurality of resource nodes is indicative of an addi- ,,
tional rvesource node that is later in the sequence.

21. The nomn-transitory computer-readable medium of
claim 17, wherein each of the logical resource element
identifiers corresponds to a physical vesource.

22. The non-transitory computer-readable medium of s
claim 17, wherein the node name is configured to indicate a
group type of the corresponding one of the plurality of
resource nodes.

23. The non-transitory computer-readable medium of
claim 17, wherein the resource consumer device comprises s
a resource manager device.

24. A system, comprising.

a memory device to stove instructions; and

one or more resource consumer devices to execute the

instructions stoved in the memory device to:
receive node names corresponding to one ov more of a
plurality of resource nodes, each of the plurality of
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resource nodes being associated with a correspond-
ing unique protocol address;

determine an organizational structure of the plurality
of resource nodes based at least in part on the node
names, the organizational structure being a parallel
structure that enables access to a data set through at
least two of the plurality of resource nodes or a serial
structure that enables access to a first data block of
the data set through a first vesource node and to a
second data block consecutive to the first data block
of the data set through a second resource node; and

generate a resource map that maps a corrvespondence
between a plurality of logical resource element iden-
tifiers and the plurality of rvesource nodes based at
least in part on the organizational structure, the
resource map indicative of tramslations used by
processors of the resource nodes to determine if any
action is requived in vespomnse to access request
communications rveceived by the processors, the
translations between the logical rvesource element
identifiers and physical addresses;

generate a message to one ov move of the resource
nodes based on the vesource map; and

transmitting the message to the one orv more resource
nodes.

25. The system of claim 24, wherein the one or more
resource consumer devices is configured to execute the
instructions stoved in the memory device further to:

determine a coherency of a disaggregated resource that

includes the plurality of resource nodes based at least
in part on the node names received from the one or
movre of the plurality of resource nodes.

26. The system of claim 25, wherein the one or more
resource consumer devices is configured to execute the
instructions stored in the memory device further to:

receive a cohervency attribute for the one or more of the

plurality of rvesource nodes; and

wherein said determine the coherency of the disaggre-

gated resource based at least in part on the node names
is further based at least in part on the cohervency
attribute.

27. The system of claim 26,

wherein the organizational structure of the plurality of

resource nodes includes a sequence of the plurality of
resource nodes;: and

wherein the coherency attribute of the one ov movre of the

plurality of resource nodes is indicative of an addi-
tional resource node that is later in the sequence.

28. The system of claim 24, wherein each of the plurality
of logical resource element identifiers corresponds to a
physical resource.

29. The system of claim 24, wherein the node name is
configured to indicate a group type of the corresponding one
of the plurality of resource nodes.

30. The system of claim 24, wherein the vesource con-
sumer device comprises a vesource manager device.
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