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FIG. 9
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1

TIME-SHIFT IMAGE DISTRIBUTION
SYSTEM, TIME-SHIFT IMAGE
DISTRIBUTION METHOD, TIME-SHIFT
IMAGE REQUESTING APPARATUS, AND
IMAGE SERVER

Matter enclosed in heavy brackets [ ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue; a claim printed with strikethrough
indicates that the claim was canceled, disclaimed, or held
invalid by a prior post-patent action or proceeding.

CROSS REFERENCES TO RELATED
APPLICATIONS

The present invention 1s a Divisional of U.S. application
Ser. No. 11/384,952, filed Mar. 20, 2006 and contains
subject matter related to Japanese Patent Application JP
2005-078623 filed 1n the Japanese Patent Office on Mar. 18,
2003, the entire contents of which are incorporated herein by
reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a time-shift image distri-
bution system and a time-shiit image distribution method for
requesting an 1mage server connected via a communication
network to provide a time-shift image of a non-present time.
The present invention also relates to a time-shift image
requesting apparatus and an 1image server used 1n the system
and method.

2. Description of the Related Art

Digital cameras for recording and saving captured images
of objects on recording media such as card-shaped memories
or optical disks in the form of digital image signals are
commonly used. Such digital cameras are described, for
example, 1n Japanese Unexamined Patent Application Pub-
lication No. 2004-3434°76 and Japanese Unexamined Patent
Application Publication No. 2004-121981.

In the digital camera market, various manufacturers are
producing a large number of new machines under compe-
titions regarding resolution and processing speed. The digi-
tal cameras record and save 1mages of present views cur-
rently displayed on viewfinders.

SUMMARY OF THE INVENTION

When capturing an image of an object, a user of a digital
camera sometimes wishes to view a past image or a future
image of the same object or 1n the same 1maging direction
at the same 1maging location. However, with a digital
camera currently available, 1t 1s not possible to obtain an
image of the past or the future, not of the present. Also, no
system or scheme currently exists for obtaining such a past
image or for reserving a future image on the spot.

It 1s desired that a system that allows a user to obtain a
past or future 1image of a specific subject be provided.

According to an embodiment of the present invention,
there 1s provided a time-shiit image distribution system. The
time-shift 1mage distribution system includes an i1mage
server; and a time-shift 1mage requesting apparatus config-
ured to request the image server to provide a time-shift
image ol a non-present time, the time-shiit image requesting
apparatus being connected to the image server via a com-
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munication network. The image server includes first com-
munication means for carrying out communications with the
time-shift 1mage requesting apparatus via the communica-
tion network, an 1image database configured to store image
data of captured 1images 1n association with meta iforma-
tion including information representing imaging times and
information for identitying subject images captured, search-
ing means for searching the image database on the basis of
a search request received from the time-shift image request-
ing apparatus via the first communication means, the search
request at least including information representing an 1imag-
ing time and information for identifying a subject image as
search-condition information, the searching means search-
ing the image database for image data of a captured image
matching the search-condition information, and 1mage pro-
viding means for providing the image data of the captured
image detected by the searching means to the time-shiit
image requesting apparatus. The time-shift image requesting
apparatus includes second communication means for carry-
ing out communications with the image server via the
communication network, and means for sending a search
request including information representing an 1imaging time
and information for 1dentifying a subject image as search-
condition information to the image server via the second
communication means.

According to the embodiment of the present invention, a
user iputs information representing a non-present time, 1.¢.,
a past time or a future time, to the time-shiit image request-
ing apparatus. Then, the time-shift image requesting appa-
ratus generates a search request including information rep-
resenting the time and information for 1dentifying a subject
image as search-condition information, and sends the search
request to the 1mage server via the communication network.

The 1mage server searches the image database using at
least the information representing the imaging time and the
information for identifying a subject image, included 1n the
search-condition information, to detect image data having
corresponding meta information.

When the information representing the imaging time,
included 1n the search-condition information, represents a
past time, searching by the searching means 1s executed.
When 1mage data matching the search-condition informa-
tion 1s detected, the 1mage providing means sends the image
data to the time-shiit 1mage requesting apparatus as a result
of searching, for example, via the communication network.

Thus, the user of the time-shiit image requesting appara-
tus can readily obtain a past image of a subject image by
receiving the image data and, for example, displaying a
corresponding 1mage on a display screen.

On the other hand, when the information representing the
imaging time, included 1n the search-condition information,
represents a future time, the 1image server regards the search
request as a search reservation request, and monitors
whether image data matching the search-condition informa-
tion exists 1n the image database. When image data matching
the search-condition information becomes available at a
future time, the 1mage providing means provides the 1image
data as a result of searching.

According to another embodiment of the present inven-
tion, there 1s provided a time-shiit image distribution
method executed by an 1mage server and a time-shift image
requesting apparatus connected via a communication net-
work, the 1mage server including an 1image database con-
figured to accumulate 1mage data of captured images 1n
association with meta information including information
representing 1imaging times and information for identifying
subject 1mages, 1 which the time-shift image requesting
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apparatus requests the 1mage server to provide a time-shift
image ol a non-present time to receive the time-shift image
from the image server. The time-shift image distribution
method comprising the steps of establishing, by the time-
shift image requesting apparatus, a communication path for
carrying out communications with the image server via the
communication network; sending, by the time-shift image
requesting apparatus, a search request to the image server
through the communication path established, the search
request including information representing an imaging time
and information for 1dentifying a subject image as search-
condition information; searching, by the image server, the
image database for image data of a captured 1mage matching
search-condition information included in a search request
received from the time-shift image requesting apparatus via
the communication path, the search-condition information
including information representing an imaging time and
information for identifying a subject image; and providing,
by the 1mage server, the image data of the captured image,
detected by the searching, to the time-shift image requesting
apparatus.

According to another embodiment of the present mnven-
tion, there 1s provided a time-shiit 1image requesting appa-
ratus, connected to an 1mage server via a communication
network, for requesting the image server to provide a
time-shift image of a non-present time. The time-shift image
requesting apparatus includes communication means for
carrying out communications with the image server via the
communication network; and means for sending a search
request to the 1mage server via the communication means,
the search request including information representing an
imaging time and information for identifying a subject
image.

According to another embodiment of the present mnven-
tion, there 1s provided an 1mage server, connected to a
time-shift 1image requesting apparatus via a communication
network, for recerving a request for providing a time-shift
image ol a non-present time from the time-shift image
requesting apparatus and providing the time-shift 1image to
the time-shiit image requesting apparatus. The 1mage server
includes communication means for carrying out communi-
cations with the time-shift image requesting apparatus via
the communication network; an image database configured
to accumulate 1mage data of captured 1mages in association
with meta imnformation including information representing,
imaging times and information for identifying subject
images; searching means for searching the image database
on the basis of a search request received from the time-shiit
image requesting apparatus via the communication means,
the search request at least including information represent-
ing an i1maging time and information for identifying a
subject image as search-condition information, the searching
means searching the image database for a captured image
matching the search-condition information; and image pro-
viding means for providing image data of the captured
image detected by the searching means to the time-shiit
image requesting apparatus.

According to these embodiments of the present invention,

the user can readily obtain a past or future 1mage of a specific
subject 1mage.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram for explaining an overview of
a time-shift image distribution system according to an
embodiment of the present ivention;
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FIG. 2 1s a diagram for explaining an example of 1maging,
in the time-shift image distribution system according to the

embodiment;

FIG. 3 1s a block diagram showing an example configu-
ration of an 1mage server in the time-shift image distribution
system according to the embodiment;

FIG. 4 1s functional block diagram for explaiming pro-
cessing functions of the 1image server in the time-shift image
distribution system according to the embodiment;

FIG. 5 15 a block diagram showing an example configu-
ration of a digital camera as an example of a client apparatus
in the time-shift image distribution system according to the
embodiment;

FIG. 6 15 a diagram for explaiming an operation unit of the
digital camera as the example of the client apparatus 1n the
time-shift 1mage distribution system according to the
embodiment;

FIG. 7 1s a part of a flowchart for explaining a processing,
operation executed by the digital camera as the example of
the client apparatus in the time-shift image distribution
system according to the embodiment;

FIG. 8 1s a part of the flowchart for explaining the
processing operation executed by the digital camera as the
example of the client apparatus in the time-shift image
distribution system according to the embodiment;

FIG. 9 1s a part of the flowchart for explaining the
processing operation executed by the digital camera as the
example of the client apparatus in the time-shiit image
distribution system according to the embodiment;

FIG. 10 1s a flowchart of a processing operation executed
by the mmage server in the time-shiit image distribution
system according to the embodiment;

FIG. 11 1s a tlowchart of a processing operation executed
by the mmage server in the time-shift image distribution
system according to the embodiment;

FIG. 12 1s a flowchart of a processing operation executed
by the image server in the time-shift image distribution
system according to the embodiment;

FIG. 13 1s a flowchart of a processing operation executed
by the mmage server in the time-shiit image distribution
system according to the embodiment; and

FIG. 14 1s a flowchart of a processing operation executed
by the mmage server in the time-shiit image distribution
system according to the embodiment.

DESCRIPTION OF THE PREFERREI
EMBODIMENTS

Now, a time-shiit image distribution system, and an image
server and a time-shift image requesting apparatus in the
system according to an embodiment of the present invention
will be described with reference to the drawings.

FIG. 1 1s a block diagram showing the overall configu-
ration of a time-shift image distribution system according to
an embodiment of the present invention.

Referring to FIG. 1, 1n the time-shift image distribution
system, an i1mage server 1 and a client apparatus 2 are
connected to each other via a communication network 3,
such as the Internet or a cellular phone network. The client
apparatus 2 1s a time-shift requesting apparatus according to
an embodiment of the present invention.

The image server 1 includes an image database 11. In the
image database 11, captured image data i1s stored in asso-
ciation with metadata. The metadata includes, for example,
a time of mmaging (year, month, day, hour, minute, and
second), a location of 1imaging (geographical location and
altitude), a direction of 1imaging, an angle of view, and a tilt
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angle of 1maging (an upward or downward angle of the
imaging direction with respect to a horizontal plane). Here-
iafter, the angle of view and the angle of elevation or
depression will be collectively referred to as a camera
angle). In addition to these pieces of information, other
information for identifying a subject captured image (subject
image), for example, the name of a particular architecture,
such as “Tokyo Tower”, “Horyuj1 Temple”, or “Kaminari-
mon”, may be registered in association with an i1mage
including the architecture.

The names of these specific architectures may be manu-
ally mput as information for identifying subject images.
Alternatively, 1mage recognition of a captured image 1s
performed, and when an 1mage including such a specific
architecture 1s recognized, the name of the architecture is
automatically registered as meta information 1n association
with the 1mage data.

The client apparatus 2 1n this embodiment has a function
of 1imaging, a function of displaying a captured image, and
a Tunction of carrying out network communications. An
example of the client apparatus 2 1s a camera-equipped
cellular phone. Another example of the client apparatus 2 1s
an 1maging device (digital camera or video camera) having
a function of wireless communications. Yet another example
of the client apparatus 2 1s a camera-equipped personal
digital assistant (PDA) or a camera-equipped personal com-
puter.

In this embodiment, the client apparatus 2 has a function
of uploading 1image data of a captured image of an object
together with meta information generated by the client
apparatus 2 to the image server 1. However, the client
apparatus 2 in this embodiment i1s configured so that each
user 1s allowed to determine whether to permit uploading of
image data captured by the user to the image server 1. Thus,
captured 1image data 1s uploaded to the image server 1 only
when uploading 1s permitted.

As will be described later, the client apparatus 2 in this
embodiment includes units for automatically obtaining meta
information, such as a time of 1maging (year, month, day,
hour, minute, and second), a location of 1imaging (geographi-
cal position and altitude), a direction of 1maging, and a
camera angle. Furthermore, the client apparatus 2 in this
embodiment includes a unmit for mputting names of archi-
tectures for identitying subject images.

The client apparatus 2 1n this embodiment 1s capable of
sending a search request for an 1mage of a past time or a
future time, not of a present time, to the image server 1. That
1s, as will be described later, the client apparatus 2 includes
a user interface for allowing a user to 1nput a past time or a
future time, and also includes an operation umt for sending
a search request to the 1image server 1. In this embodiment,
a search request 1s sent to the image server 1 by mputting a
past time or a future time and pressing a shutter button on the
operation unit.

That 1s, by mputting a past time or a future time and then
pressing a shutter button, the user achieves an effect sub-
stantially equivalent to an eflect of capturing an 1image at the
past time or the future time. In response to the user’s
operation, the client apparatus 2 sends a search request for
the 1mage of the past or future to the image server 1. The
search request sent from the client apparatus 2 includes
information representing the past or future time and search-
condition information such as a location of i1maging, a
direction of 1maging, and a camera angle.

Furthermore, the user can input the names of specific
architectures, such as “Tokyo Tower”, “Kaminarimon”, and
“Horyuji Temple”, as information for identifying a captured
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image relevant to a search request, so that the names of such
specific architectures can be included in search-condition
information.

Upon receiving a search request, the image server 1
analyzes search-condition information to determine whether
the condition regarding the time of 1maging specifies a past
time or a future time. When the condition regarding the time
of 1maging specifies a future time, the 1mage server 1 saves
the search request as a search reservation request so that the
search reservation request will be executed at the specified
future time.

On the other hand, when the condition regarding the time
of 1maging specifies a past time, the image server 1 searches
the 1mage database 11 using the search-condition mforma-
tion received. When a relevant past image 1s detected by the
searching, the image server 1 sends 1image data of the 1mage
detected to the client apparatus 2 at the source of the search
request.

Upon recerving the image data detected by the searching,
the client apparatus 2 displays the image corresponding to
the 1image data on a display, such as a liquid crystal display

LCD), as if the image of the past time were captured by
pressing a shutter button. At the same time, the client
apparatus 2 records the image data on a recording medium
for recording captured data, such as a card-shaped memory
or an optical disk.

Furthermore, at this time, when 1t has been specified by
the user that image data of a present view captured by the
client apparatus 2 1s to be also recorded, the image data
captured at the present time 1s also recorded on the recording
medium. At the client apparatus 2, instead of allowing the
user to specily whether to record image data of an 1mage
captured at a present time, 1mage data of an 1mage captured
at a present time may always be recorded.

Furthermore, when it has been permitted by the user at the
client apparatus 2 to upload 1mage data to the 1image server
1, the client apparatus 2 uploads 1mage data actually cap-
tured at the present time by pressing a shutter button to the
image server 1 together with meta information such as a
location of 1maging, a time of imaging, a direction of
imaging, and a camera angle.

The 1mage server 1 stores the uploaded captured 1mage
data in the 1image database 11 in association with the meta
information. In addition to these pieces of information, other
information, such as the names of specific architectures,
such as “Tokyo Tower”, “Kaminarimon”, “Horyuj Temple”,
may be registered in association with 1mages including
images ol these architectures as contents thereof.

Of what has been described above, FI1G. 2 shows a scheme
of operation mainly regarding user’s operations of a client
apparatus 1n a case where 1maging-time information
included in search-condition information specifies a past
time.

More specifically, when a user wishes to obtain an 1mage
ol an object 1n a certain direction captured in the past at a
certain location, the user visits the location. Then, using the
client apparatus 2, a digital camera 21 1n this case, the user
inputs information representing the past time, and sets the
digital camera 21 and presses a shutter button 1n a desired
imaging direction and at a desired camera angle.

At this time, the digital camera 21 i1s connected to the
image server 1 via the communication network 3. In
response to the shutter operation, the search request
described earlier 1s transmitted from the client apparatus 2,
1.€., the digital camera 21, to the image server 1, and a past
image or past images detected by the searching are trans-
mitted from the 1mage server 1 to the digital camera 21. The
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past image or images transmitted from the image server 1 are
displayed as a result of the searching on a display screen of

an LCD of the digital camera 21.

More specifically, the user mputs information represent-
ing a pat time, and sets the digital camera 21 1n a desired
direction to obtain a past image, thereby displaying a present
view on a view finder implemented by an LCD as shown 1n
an upper part of FIG. 2, and checks the imaging direction
and camera angle. When the user presses the shutter button
in this state, a past image provided from the image server 1
1s displayed on the LCD screen of the digital camera 21 as
if a past 1mage were captured, as shown 1n a lower part of
FIG. 2.

In what has been described above, when the shutter button
1s pressed, a search request 1s sent to the image server 1 and
data of a past image relevant to the search request is
transmitted from the image server 1 to the digital camera 21.

In this embodiment described below 1n detail, referring to
FIG. 2, when the user inputs information representing a
desired time to request and sets the digital camera 21 1n a
desired 1maging direction and at a desired camera angle, a
communication path 1s established between the 1image server
1 and the client apparatus 2, 1.e., the digital camera 21, and
a search request 1s transmitted from the digital camera 21 to
the 1mage server 1.

The 1image server 1 returns a search result at least includ-
ing information representing the presence or absence of
image data captured at the specified past time and matching
the search condition such as the imaging direction and the
camera angle. In this embodiment, 1n addition to the pres-
ence or absence of such image data, when the past time
specified has a certain range, for example, when a year range
1s specified, information representing an approximate time
of the relevant captured image in the year range 1s also
transmitted. When a plurality of relevant captured images
exists, times at which the individual images were captured
are displayed on the digital camera 21 as will be described
later.

Then, the user checks the past image returned in response
to the search request. When a plurality of images 1s returned,
the user selects whether to receive all the images or receive
a specific captured 1image, and so forth, and then presses a
shutter button. The operation of the shutter button in this
case corresponds to a request for obtaining a captured image
corresponding to the search result selected.

In response to the captured-image obtaining request trans-
mitted from the client apparatus 2, 1.¢., the digital camera 21,
the digital camera 21 downloads the past image relevant to
the obtaining request from the image server 1.

As described earlier, the digital camera 21 displays the
captured 1mage received on the display screen of the LCD
and records the captured image on a recording medium.
When a plurality of images 1s requested and obtained,
thumbnail 1mages corresponding to the imndividual captured
images may be displayed simultaneously on the LCD
screen, or may be displayed by switching according to user’s
page shifting operations.

EXAMPLE HARDWARE CONFIGURATTON OF
IMAGE SERVER

FIG. 1 shows an example hardware configuration of the
image server 1 implemented using a computer.

Referring to FIG. 3, a central processing unit (CPU) 101
1s connected to a read-only memory (ROM) 102 and a
random access memory (RAM) 103. Furthermore, an image
database 11, a reservation-information database 12, a search
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engine 13, a network interface 14, an 1mage-transmission-
queue storage unit 15, a calendar and timekeeping unit 16,
an 1mage reading unit 17, and a meta-information input unit
18 are connected to a system bus 104.

As described earlier with reference to FIG. 1, 1n the image
database 11, captured 1mage data (image data content) 1s
stored 1n association with meta information, such as infor-
mation representing a time of 1maging (year, month, day,
hour, minute, and second), information representing a loca-
tion of i1maging, information representing a direction of
imaging, and information representing a camera angle. In
this embodiment, for example, captured 1mage data 1s com-
pressed 1nto a predetermined storage format according to a
predetermined compression scheme, and the compressed
image data 1s stored 1n the image database 11. The associa-
tion between captured image data and meta information 1s
based on image i1dentification information (heremafter
referred to as 1mage IDs), such as identification numbers,
assigned individually to captured 1images.

The image server 1 receives captured image data and meta
information uploaded from the client apparatus 2 via the
communication network 3 through the network interface 14,
and stores the captured 1image data and meta information 1n
the 1image database 11. Thus, in the image database 11,
images captured by various users in various locations, 1n
various 1maging angles, and at various camera angles are
constantly added and accumulated.

The captured 1mage data and meta information stored 1n
the image database 11 are not limited to those uploaded from
the client apparatus 2 via the communication network 3.

For example, when a user brings 1n a sheet on which a
captured 1mage 1s printed and a memo of meta information
of the captured 1image, or when an administrator of the image
server 1 collected a sheet on which a captured image 1s
printed and meta information of the captured image, the
captured 1mage printed on the sheet 1s converted into cap-
tured 1mage data, and the meta information 1s input manu-
ally. Then, the captured image data yielded by the conver-
sion 1s stored in the image database 11 1n association with
the meta information input.

In this embodiment, meta information stored in the 1mage
database 11 includes information representing a user who
provided the 1image, such as a user ID, a camera ID, a client
ID, an address, a name, and an age, 1n association with each
piece of 1image identification information (image 1D).

The image reading unit 17 includes a scanner for reading
the captured image printed on the sheet, and converting the
captured 1image 1nto captured image data. The meta infor-
mation mput unit 18 includes an mput operation unit for
allowing manual input of meta information by an operator or
the like.

When an administrator or user of the image server 1
captures an 1image by a digital camera or a camera-equipped
cellular phone terminal and records the 1mage on a recording
medium, 1f captured image data 1s read directly from the
recording medium without using the communication net-
work 3, and when meta information 1s recorded together, the
meta iformation 1s also read, and the captured image data
and the meta information are stored 1n the 1mage database 11
in association with each other. The image reading unit 17
includes a umit for reading captured image data and meta
information from the recording medium.

When meta information 1s not recorded on the recording
medium, or when meta information 1s to be added to meta
information already recorded, meta information 1s manually
input by an operator or the like using the imput operation unit
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of the meta-information mmput unit 18 so that the meta
information 1s stored in the image database 11.

In the reservation information database 12, when search-
condition information included 1n a search request transmiut-
ted from a client apparatus 1includes imaging-time informa-
tion specitying a future time, the search request 1s stored as
a search reservation request. At this time, the search reser-
vation request 1s stored in association with identification
information of the client apparatus that i1ssued the search
request. Similarly to the case of a search request with
imaging-time mnformation specifying a past time, the search
request includes a location of 1maging, a time of 1maging,
(future time), a direction of 1maging, a camera angle, and so
forth as search-condition imnformation.

In this embodiment, a globally unique identifier (GUID),
which allows globally unique identification, 1s used as the
identification mformation of the client apparatus 2. The
GUID 1s used to record the client apparatus 2 that has 1ssued
the search reservation request for a future captured 1mage
and to provide an immage in accordance with the search
reservation request at the specified future time to the client
apparatus 2 having the GUID.

The search engine 13 searches information matching the
search-condition information included 1n the search request
transmitted from the client apparatus 2 from meta mnforma-
tion stored 1n the image database 11. When matching meta
information 1s detected, the search engme 13 determines that
the associated captured image data 1s captured image data
that serves as a result of the searching.

The 1mage-transmission-queue storage unit 15 1s used to
execute the search reservation request including search-
condition information specifying a future time as the time of
imaging at the future time, and to reliably send the captured
image obtained as a result of the searching to the client
apparatus 2 at the source of the search reservation request.

More specifically, when the search reservation request 1s
executed at the specified future time and a captured 1mage 1s
obtained as a result of the searching, and when the captured
image data 1s sent to the client apparatus 2 at the source of
the search reservation request, the client apparatus 2 may
happen to be powered ofl so that it 1s not possible to establish
a communication path with the image server 1 via the
communication network 3. In consideration of such a situ-
ation, 1mage data obtained as a result of searching in
response to the search reservation request 1s stored in the
image-transmission-queue storage unit 15. Then, at a suit-
able later time, 1mage data obtained as s result of searching
in response to the search reservation request 1s sent to the
client apparatus 2 at the source of the search reservation
request 1in order of storage in the image-transmission-queue
storage unit 15.

The calendar and timekeeping unit 16 generates calendar
and timekeeping information represented by year, month,
day, hour, minute, and second. The calendar and timekeep-
ing information 1s used to determine when searching 1s to be
executed 1n accordance with a search reservation request
transmitted from the client apparatus 2.

The ROM 102 stores a software program for receiving a
search request transmitted from the client apparatus 2,
causing the search engine 13 to execute searching, accumus-
lating search reservation requests 1n the reservation-infor-
mation database 12, and sending captured image data rel-
cvant to obtaining requests transmitted from the client
apparatus 2 to the client apparatus 2 at the source of the
obtaining requests. The CPU 101 executes processing
according to the software program using the RAM 103 as a
work area.
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Functions and Operations of the Image Server 1

FIG. 4 mainly shows functions of the image server 1
having the hardware configuration described above.

Referring to FIG. 4, a search request 1s transmitted from
the client apparatus 2 to the image server 1 via the commu-
nication network 3. The image server 1 receives the search
request via the network interface 104, and transfers the
search request to a captured-image service providing func-
tion umt 112 virtually through a path 111. The captured-
image service providing function unit 112 1s a function
executed by the CPU 101 according to the software program
stored 1n the ROM 102.

The captured-image service providing function unit 112
extracts imaging-time information in search-condition infor-
mation included in a search request received, and checks
whether the 1maging time information specifies a past time
or a future time.

When the imaging-time information specifies a past time,
the captured-image service providing function umt 112
passes the search-condition information to the search engine
13 so that the search engine 13 1s activated to search the
image database 11 for a captured image matching the
search-condition information.

When a captured image matching the search-condition
information 1s detected by the searching, the search engine
13 passes at least identification information (image ID) and
imaging-time information of the captured 1image detected by
the searching to the captured-image service providing func-
tion unit 112.

The captured-image service providing function unit 112
forwards the i1dentification mformation (image ID) and the
imaging-time information receirved as a result of the search-
ing onto the communication network 3 through the path 111
and via the network interface 14 so that the i1dentification
information and the imaging-time imformation are transmit-
ted to the client apparatus 2 at the source of the search
request.

After receiving the identification information and the
imaging-time information, when an operation for requesting
obtainment of the captured image detected by the searching
1s performed (e.g., the shutter button 1s pressed) at the client
apparatus 2, a request for obtaining the captured image
detected by the searching 1s transmitted to the 1mage server
1 via the communication network 3. The obtaining request
includes identification information of the captured image
received by the client apparatus 2 as a result of the searching.

In the 1image server 1, the captured-image service provid-
ing function unit 112 receives the obtaining request via the
network interface 14, reads image data corresponding to the
image ID included in the obtaining request from the image
database 11 via the search engine 13, and sends the image
data to the client apparatus 2 via the network interface 14
and the communication network 3.

When the search-condition information included 1n the
search request received specifies a future time as the time of
imaging, the captured-image service providing function unit
112 of the 1mage server 1 regards the search request as a

search reservation request, and registers the search request 1n
the reservation-information database 12.

The information registered 1n the reservation-information
database 12 at this time includes i1dentification information
of the client apparatus 2, 1.¢., the GUID 1n this example, an
address (e.g., a uniform resource locator (URL)) on the
communication network 3 for providing captured image data
via the communication network 3, and search-condition
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information such as 1maging-time imformation representing
a future time, a location of 1imaging, a direction of 1imaging,

and a camera angle.

The image detected 1n response to the search reservation
request may be provided, for example, 1n the form of a
printed image by mail, instead of providing the 1mage via the
communication network 3. In consideration of this situation,
it 1s desired to register an address, a mail address, and other
information of the user of the client apparatus 2 in the
reservation-information database 12.

At a timing when, for example, 1image data and meta
information of a new captured 1mage are additionally reg-
istered 1n the 1image database 11, the captured-image service
providing function unit 112 checks whether a search reser-
vation request that 1s to be processed at the timing exists.
When such a search reservation request exists, the captured-
image service providing function unit 112 executes a routine
for handling the search reservation request.

When a captured image matching the search-condition
information 1s detected by the routine for handling the
search reservation request, the captured-image service pro-
viding function unit 112 reads the address of the client
apparatus 2 that i1ssued the search reservation request, stored
in the reservation-information database 12, and registers a
10ob 1n the 1mage-transmission-queue storage unit 15 to
access the address and send data of the captured image
detected by the searching.

A transmission-control function unit 113 1s implemented
by a software program stored in the ROM 102. The trans-
mission-control function unit 113 checks the content of the
image-transmission-queue storage unit 15, for example, at a
predetermined interval, to check whether 1image data to send
has been queued. When it 1s determined that image data to
transmit has been queued, the transmission control program
transmits 1mages in order of storage in the 1mage-transmis-
sion-queue storage unit 15. The transmission-control func-
tion unit 113 sends all image data that 1s stored in the
image-transmission-queue storage unit 15 and yet to be
transmitted while deleting 1image data that has been trans-
mitted from the 1mage-transmission-queue storage unit 15.

EXAMPLE HARDWARE CONFIGURATTON OF
THE CLIENT APPARATUS

(Time-Shift Image Requesting Apparatus)

FIG. 5 shows an example hardware configuration of the
client apparatus 2. The client apparatus 2 1s an 1maging
device capable of carrying out wireless communications,
1.e., a digital camera 21 in this example. Although this
embodiment will be described in the context of a digital
camera for capturing still 1images, the digital camera may
also be capable of capturing moving 1mages.

Referring to FIG. 5, in the digital camera 21 according to
this embodiment, a CPU 201 1s connected to a ROM 202 and

a RAM 203 via a system bus 204, and the system bus 204
1s connected to a camera module 205, a camera operation
input unit 206, an LCD controller 207 for controlling display
on an LCD 208, a calendar and timekeeping unit 209, and a
network interface 210.

Furthermore, the system bus 204 1s connected to a non-
volatile memory 211 for recording captured 1mages, a cam-
era-GUID holding unit 212, a search-condition mput unit
213, an altitude sensor 214, a direction sensor 215, a tilt
sensor 216, and a GPS positioming unit 217.

In the ROM 202, in addition to a program for carrying out
imaging, a program for issuing a search request and an
obtaining request to the image server 1 and obtaining
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information transmitted 1n response to the search request and
the obtaiming request from the 1mage server 1 and displaying
and recording the information, a program for uploading
captured 1mage data to the image server 1, and so forth are
stored. As will be described later, the CPU 201 executes
these programs stored in the ROM 202 using the RAM 203
as a work area.

The camera module 2035 includes an 1maging device
implemented by a charge coupled device (CCD) imager or
a complementary metal oxide semiconductor (CMOS)
imager, an 1maging optical system including an imaging
lens, and a captured-image-signal processor. The camera
module 2035 outputs captured image data i the form of
digital signals to the system bus 204.

The camera-operation mput umt 206 includes a set of
keys that are used for imaging, such as a zoom key and a
shutter button. The CPU 201 monitors which of these keys
1s operated 1n the camera-operation unit 206, and executes
processing 1n accordance with the key operated according to
programs stored in the ROM 202.

The LCD controller 207, under the control of the CPU
201 according to programs stored in the ROM 202, controls
display on the display screen of the LCD 208 connected
thereto.

The calendar and timekeeping unit 209 generates calendar
and timekeeping information representing year, month, day,
hour, minute, and second. The calendar and timekeeping
information 1s stored at the time of 1imaging as imaging-time
information. When a timer operation 1s performed, a timer
period 1s measured on the basis of timekeeping information
supplied from the calendar and timekeeping unit 209.

The network interface 210 allows exchanging information
with the 1image server 1 via the communication network 3.

The non-volatile memory 211 for recording captured
images 1s 1mplemented, for example, by a flash memory,
such as a card-shaped memory. Alternatively, the non-
volatile memory 211 may be implemented by a recording
medium such as a digital versatile disc (DVD). Instead of
such a removable memory medium, the non-volatile
memory 211 may be implemented by a hard disk.

The camera GUID holding unit 212 1s a storage unit for
holding a camera GUID that serves as globally unique
camera 1dentification information. As described earlier,
when search-condition information includes imaging-time
information specitying a future time, the camera GUID 1s
used as 1dentification information when the image server 1
remembers which digital camera (client apparatus) 1ssued
the search reservation request and when 1mage data captured
at the Tuture time specified 1n the request 1s transmitted to the
digital camera 21 at the source of the search reservation
request.

The search-condition mput umt 213 includes operation
keys with which the user mputs search-condition informa-
tion 1ncluded 1n a search request for a past or future captured
image, transmitted to the image server 1. FIG. 6 1s a diagram
showing an example of the search-condition mput unit 213
included in the digital camera 21 according to this embodi-
ment. FIG. 6 shows a back side of the case of the digital
camera 21 opposite to a front side on which an 1imaging lens
1s provided. In this example, the keys of the search-condition
input unit 213 are provided on a side of a screen 208D of the
LCD 208 on the back side of the digital camera 21.

In this embodiment, for example, as shown 1n FIG. 6, the
search-condition mput unit 213 includes a date dial key 301
for mputting 1maging-time information (year, month, day,
and time) representing a time of 1imaging, a range speciiying
dial key 302 for specitying a range of searching with
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reference to the time specified by the date dial key 301, a
year-range zooming key 303, an auto search key 304, and a
cross-shaped cursor key 305.

In this example, the date dial key 301 has a donut-shaped
part 301a and a central circular part 301b. When the donut-
shaped part 301a 1s operated 1n the circumierential direction,
the year, month, day, and time specified are changed forward
or backward 1n accordance with the direction of operation.
At this time, the year, month, day, and time specified using,
the date dial key 301 are displayed on the LCD screen 208D
as specified date indication 401 as shown 1n FIG. 6. The user
can {ix the specified year, month, day, and time by pressing
the central circular part 301b of the date dial key 301. That
1s, the central circular part 301b of the date dial key 301
serves as a specification fixing key.

Similarly, the range specitying dial key 302 has a donut-
shaped part 302a and a central circular part 302b. When the
donut-shaped part 302a 1s operated in the circumierential
direction, the specified range of date and time increases or
decreases 1n accordance with the direction of operation At
this time, the range of date and time specified using the range
specilying dial key 302 1s displayed as date range indication
402 on the LCD screen 208D as shown in FIG. 6.

The user can fix the specified range of date and time by
pressing the central circular part 302b of the range specity-
ing dial key 302. That 1s, the central circular part 302b of the
range specitying dial key 302 serves as a range specification
fixing key.

In the example shown i FIG. 6, with respect to the date
and time represented by the specified date indication 401,
the range of date and time specified by the date range
indication 402 1s used as imaging-time information included
in search-condition information.

In this example, with respect to the date and time repre-
sented by the specified date and time indication 401, a range
of preceding or succeeding period corresponding to the year,
month, day, and time specified by the range specitying dial
key 302 1s used as imaging-time information included in
search-condition information. Alternatively, with respect to
the date and time represented by the specified date indication
401, a range of succeeding period corresponding to the year,
month, day, and time specified using the range speciiying
dial key 302 or a range of preceding period corresponding to
the year, month, day, and time specified using the range
specifying dial key 302 may be used as imaging-time
information included 1n search-condition information.

Yet alternatively, a range of years may be used as imag-
ing-time information ncluded 1n search-condition informa-
tion. For example, a range specification such as the year
1998 or from the year 1998 to the year 2000 may be used as
imaging-time 1information included 1in search-condition
information.

In a lower part of the LCD screen 208D shown in FIG. 6,
in this embodiment, a bar (hereinafter referred to as a
navigation bar) 403 indicating how many years the captured
images accumulated in the image server 1 date back to 1s
displayed.

That 1s, 1n this embodiment, when the digital camera 21
sends a search request including imaging-time information
to the 1mage server 1, the image server 1 searches captured
images matching search-condition mformation such as an
imaging location and an imaging direction, not only within
the range of 1maging time specified as described above.
When a plurality of captured images 1s detected by the
searching, the image server 1 sends information representing
imaging-time information and identification information of
the individual captured images as search-result information.
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Upon receiving the search-result information, the digital
camera 21 indicates the existence of the individual captured
images by vertical bar marks 404. That 1s, the navigation bar
403 represents, for example, a range of 20 to 30 years by a
horizontal bar with respect to the date and time specified
using the date dial key 301. In the example shown 1n FIG.
6, the navigation bar 403 represents a range from the year
1980 to the year 2004.

The range of years represented by the navigation bar 403
can be changed by operating the year-range zooming key
303. More specifically, 1n this embodiment, the year-range
zooming key 303 i1s a seesaw Kkey. That 1s, when the
year-range zooming key 303 1s operated 1n the “-"" direction,
although the length of the navigation bar 403 does not
change, the range of years represented by the navigation bar

403 becomes narrower (with respect to the same specified
date).

On the other hand, when the year-range zooming key 303

1s operated 1n the “+” direction, although the length of the
navigation bar 403 does not change, the range of years
represented by the navigation bar 403 becomes wider (with
respect to the same date specified).

In the navigation bar 403, vertical bar marks 404 are
displayed at positions corresponding to the imaging times of
the individual captured images included 1n the search-result
information transmitted from the image server 1, thereby
notifying the user that captured images matching search
conditions except for imaging time exist at the positions of
the vertical bar marks 404.

In this embodiment, the range of 1maging time repre-
sented by the specified date indication 401 and the range
indication 402 1s presented to the user by specified range
frame 1ndication 4035. That 1s, 1n the navigation bar 403, the
date range enclosed in the frame of the specified range frame
indication 405 1s the range currently specified as search-
condition imformation regarding the imaging time.

As shown 1n FIG. 6, in this embodiment, of the search-
result information obtained from the image server 1, the
number of captured images included 1n the specified range
frame indication 4035 1s displayed as number-of-matching-
image indication 406. In the example shown in FIG. 6, 1t 1s
indicated that three images matching the search condition
exists 1n the specified range frame indication 405. When no
captured 1image matching the search condition exists 1n the
image server 1, “0” or “None” 1s displayed as the number-
of-matching-image 1ndication 406.

When the LCD 208 1s a color LCD, preferably, for
example, vertical bar marks indicating existence of captured
images matching search-condition information are displayed
in red and the specified-range frame indication 405 1is
displayed in green so that the ease of visual recognition 1s
improved. This serves to improve the ease of operation for
the user.

In this embodiment, the position of the specified-range
frame indication 405 can be moved leftward or rightward by
operation of the cross-shaped cursor key 305, thereby chang-
ing 1maging time and imaging time range included 1n
search-condition information. That 1s, when the position of
the specified-range frame mdication 4035 1s moved leftward
or rightward by operation of the cross-shaped cursor key
303, the indications 401 and 402 change in accordance with
the position of the specified-range frame indication 405.

That 1s, 1n this embodiment, imaging time and 1maging,
time range mcluded 1n search-condition information may be
specified by changing the position of the specified-range
frame indication 4035 on the navigation bar 403 using the
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cross-shaped cursor key 305 instead of direct specification
using the date dial 301 and the range speciiying dial key 302.

In this embodiment, when a past time 1s specified as
imaging-time information included 1in search-condition
information and the shutter button i1s pressed, the operation
virtually achieves the eflect of capturing an 1image at a past
time 1n the frame of the specified-range frame indication
405.

In this embodiment, when the user mmputs information
representing a past time as imaging information mncluded in
search-condition information, or when a past time that has
been iput 1s changed, or when parameters in the search
condition information such as an 1maging location, an 1imag-
ing direction, and an imaging angle are changed as will be
described later, the imaging device automatically establishes
a communication path with the image server 1 via the
communication network 3 and sends a search request.

However, 1t 1s difficult to constantly maintain a commu-
nication path between the imaging device and the image
server 1. Thus, 1t 1s desired that the user be allowed to
connect to the 1mage server 1 and to send a search request
when the user so desires. The auto search key 304 1s
provided for this purpose.

Alternatively, 1t 1s possible to access the image server 1,
send a search request, receive search-result information
from the 1image server 1, and display the navigation bar 403
only when the user operates the auto search key 304.

The altitude sensor 214 detects the altitude of the current
location of the digital camera 21, and sends information
representing the altitude detected onto the system bus 204.

The direction sensor 215 detects the direction of an
optical axis of the lens optical system of the camera module
205, 1.e., the direction of imaging, and sends information
representing the imaging direction detected onto the system
bus 204.

The t1lt sensor 216 detects the angle of the direction of the
optical axis of the lens optical system of the camera module
205 with respect to a horizontal plane (an angle of elevation
or depression), 1.e., an upward or downward angle of the
imaging direction of the digital camera 21 (what 1s referred
to as an 1maging angle), and sends imnformation representing,
the 1maging angle detected onto the system bus 204.

The GPS positioning unit 217 recerves electromagnetic
waves transmitted from GPS satellites to detect a current
location of the digital camera 21, and sends information
representing the current location detected onto the system
bus 204.

In this embodiment, as will be described later, the altitude
information from the altitude sensor 214, the i1maging-
direction information from the direction sensor 215, the
imaging-angle information from the tilt sensor 216, and the
location information from the GPS positioning unit 217 are
recorded in the non-volatile memory 211 as meta informa-
tion of the relevant captured image.

When a search request 1s sent to the image server 1, in
addition to the imaging-time information described earlier,
the altitude information from the altitude sensor 214, the
imaging-direction information from the direction sensor
215, the imaging-angle mformation from the tilt sensor 216,
and the location information from the GPS positioning unit
217 are included 1n search-condition information.

Furthermore, 1n this embodiment, the user 1s allowed to
determine whether or not to upload an 1image captured by the
digital camera 21 to the image server 1, and information
representing the setting 1s stored 1n a non-volatile memory
(not shown), which may be a memory backed up by a
battery. When the shutter button i1s pressed, the setting
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information 1s checked, and the captured image 1s uploaded
to the 1image server 1 together with meta information to the

image server 1 when uploading 1s permitted.

Instead of holding setting predefined by the user as to
whether to permit uploading to the image server 1, each time
the user presses the shutter button, a message may be
displayed on the LCD screen 208D to ask the user whether
to permit uploading of data of the captured image to the
image server 1, prompting the user to choose whether to
permit uploading.

As described above, 1n the digital camera 21 according to
this embodiment, the location and angle of imaging by the
user are recognized by the altitude sensor 214, the direction
sensor 215, the t1lt sensor 216, and the GPS positioning unit
217 mounted on the digital camera 21. The digital camera 21
1ssues a search request to the image server 1 using the
conditions recognized and a non-present 1maging time such
as a past or future year as search conditions, thereby
searching the image server 1 on the Internet for past images
captured in the year and matching the search conditions.

When the user presses the shutter button, an 1image of the
speciflied year range 1s transmitted from the image server 1.
This 1s as 1f an 1mage of the past or the future were taken.

As for a future 1mage, a reservation 1s registered in the
image server 1, so that an 1image captured at a date and time
specified 1n the reservation will be transmitted to the digital
camera 21.

Thus, a virtual time-machine camera that allows not only
capturing a present view but also allows 1maging beyond
restriction of time can be implemented.

EXAMPLE PROCEDURE FOR OBTAINING
PAST IMAGE

Now, a procedure for obtain a past image using the digital
camera 21 configured as described above will be described,
including relationship with the image server 1.

An 1mage shown in an upper part of FIG. 2 1s an image
that 1s displayed when the user uses the LCD screen 208D
as a viewlinder. In this state, the user can specily a desired
year, month, and day of 1imaging by operating the date dial
key 301 of the digital camera 21.

When the digital camera 21 i1s 1n an 1maging mode, the
altitude sensor 214, the direction sensor 215, the tilt sensor
216, and the GPS positioning unit 217 constantly obtain
data. The digital camera 21 1ssues a search request to the
image server 1 as to whether an 1image matching search-
condition information, such as a specified date and a current
location and imaging direction of the digital camera 21,
exi1sts.

On the basis of a search result returned from the image
server 1, the navigation bar 403 1s displayed on the LCD
screen 208D, and the number of captured images existing at
the 1mage server 1 and matching the specified date and time
range 1s displayed.

When the user checks the result of searching by the image
server 1 through the navigation bar 403 and presses the
shutter button, images falling 1n the specified year range are
transmitted from the 1mage server 1. This 1s as 11 1images of
the past were taken.

For example, referring to FIG. 2, assuming that the
current year 1s 20035, when the year-range setting for cap-
tured 1mages to request via the digital camera 21 1s 10 years
betore, 1.¢., 1993, and the digital camera 21 is set at such an
angle that the image shown 1n the upper part of FIG. 2 1s
covered, 1t 1s indicated on the LLCD screen 208D that one
corresponding 1mage exists at the image server 1. When the
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shutter button 1s pressed 1n this state, an 1mage of the year
19935, shown 1n a lower part of FIG. 2, 1s obtained.

At the same time, an 1mage of the present view, shown 1n
the upper part of FIG. 2, 1s also captured. When the setting,
of the digital camera 21 permits uploading, the image of the
present view 1s uploaded to the image server 1 as data of a
new captured 1mage.

EXAMPLE PROCEDURE FOR OBTAINING
FUTURE IMAGE

When the user specifies a future time as an 1maging time
in search-condition information, i.e., when a future year
range 1s specified, no corresponding captured image exists at
the time when the shutter button of the digital camera 21 1s
pressed, so that 1t 1s not possible to obtain an image
immediately. Since a future 1image does not currently exist,
a reservation for the image providing service of the image
server 1 1s made. When the specified date and time has come,
if an 1image matching the search condition exists, the image
1s transmitted from the 1image server 1 to the digital camera
21 that has made the reservation or to another terminal
specified by the user.

Since 1t 1s often the case that no 1mage corresponding to
a future 1mage exists when a range up to a specific date 1s
specified, 1t 1s allowed to set a range on and alter a specific
date or to set a considerably broad range.

Also when the shutter button 1s pressed with a future time
specified, when the setting of the digital camera 21 permits
uploading, the digital camera 21 captures an 1mage of the
present view and uploads the image with meta information
to the 1image server 1.

Flowcharts of Operations of Digital Camera (Time-Shiit
Image Requesting Apparatus)

Next, operations of the digital camera 21 for issuing a
search request and for 1ssuing an obtaining request to the
image server 1 and routines for handling these requests will
be described with reference to tflowcharts shown 1 FIGS. 7
to 9.

In step S101, when the user issues an instruction for
entering the imaging mode, the CPU 201 of the digital
camera 21 first checks whether to enter a time-shift imaging
mode for capturing an 1mage of a past time or a future time,
not a present time. Whether to enter the time-shift imaging
mode 1s determined on the basis of, for example, whether a
non-present time 1s specified by the date dial key 301.
Alternatively, a key for specitying either a time-shift imag-
ing mode or an ordinary imaging mode may be provided so
that whether to enter the time-shiit imaging mode can be
determined on the basis of a user’s operation of the key.

When i1t 1s determined 1n step S101 not to enter the
time-shift 1maging mode, i step S102, the CPU 201
executes a processing routine of enters the ordinary imaging
mode and executes a processing routine of the ordinary
imaging mode.

In the ordinary imaging mode, the CPU 201 displays an
image of an object on the LCD screen 208D using the LCD
screen 208D as an electronic viewfinder. When the user
presses the shutter button, the CPU 201 executes processing,
for actually capturing an image of the object and storing
captured 1mage data in the non-volatile memory 211 for
recording captured images. At this time, when the digital
camera 21 1s 1n the imaging mode, the altitude sensor 214,
the direction sensor 215, the tilt sensor 216, and the GPS
positioning unit 217 constantly obtain data. The altitude
data, the imaging-direction data, the camera-angle data, the
imaging-location data, and the current date and time
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obtained from the calendar and timekeeping umt 209 are
stored 1n the non-volatile memory 211 for recording cap-
tured 1mages, 1n association (on the basis of the image 1D)
with the captured image data as meta information of the
captured 1mage.

At this time, when the setting of the digital camera 21
permits uploading to the image server 1, the digital camera
21 uploads the captured image of the present view and meta
information to the image server 1 via the communication
network 3.

When it 1s determined in step S101 to enter the time-shift
imaging mode, the CPU 201 obtains information represent-
ing a current location from the GPS positioning unit 217 1n
step S103, obtains imnformation representing a current alti-
tude from the altitude sensor 214 1n step S104, obtains
information representing an imaging direction from the
direction sensor 215 in step S105, and obtains camera
tilt-angle information from the tilt sensor 216 1n step

Furthermore, 1n step S107, the CPU 201 obtains imaging-
time information specified by the user using the date dial key
301, the cross-shaped cursor key 305, or the like. Also, 1n
step S108, the CPU 201 obtains information representing a
search range regarding the 1maging time, set by the user
using the range specitying dial key 302 or the like.

Then, 1n step S109, the CPU 201 checks whether the
pieces of information obtained from the sensors 214 to 216
and the GPS positioning unit 217 or the specification of
imaging time or range has been changed. When it 1s deter-
mined 1n step S109 that the pieces of information obtained
from the sensors 214 to 216 and the GPS positioning unit
217 or the specification of 1imaging time or range has not
been changed, 1n step S110, the CPU 201 checks whether a
predetermined time has elapsed.

When 1t 1s determined 1n step S110 that the predetermined
time has elapsed, returning to step S103, the CPU 201
obtains 1nformation such as sensor values and an 1maging
time.

When 1t 1s determined 1n step S110 that the predetermined
time has not elapsed, in step S121 shown 1n FIG. 8, the CPU
201 checks whether the auto search key 304 has been
operated by the user. When it 1s determined that the auto
search key 304 has not been operated, returning to step S110,
the CPU 201 momitors elapse of the predetermined time.

When 1t 1s determined that the auto search key 304 has
been operated, the CPU 201 obtains information represent-
ing a current location from the GPS positioming umt 217 1n
step S122, obtains information representing a current alti-
tude from the altitude sensor 214 1n step S123, obtains
information representing an imaging direction from the
direction sensor 215 1n step S214, and obtains information
representing a camera tilt angle of the digital camera 21 from
the tilt sensor 216 1n step S125.

Furthermore, 1n step S126, the CPU 201 obtains infor-
mation representing an imaging time specified by the user
using the date dial key 301, the cross-shaped cursor key 305,
or the like. Also, 1n step S127, the CPU 201 obtains an
imaging-time search range specified by the user using the
range speciiying dial key 302 or the like.

After step S127, the procedure proceeds to step S111
shown 1n FIG. 7. The procedure also proceeds to step S111
when 1t 1s determined 1 step S109 that the pieces of
information obtained from the sensors 214 to 216 or the
specification of 1imaging time or range has been changed.

In step S111, the CPU 201 determines whether the imag-
ing time specified by the user i1s a past time or a future time.
When 1t 1s determined in step S111 that the imaging time
specified by the user 1s a past time, 1n step S112, the CPU
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201 accesses the 1mage server 1 via the network interface
210 and the communication network 3 to establish a com-
munication path with the image server 1. In this embodi-
ment, an address of the image server 1 on the communica-
tion network 3 is stored in advance in the digital camera 21, >
and the address information 1s used to access the image
server 1 automatically.

When a communication path with the 1mage server 1 1s

established as described above, 1n step S113, the CPU 201

sends a search request to the image server 1, the search
request including the pieces of information obtained from
the sensors 214 to 216 and the GPS positioning unit 217 and
the specification of imaging time and range as search-
condition imnformation.

In response to the search request, search-result informa-
tion 1s returned from the 1image server 1 as described earlier.
Upon recerving the search-result information, 1 step S114,
the CPU 201 displays the navigation bar 403, and displays
the number of captured 1images matching the search-condi- 2¢

ion information on the LCD screen 208D. In step S115, the

CPU 201 stores the image 1Ds of all the captured images
matching the search-condition information, transmitted
from the 1mage server 1.

Then, 1n step S131 shown 1n FIG. 8, the CPU 201 checks 25
whether the shutter button has been pressed. When 1t 1s
determined that the shutter button has not been pressed,
proceeding to step S121, the CPU 201 executes subsequent
steps described earlier.

On the other hand, when 1t 1s determined 1n step S131 that 30
the shutter button has been pressed, 1n this embodiment, in
step S132, the CPU 201 captures an image of the present
view displayed on the LCD screen 208D to obtain image
data, also obtains meta information described earlier, and
writes the image data and the meta information to the 35
non-volatile memory 211 for recording captured images.

In step S133, the CPU 201 sends an image obtainming
request for obtaining captured 1mages matching the search-
condition information to the image server 1, the image
obtaining request including the image IDs stored in step 40
S115.

In response to the 1mage obtaining request, image data of
captured 1mages identified by the image IDs 1s transmitted
from the image server 1. The CPU 201 receives the image
data 1n step S134, and displays the images on the LCD 45
screen 208D and writes the image data to the non-volatile
memory 211 for recording captured images 1n step S135.

In step S136, the CPU 201 checks whether the setting
permits uploading ol captured images. When it 1s deter-
mined that the setting permits uploading, 1n step S137, the 50
CPU 302 sends an image uploading request to the image
server 1, and sends 1mage data and meta information of the
captured 1mage of the present view recorded 1n step S132 to
the 1mage server 1. The CPU 201 then exits the processing,
routine. 55

When 1t 1s determined 1n step S136 that the setting does
not permit uploading of captured images, the CPU 201 skips
step S137 and immediately exists the processing routine.

When 1t 1s determined 1n step S11 shown in FIG. 7 that the
imaging time specified by the user 1s a future time, 1n step 60
S141 shown 1 FIG. 9, as opposed to the case of a past time,
the CPU 201 does not send a search request to the image
server 1 at this time, and checks whether the shutter button
has been pressed.

When 1t 1s determined 1n step S141 that the shutter button 65
has not been pressed, returning to step S110, the CPU 201
executes subsequent steps described earlier.
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On the other hand, when 1t 1s determined 1n step S141 that
the shutter button has been pressed, 1n this embodiment, 1n
step S142, the CPU 201 captures an image of the present
view currently displayed on the LCD screen 208D to obtain
image data, also obtains meta information, and writes the
image data and the meta mformation to the non-volatile
memory 211 for recording captured images. Then, 1n step
S143, the CPU 201 accesses the image server 1 via the
network interface 210 and the communication network 3 to
establish a communication path with the image server 1.

After establishing a commumnication path with the image
server 1, 1n step S144, the CPU 201 sends a search reser-
vation request to the image server 1, the search reservation
request including the pieces of information obtained from
the sensors 214 to 216 and the GPS positioning unit 217 and
the specification of 1maging time and range as search-
condition information.

In step S145, the CPU 201 checks whether the setting
permits uploading of captured images. When it 1s deter-
mined that the setting permits uploading, 1n step S146, the
CPU 201 sends an 1image uploading request to the image
server 1, and sends the image data and meta information of
the captured image of the present view, recorded in step
S142, to the image server 1. The CPU 201 then exits the
processing routine.

When 1t 1s determined 1n step S145 that the setting does
not permit uploading of captured images, the CPU 201 skips
step S146 and immediately exits the processing routine.

In steps S136 and S145, whether uploading 1s permitted
1s checked assuming that the user specifies in advance
whether to permit uploading of captured images to the image
server 1. Alternatively, as described earlier, each time the
user presses the shutter button, the user may be asked
whether to permit uploading of the captured 1mage to the
image server 1, for example, via the LCD screen 208D, so
that whether to upload the captured image can be determined
in accordance with a user’s response as to whether to permat
uploading.

Flowcharts of Operations of the Image Server 1
Next, processing operations executed by the image server

1 will be described with reference to flowcharts shown 1n
FIGS. 10 to 14.

In step S201, the CPU 101 of the image server 1 checks
whether a connection request for establishing a communi-
cation path from the client apparatus 2, e.g., the digital
camera 21, has been received. When 1t 1s determined that a
connection request for establishing a communication path
from the client apparatus 2 has been received, in step S202,
the CPU 101 establishes a communication path with the
client apparatus 2.

In step S203, the CPU 101 checks whether a search
request (a search request including a past imaging time in
search-condition information) from the client apparatus 2
has been received. When 1t 1s determined that a search
request has been received, i step S204, the CPU 101
executes a searching routine for handling the search request.
The searching routine will be described later.

When 1t 1s determined 1n step S203 that a search request
from the client apparatus 2 has not been received, in step
S205, the CPU 101 checks whether an 1mage obtaining
request has been received. When 1t 1s determined that an
image obtaining request has been recerved, 1n step S206, the
CPU 101 executes a processing routine for handling the
image obtaiming request.

When 1t 1s determined in step S205 that an 1mage obtain-
ing request from the client apparatus 2 has not been

received, 1 step S207, the CPU 101 checks whether a search
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reservation request (a search request including a future
imaging time in search-condition information) has been
received. When it 1s determined that a search reservation
request has been received, in step S208, the CPU 101
executes a processing routine for handling the search reser-
vation request.

Instead of letting the image server 1 determine whether a
search request 1s a search reservation request on the basis of
whether 1maging-time information included in search con-
dition information represents a future time, in a search
request, the client apparatus 2 may include information
representing distinction between a search request for a past
captured 1image and a search reservation request for a future
captured 1mage.

When 1t 1s determined in step S207 that a search reser-
vation request from the client apparatus 2 has not been
received, 1n step S209, the CPU 101 checks whether an
uploading request for uploading a captured image has been
received. When 1t 1s determined that an uploading request
has been received, 1n step S210, the CPU 101 executes a
processing routine for handling the uploading request.

When 1t 1s determined i step S209 that an uploading
request from the client apparatus 2 has not been received, in
step S211, the CPU 101 executes other processes.

FIG. 11 1s a flowchart of a searching routine for handling
a search request, executed by the image server 1 1n step S204
described earlier.

First, 1in step S301, the CPU 101 decodes a packet of the
search request transmitted from the client apparatus 2. Then,
in step S302, the CPU 101 obtains search-condition infor-
mation regarding an 1maging location, an imaging direction,
an altitude, and a camera angle, included the packet of the
search request. Furthermore, 1n step S303, the CPU 101
obtains search-condition information regarding imaging
time, 1.e., a range of 1maging time, included 1n the packet of
the search request.

In step S304, the CPU 101 searches for a captured image
matching the search-condition information obtained in steps
5302 and S303 with reference to the meta information stored
in the 1mage database 11. In this embodiment, the searching
1s performed not only within the range of imaging time
obtained 1 step S303 but over a predetermined period
extending before and after the range of 1maging time. This
1s so arranged 1n consideration of the manner of represen-
tation on the navigation bar 403 so that the existence of
captured images 1s indicated not only within the specified
range of imaging time but over a range extending before and
alter the specified range. Thus, when the representation on
the navigation bar 403 need not be considered, searching
may be executed only within the imaging-time range
obtained in step S303.

In step S305, the CPU 101 sends an image ID and
imaging-time information of the captured image matching
the search-condition information, detected in step S304, to
the client apparatus 2 at the source of the search request.
When a plurality of captured images matching the search-
condition mformation exists, the CPU 101 sends the image
IDs and 1imaging-time information of the individual captured
images to the client apparatus 2. Then, the CPU 101 exists
the processing routine.

FIG. 12 1s a flowchart of a processing routine that 1s
executed 1n step S206 described earlier 1n response to an
image obtaining request transmitted from the client appara-
tus 2.

First, 1n step S401, the CPU 101 decodes a packet of the
image obtaining request, transmitted from the client appa-
ratus 2. Then, 1n step S402, the CPU 101 extracts the image
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ID of the captured 1mage requested by the client apparatus
2, included 1n the packet of the image obtaining request.
Then, 1n step S403, the CPU 101 reads image data corre-

sponding to the image ID from the image database 11, and
sends the image data to the client apparatus 2 via the
communication network 3. The CPU 101 then exits the

processing routine.
FIG. 13 1s a flowchart of a routine for handling a search
reservation request, executed in step S208 described earlier.

First, 1n step S501, the CPU 101 decodes a packet of the
search reservation request, transmitted from the client appa-

ratus 2. Then, 1n step S502, the CPU 101 extracts a camera
GUID that serves as i1dentification information of the client
apparatus 2 from the packet of the search reservation
request, and also extracts search-reservation-condition infor-
mation (such as an 1maging location, an 1imaging direction,
a camera angle, and an 1maging time). Then, 1n step S503,
the CPU 101 stores the camera GUID and the search-

reservation-condition information in the reservation infor-
mation database 12 1n association with each other. The CPU
101 then exits the processing routine.

FIG. 14 1s a flowchart of a routine for handling an 1image
uploading request, executed 1n step S210 described earlier.

First, 1n step S601, the CPU 101 decodes a packet of the
image uploading request, transmitted from the client appa-
ratus 2. Then, 1n step S602, the CPU 101 assigns identifi-
cation information (an image ID) to the uploaded image
included in the packet. When identification information 1s
already assigned to the uploaded image included in the
packet of the image uploading request transmitted from the
client apparatus 2, obviously, the image ID itsell may be
used.

Then, 1n step S603, the CPU 101 stores the uploaded
image data and meta information in the image server 1 1n
association with each other on the basis of the image ID
assigned 1n step S602.

Then, 1n step S604, the CPU 101 searches the reservation
information database 12 for a search reservation request
using the meta information stored 1n the image database 11
in the current session. Then, 1n step S605, the CPU 101
checks whether search-reservation-condition information
included 1n the search reservation request matches the meta
information of the image data stored in the current session.

When matching search reservation requests are detected
in step S605, i step S606, the CPU 101 obtains all the
camera GUIDs of the matching search reservation requests,
stored 1n the reservation information database 12.

In step S607, the CPU 101 stores all the camera GUIDs
obtained 1n step S606 and the image ID to send in the
image-transmission-queue storage unit 15. The CPU 101
then exits the processing routine. When no matching search
reservation request 1s detected in step S605, the CPU 101
immediately exists the processing routine.

As described above, according to this embodiment, the
concept of 1maging with a camera that 1t 1s not possible to
capture an 1mage of the past or the future 1s radically
revoked, and 1t becomes possible to virtually provide a user
with an experience of capturing images beyond restriction of
time 1n addition to just capturing an 1mage of the present.

In view of the explosive increase in the volume of 1mage
content captured by individual users 1n accordance with the
recent rapid spread of digital cameras and camera-equipped
cellular phones, this embodiment could potentially develop
totally new ways of using images through the use of the
image content resources and change the culture of enjoying
capturing 1images.
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In the embodiment described above, a search range
regarding 1imaging time 1s defined by a certain range 1nstead
of a point of time. Similarly, regarding 1imaging location,
imaging direction, altitude, and camera angle, instead of
using values detected by sensors or the like directly as
search-condition information, regarding each of these
parameters, a certain range with respect to a value detected
by a sensor or the like may be used as search-condition
information. In that case, for each of the imaging location,

the 1maging direction, the altitude, and the camera angle, a
fixed search range may be predefined 1n advance, or the user
may be allowed to specity a search range similarly to the
case of 1imaging time described earlier.

Thus, for example, mstead of specilying an imaging
direction of North as a search condition, 1t 1s possible to
specily a range of imaging direction from North East to
North West. By increasing the search range, the number of
images matching the search condition increases.

Although the embodiment has been described i1n the
context of a case where still images are captured by a digital
camera, application to a case where moving i1mages are
captured 1s also possible.

Although the embodiment 1s described in the context of a
digital camera, application to a camera-equipped cellular
phone terminal 1s also possible. Furthermore, application to
a personal digital assistant (PDA) or a portable personal
computer including a camera 1s also possible.

It 1s also possible to receive the 1mage providing service
through registration of membership in an 1mage providing
service company having an image server. In that case, a
GUID need not be assigned to a client apparatus, and
membership identification information such as a member-
ship number may be used instead of a GUID.

Although the client apparatus 1 the embodiment
described above includes an 1imaging unit, an 1imaging unit
need not necessarily be mncluded. For example, a PDA or a
personal computer may send a search request including
search-condition information such as an 1maging time, an
imaging location, and an imaging direction input by a user
to an 1mage server and receive search-result information
from the 1mage server.

The method of providing a requested 1mage from an
image server 1s not limited to sending image data via a
communication network to a client apparatus as in the
embodiment described above, and a printout of an 1mage
may be delivered to a user of a client apparatus, for example,
by mail.

As for search-condition information, information for
identifying an image other than imaging-time information
may be of any type as long as the information 1s accumulated
in the 1mage server as meta information. For example, when
the user wishes to include the name of a location or
architecture, such as “Asakusa”, “Kaminarimon”, or “Tokyo
Tower” to an 1mage captured by the user i meta 1nforma-
tion, searching based on these names becomes possible.

The 1mage server or the client apparatus may have a
function of performing image recognition on a captured
image, and, when an 1mage including a specific architecture
1s recognized, automatically registering the name of the
architecture 1n meta information in association with the

image data.
It should be understood by those skilled in the art that

various modifications, combinations, sub-combinations and

alterations may occur depending on design requirements and
other factors insofar as they are within the scope of the

appended claims or the equivalents thereof.
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What 1s claimed 1s:

1. A time-shiit 1image requesting apparatus, connected to
an 1mage server via a communication network, for request-
ing the image server to provide a time-shift image of a

5 non-present time, the time-shift image requesting apparatus
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comprising;
communication means for carrying out communications
with the 1image server via the communication network;
indication means for displaying a range of imaging times;
input means for allowing a user to set and change the
range of 1maging times;
means for determining whether the range of 1maging
times 1s a range of past imaging times or a range of
future 1maging times;

means for sending a search request to the image server via

the communication means, the search request including
information representing the range of imaging times
and 1nformation for identifying a subject 1mage,
wherein the search request 1s a search reservation
request when the range of 1maging times 1s determined
to be a range of future 1imaging times, and wherein the
information for identitying the subject image, included
in search-condition information, at least includes infor-
mation representing an 1maging location;
location-information obtaining means for obtaining geo-
graphical-location information representing a geo-
graphical location, wherein the time-shift i1mage
requesting apparatus 1s configured to send location-
range information to the image server as the informa-
tion representing the imaging location, the location-
range information representing a location range with
reference to the geographical location represented by
the geographical-location information obtained by the
location-information obtaining means; and
direction detecting means for detecting a direction 1n
addition to the location-information obtaining means
for obtaining the geographical-location information,
wherein the time-shift 1mage requesting apparatus 1s
configured to send direction-range information in addi-
tion to the location-range information to the image
server as the information for identifying a subject
image, included in the search-condition information,
the direction-range information representing a direction
range with reference to the direction detected by the
direction detecting means.
2. The time-shift image requesting apparatus according to
claim 1,
wherein the mformation representing the range of 1imag-
ing times, included in search-condition information,
represents a range ol times comprising a past time;

wherein the time-shift image requesting apparatus further
comprises means for receiving image data of one or
more captured images matching the search-condition
information via the communication means, the 1mage
data being transmitted from the image server via the
communication network, and for displaying one or
more 1mages corresponding to the image data; and

wherein the time-shiit image requesting apparatus further
comprises display means for displaying stored imaging
times associated with the one or more captured 1mages,
the stored 1imaging times being provided by the image
Server.

3. The time-shift image requesting apparatus according to
claiam 2, wherein the display means displays a navigation
bar, and indicia representing the stored 1maging times asso-
ciated with the one or more captured 1mages are displayed
along the navigator bar.
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4. The time-shiit image requesting apparatus according to
claim 1,

wherein the information representing the range of 1mag-

ing times, included 1n the search-condition information,
represents a range of times comprising a past time; and
wherein the time-shift image requesting apparatus further
COMprises:
means for recerving information including at least infor-
mation representing a presence or absence of a captured
image matching the search-condition information,
transmitted from the image server via the communica-
tion network, and displaying the information on a
display screen;
means for sending a request for obtaining one or more
captured 1mages matching the search-condition
information; and
means for receiving image data of the one or more
captured 1mages matching the search-condition
information, transmitted in response to the obtaining
request from the 1image server via the communication
network.

5. The time-shift image requesting apparatus according to
claim 1, wherein the information representing the range of
imaging times, mcluded in the search-condition information,
represents a range of times comprising a future time.

6. The time-shiit image requesting apparatus according to
claim 1, further comprising user input means for allowing a
user to set and change the location range and the direction
range.

7. The time-shift image requesting apparatus according to
claim 1, further comprising:

an 1maging device;

a display having a display screen;

means for sending the search request to the 1image server

via the communication network at a timing before a
shutter button 1s pressed, the information representing
a range of 1maging times; included in the search-
condition information, representing a range ol times
comprising a past time,

means for receiving information at least including a

presence or absence of a captured image matching the
search-condition information, transmitted from the
image server via the communication network as a result
of searching, and for displaying the information on the
display screen of the display;

means for sending a request for obtaining one or more

captured 1mages matching the search-condition infor-
mation according to the result of searching to the image
server via the communication network when the shutter
button 1s pressed; and

means for displaying the one or more captured 1mages

matching the search-condition information, transmitted
from the 1mage server via the communication network,
on the display screen.

8. The time-shift image requesting apparatus according to
claim 7, further comprising means for actually carrying out
imaging by the imaging device when the shutter button 1s
pressed, and for uploading image data of a captured 1mage
obtained by the imaging to the image server together with
meta information at least including information representing,
a date of 1maging, an imaging location, and an 1maging
direction when uploading to the image server 1s permitted.

9. The time-shiit image requesting apparatus according to
claim 1, further comprising:

an 1maging device;

a display having a display screen; and
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means for sending the search request to the 1image server
via the communication network at a timing when a
shutter button 1s pressed, the information representing,
a range ol mmaging times, included in the search-
condition information, representing a range ol times
comprising a future time.

10. A time-shift image requesting apparatus, connected to
an 1mage server via a communication network, for request-
ing the image server to provide a time-shift image of a
non-present time, the time-shift 1mage requesting apparatus
comprising;

a communication unit configured to carry out communi-
cations with the image server via the communication
network;

an indication unit configured to display an imaging time
or a range of 1maging times;

an mput unit configured to allow a user to set and change
the 1maging time or the range of 1maging times;

a unit configured to determine whether the range of
imaging times 1s a range of past 1imaging times or a
range of future imaging times and send a search request
to the 1mage server via the communication unit, the
search request including information representing the
range of 1imaging times and information for identifying
a subject 1mage, wherein the search request 1s a search
reservation request when the range of 1imaging times 1s
determined to be a range of future 1maging times, and
wherein the information for identifying the subject
image, included in search-condition information, at
least includes information representing an i1maging
location;

location-information obtaining means for obtaining geo-
graphical-location 1information representing a geo-
graphical location, wherein the time-shift i1mage
requesting apparatus 1s configured to send location-
range information to the image server as the informa-
tion representing the imaging location, the location-
range information representing a location range with
reference to the geographical location represented by
the geographical-location information obtained by the
location-information obtaining means; and

direction detecting means for detecting a direction 1in
addition to the location-information obtaining means
for obtaining geographical-location 1nformation,
wherein the time-shift 1mage requesting apparatus 1s
configured to send direction-range information in addi-
tion to the location-range information to the image
server as the information for identifying a subject
image, included in the search-condition information,
the direction-range information representing a direction
range with reference to the direction detected by the
direction detecting means.

11. The time-shift image requesting apparatus according
to claim 10, wherein the indication unit displays a navigation
bar.

12. The time-shiit 1image requesting apparatus according
to claim 1, further comprising:

an 1maging device;

a display having a display screen; and

means for sending the search request to the 1image server
via the communication network 1n response to activa-
tion of a shutter button; wherein the mformation rep-
resenting a range of imaging times, included in the
search request, represents a range ol times comprising,
a future time.
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