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METHOD, SYSTEM, AND COMPUTER
PROGRAM PRODUCT FOR

CONCEPIT-BASED MULTI-DIMENSIONAL
ANALYSIS OF UNSTRUCTURED
INFORMATION

Matter enclosed in heavy brackets [ ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue; a claim printed with strikethrough
indicates that the claim was canceled, disclaimed, or held
invalid by a prior post-patent action or proceeding.

RELATED [APPLICATION] APPLICATIONS

[Benefit of priority under 35 U.S.C. §119(e) and/or 35
U.S.C. §120 1s claimed to U.S. Provisional Patent Applica-
tion Ser. No. 60/302,971, entitled SYSTEM FOR AND
METHOD OF INTELLIGENT CATEGORIZATION OF
INFORMATION, filed May 7, 2001, which application 1s a
related application and is hereby incorporated by reference.]

[Benefit of priority under 35 U.S.C. §119(e) and/or 35
U.S.C. §120 1s claimed to United States Utility patent
application Ser. No. 10/087,033, enftitled CONCEPT-
BASED METHOD AND SYSTEM FOR DYNAMICALLY
ANALYZING UNSTRUCTURED INFORMATION, filed
Mar. 1, 2002, which application 1s a related application and
is hereby incorporated by reference.}

[Benefit of priority under 35 U.S.C. §119(e) and/or 35
U.S.C. §120 1s claimed to U.S. Provisional Patent Applica-
tion Ser. No. 60/366,045, entitled CONCEPT-BASED
METHOD AND SYSTEM FOR DYNAMICALLY ANA-
LYZING UNSTRUCTURED INFORMATION, filed Mar.
19, 2002, which application 1s a related application and 1s
hereby incorporated by reference.]

This application claims the benefit of U.S. Provisional
Application No. 60/366,045, filed Mar. 19, 2002, and this

application is a continuation-in-part application of U.S.

patent application Ser. No. 10/087,053, filed Mar. 1, 2002,

now U.S. Pat. No. 6,970,851, which claims the benefit of

U.S. Provisional Application No. 60/302,971, filed May 7,
2001. All of the above referenced applications are herein

incorporated by reference.

FIELD OF THE INVENTION

This invention pertains generally to a system, method, and
computer program product for information analysis, discov-
ery, classification and retrieval; and more particularly to a
system, method, and computer program product for classi-
tying, gathering, classiiying, categorizing, and analyzing
unstructured information and for tracking trends and excep-
tions 1n unstructured information objects.

BACKGROUND

Structured data or objects generally refers to data existing
in an organized form, such as a relational database, that can
be accessed and analyzed by conventional techniques (1.¢.
Standard Query Language, SQL). By contrast, so-called
unstructured data or objects refer to objects 1 a textual
format (1.e. faxes, e-mails, documents, voice converted to
text, or a collection of these formats) that do not necessarily
share a common organization. Unstructured information
often remains hidden and un-leveraged by an organization
primarily because 1t 1s hard to access the right information
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2

at the nght time or to integrate, analyze, or compare multiple
items ol information as a result of their unstructured nature.
There exists a need for a system and method to provide
structure for unstructured information such that the unstruc-
tured objects can be accessed with powerful conventional
tools (such as, for example, SQL, or other information query
and/or analysis tools) and analyzed for hidden trends and
patterns across a corpus ol unstructured objects.
Conventional systems and methods for accessing unstruc-
tured objects have focused on tactical searches, that seek to
match keywords, an approach that has several shortcomings.
For example, as 1llustrated in FIG. 1, a tactical search engine
110 accepts search text 100. For purposes of illustration,
suppose 1nformation about insects 1s desired and the user-
entered search text 100 1s ‘bug’. The search engine scans

available unstructured objects 1135, including individual
objects 120, 130, 140, 150, and 160. In this example, one

unstructured object concerns the Volkswagen bug 120, one
1s about insects at night 130, one 1s about creepy-crawlies
140, one 1s about software bugs 150, and one 1s about garden
bugs 160. The tactical search engine 110 performs keyword
matching, looking for the search text 100 to appear 1n at least
one of the unstructured objects 115. In this ‘bug’ example,
only those objects about the Volkswagen bug 120, software
bugs 150, and garden bugs 160 actually contain the word
‘bug’ and will be returned 170. The objects about insects at
night 130, and creepy-crawlies 140 may have been relevant
to the search but unfortunately were not identified by the
conventional tactical search engine.

One conventional method of addressing this problem
allows a user to enter detailed searches utilizing phrases or
Boolean logic, but successiul detailed tactical searches can
be extremely diflicult to formulate. The user must be sophis-
ticated enough to express their search criteria in terms of
Boolean logic. Furthermore, the user needs to know pre-
cisely what he or she 1s searching for, 1n the exact language
that they expect to find 1t. Thus, there 1s a need for a search
mechanism to more easily locate documents or other objects
of interest, preferably searching with the user’s own vocabu-
lary. Further, such mechanism should desirably enable auto-
matically searching related words and phrases, without
knowledge of advanced searching techniques.

In another conventional method, the search 1s done based
on meaning, where each of the words or phrases typed 1s
semantically analyzed, as 1 second guessing the user (for
example, Use of the term Juvenile picks up teenager). This
increases the result set though, making analysis of search
results even more important. Also this technique 1s inad-
equate and quite 1naccurate when the user i1s looking for a
concept like “definition of terrorism™ or “definition of
knowledge management”, where the “concept” of the phrase
1s more 1mportant than the meaning of the individual words
in the search term.

Even when tactical searches succeed in searching or
finding information, the problem of analyzing unstructured
information still remains. Analyzing unstructured informa-
tion goes beyond the ability to locate information of interest.
Analysis of unstructured information would allow a user to
identify trends in unstructured objects as well as quickly
identily the meaning of an unstructured object, without first
having to read or review the entire document. Thus, there
turther exists a need to provide a system and methodology
for analyzing unstructured information. In one situation, this
need extends to system and method for tracking and option-
ally reporting the changing presence of words or phrases 1n
a set of documents over time.
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Prior art classification systems exist that can organize
unstructured objects 1n a hierarchical manner. However,
utilizing these classification systems to locate an object of
interest requires knowing what the high-level of interest
would be, and following one path of inquiry often precludes
looking at other options. Thus, there 1s also a need for a
system and method that can recognize relevant relationships
between words and concepts, and can categorize an object
under more than one high-level interest. Such a system and
method should desirably scan objects for words or phrases
and determine the presence of certain patterns that suggest
the meaning, or theme, of a document, allowing for more
accurate classification and retrieval.

Some prior art technologies store data and information
utilizing proprietary methods and/or data structures, which
prevents widespread or open access or analysis by keeping
objects 1n a native non-standard proprietary format. Thus,
there 1s a need to store information about unstructured
objects 1n an open architecture and preferably in a readily
accessible standard storage format, one embodiment being a
relational database of which many types are known. Storage
in a relational database keeps the information readily avail-
able for analysis by common tools. Where access protection
1s desired various known security measures may be
employed as are known 1n the art.

The focus of many currently available prior art technolo-
gies has been to help find the one document or a known piece
of information of interest from a huge source of unstructured
data. However, there remains a need to analyze this
untapped and largely 1gnored collection of unstructured data
to find new ftrends, patterns and relationships to create
actionable intelligence. This need requires the ability to look
at the unstructured data 1n many possible ways and view

points, drill down and look at details of various levels of
summarizations and enable visualization of unstructured
data 1n many ways. In short, there remains a need for a theme
or concept-based method and system to analyze, categorize
and query unstructured information. The present invention
provides such a high precision system and method.

SUMMARY

The present invention provides a system, method and
computer program and computer program product for cat-
cgorizing and analyzing unstructured information. The pres-
ent mvention mcludes a analysis and categorization engine
that scans available unstructured objects. The analysis and
categorization engine generates structured information in
the form of relational database tables, and can accept user-
specific iput to personalize this process further. Once these
relational database data structures have been generated,
conventional techniques (such as SQL) can therefore be
utilized on the structured mnformation to access the unstruc-
tured objects.

The analysis and categorization engine preferably builds
a set of categories into which 1t will classity the unstructured
objects. By scanning the categories or further training, the
analysis and categorization engine captures a list of relevant
concepts, where preferably each relevant concept comprises
at least one word. Utilizing language relationships, thesau-
rus, other industry/language thesaurus and/or dictionary-
lookup, the analysis and categorization engine expands the
concepts 1nto concept groupings. Fach concept grouping
preferably comprises at least one word and 1s named by a
representative seed concept of at least one word. The con-
cept groupings may be further augmented by user input and
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modification, allowing the analysis and categorization
engine to capture language relationships and usage unique to
individual users.

The analysis and categorization engine can bubble up or
otherwise 1dentily 1deas and concepts embedded 1n a given
set ol unstructured data objects and present them in a
structured or organized form, such as for example like a
“table of contents for a magazine”. One difference being that
in this case, the table of contents provides a dynamically
organized collection of concepts embedded 1n the objects.
The collection can be dynamically sorted 1n multiple ways
for the user to access the right set of concepts and view their
distribution 1n the targeted objects.

The analysis and categorization engine recerves and filters
unstructured objects, and indexes objects utilizing the con-
cept groupings and a variation of the term frequency-inverse
document frequency (T1-Idf) technique. Indexing results 1n
a representation ol the object as a selection of weighted
concepts. The analysis and categorization engine preferably
generates a Gaussian distribution curve for the object to
assign probabilities to concepts within the object. Concepts
having probabilities within a certain range are selected as
key concepts to represent the theme, or meaning, of an
object. By setting the range, it possible to dramatically
increase precision and recall for objects classification. The
analysis and categorization engine utilizes the key concepts
and their probabilities to determine an object’s score for
cach category, and associates an object with every category
achieving a specified score.

Output generated by the analysis and categorization
engine such as concept groupings, object scores, and the
users to whom they pertain may be stored in an open
architecture format, such as a relational database table. Such
storage enables conventional analysis techniques to be
employed over unstructured data.

Aspects of the mvention also provide an object concept
based search engine. The search engine accepts search text,
analyzes the text for concepts and retrieves objects repre-
sented by those concepts. User preferences are learned by
the search engine through passing previously unknown
concepts extracted from the query text to the analysis and
categorization engine. The analysis and categorization
engine 1incorporates the new concepts ito the concept
groupings and updates 1ts object scoring based on the new
concept groupings.

A novel graphical user imterface 1s also optionally but
advantageously provided to assist the user in viewing,
organizing, and analyzing unstructured objects, and per-
forming the object concept search and subsequent analysis.
The structured information generated by the analysis and
categorization engine facilitates integrated views of unstruc-
tured objects by concept as well as analysis—Tfor example,
capturing trends over time.

Other features and advantages of the invention will appear
from the following description i which the preferred

embodiments have been set forth in detail, in conjunction
with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1illustrates a conventional tactical search engine,
and the manner in which a tactical search 1s performed;

FIG. 2 1s an outline of the structure of a system to
categorize and analyze unstructured information, according
to an embodiment of the present invention;
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FIG. 3 1s an outline of the procedure performed by the
analysis and categorization engine, according to an embodi-

ment of the present invention;

FI1G. 4 1llustrates the formation of categories according to
an embodiment of the present invention;

FIG. 5 1s an outline of the procedure to generate seed
concepts, according to an embodiment of the present inven-
tion;

FIG. 6 1s an outline of the procedure to generate concept
groupings, according to an embodiment of the present
invention;

FIG. 7 1s an example of a concept grouping, according to
an embodiment of the present invention;

FI1G. 8 illustrates an example of a vector representation of
an object according to an embodiment of the present inven-
tion;

FIG. 9 1s an outline of the procedure to index an unstruc-
tured object, according an embodiment of the present inven-
tion;

FIG. 10 1s a Gaussian distribution curve and decision
boundaries created for an unstructured object, according to
an embodiment of the present invention; and

FIG. 11 1s an outline of the procedure performed by the
object concept based search engine, according to an embodi-
ment of the present invention.

FIG. 12 1llustrates an embodiment of the analysis and
classification engine and procedure associated therewith.

FI1G. 13 illustrates an embodiment of an exemplary analy-
s1s view display screen image.

FIG. 14 illustrates an embodiment of a view screen
displaying a combination of concepts with optional identi-
fication of these concepts to unstructured objects.

FIG. 15 1llustrates an embodiment of another data struc-
ture and analysis tool.

FIG. 16 illustrates an embodiment of a display showing
trend information as a total normalized score for concepts
plotted 1n a graphical format.

DETAILED DESCRIPTION OF EMBODIMENTS

Exemplary embodiments are described with reference to
specific structural and methodological embodiments and
configurations. Those workers having ordinary skill in the
art 1n light of the description provided here will appreciate
that various changes and modifications can be made while
remaining within the scope of the claims. For example, the
categorization process 1s presented i a preferred order
utilizing preferred (Gaussian) statistics; however, ordering
the steps differently or utilizing a diflerent statistical meth-
odology could achieve the same or analogous end. Examples
of relational database tables are given, but those skilled 1n
the art will appreciate that these tables could be structured
differently and remain within the scope of the claims. Other
variations, changes, and/or modifications may be made
without departing from the scope of the invention.

The mventive system, method, data structure, and com-
puter program soltware and computer program soitware
product have particular applicability to information and
intelligence gathering and analysis. Such information and
intelligence identification, gathering, and analysis may be
applied 1n economic, financial, technological, sociological,
informatics, educational and learning, and security contexts,
as well as 1n many other disciplines.

With reterence to FIG. 2, there 1s illustrated an outline of
the organization of an embodiment of the present system to
categorize, search, and deduce the theme, or meaning, of
unstructured information. A analysis and categorization
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engine 200 accesses unstructured objects 210, including
individual unstructured objects 212, 214, 216, 218, and 222.
The analysis and categorization engine 200 also accepts
user-specific mput 250 and can include search text 220.
Based on the unstructured objects 210, the user input 250
and search text 220, the analysis and categorization engine
200 generates structured information 230. Conventional
analysis tools can be employed to access or analyze the
unstructured objects 210 through this structured information
230. One embodiment of the present invention provides an
object concept-based search engine 240. The search engine
240 accepts search text 220 and utilizes the structured
information 230 generated by the analysis and categoriza-
tion engine 200 to return unstructured objects having a
concept match 260. Unlike the conventional approach of
FIG. 1, the approach 1illustrated in the FIG. 2 embodiment
includes a search capability but returns objects with a
concept, not keyword, match and advantageously returns
relevant unstructured objects having a conceptual match to
the search text even 11 the text of the returned object does not
contain any of the search words. This 1s different from
extracting objects having the concept of what was typed 1n
which 1s interpolating the typed 1n text, generating concep-
tually matching words or phrases and looking for presence
or absence of them in the targeted object space. It 1s further
noted that their may optionally be a connection between
search text 220 and analysis and categorization engine 200
as any search criteria may further refine the engine’s under-
standing of the user.

An embodiment of the analysis and categorization engine
200 operates as outlined 1n FIG. 3 to generate or otherwise
determine structured information from or about unstructured
objects. This generation or determination i1s described 1n
greater detail heremafter. Brietly, the analysis and categori-
zation engine 200 generates, determines, or builds categories
(step 320) and assigns unstructured objects 210 to categories
(step 430). A ‘category’ as used herein denotes a set of words
or phrases that become related to one another when they are
grouped or otherwise 1dentified as forming or belonging to
a category.

User input 300 and/or training objects 310 are utilized by
the analysis and categorization engine to build (step 320)
categories. The analysis and categorization engine 200 uses
the built categories to capture concepts (step 330). A ‘con-
cept’ as used herein denotes a word or phrase. With further
user 1input 300 and a dictionary or thesaurus look-up (step
340), the analysis and categorization engine generates con-
cept groupings (step 360). A ‘concept grouping’ as used
herein denotes a group of concepts related in one or more
predefined ways—such as synonyms or meaning words and
phrases discovered 1n a dictionary look-up or set up by the
user using a concept customization interface. Each concept
grouping 1s headed, or named, by one concept—reterred to
herein as a seed concept.

The analysis and categorization engine 200 accepts an
unstructured object as mput (step 370), filters the object
(step 380) and utilizes the concept groupings to index the
object (step 390). Indexing, as generally known 1n informa-
tion retrieval, refers to representing an object as a function
of the parameters that will be utilized to search, analyze, or
retrieve the object. In a preferred embodiment of the present
invention, the indexing step 390 comprises generating a
vector representation of the object, having a number of
dimensions where each dimension has a weight. Each
dimension corresponds to a seed concept, and the weight
given to each seed concept depends 1n part on the frequency
of occurrence of that concept within the object.
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The mdex 1s utilized by the analysis and categorization
engine 200 to generate a Gaussian distribution (step 400) of
weights for each object and select a set of concepts to
represent each object (step 410), herein referred to as key
concepts. The objects are scored (step 420) and assigned to
categories (step 430). Recall as described relative to FIG. 2
that the analysis and categorization engine stores the infor-
mation 1t extracts 1 a structured open architecture format
230 for use by available structured analysis tools and the
provided interface.

Embodiments of the present invention 1llustrating a more
detailed description of the steps outlined in FIG. 3 1s given
below. Throughout the steps taken by the analysis and
categorization engine, as outlined i FIG. 3, output or
information generated or determined by the analysis and
categorization engine 1s stored as structured information 230
in an open architecture format. In the embodiments below,
specific examples of exemplary relational database tables
contaiming preferred output of the analysis and categoriza-
tion engine are described. It 1s to be understood that a variety
of information output from any stage of the analysis and
categorization engine’s procedure may be stored, or may not
be stored, while remaining within the scope of the present
invention.

With reference to FIG. 3, one or more unstructured
objects are input (step 370) and optionally but advanta-
geously filtered (step 380), to remove first predetermined
undesired information and/or to extract only other second
predetermined information. In one embodiment, the filtering
involves removing one or more of formatting characters,
special characters and encoding of information. Other or
different characters or information may also be removed
when present. It 1s noted that for certain image files (for
example, JPEG, GIF, TIFF, or BMP file types) or other file
or mformation items that do not necessarily provide a title,
there may not be a concept that 1s extracted from such
no-existent title. The output of the filtering process (step
380) 1s a filtered object—pretferably extracted text along
with properties of the unstructured object, such as created
date, size, title, description, and modified date. Filters are
widely available and known 1in the art for most object
formats. It 1s noted that for certain 1mage files (for example,
JPEG, GIF, TIFE, or BMP file types) or other file or
information items that do not necessarily provide a fitle,
there may not be a concept that 1s extracted from such
no-existent title.

Advantageously, each object 1s available for access using
the Universal Naming Convention (UNC) or via some other
procedure for providing a unique (globally or locally
unique) 1dentifier or ID. The UNC i1s a way to identily a
shared file 1n a computer without having to specily (or
know) the storage device 1t 1s on. In the Microsoit Windows
operating system, the naming format 1S
\\servername\sharename'path\filename. Analogous naming
formats are known for other operating systems. Each
unstructured object 1s stored on one or more computer
storage media accessible to the analysis and categorization
engine through the UNC. A pomter 30 to the object’s
physical storage location i1s generated, for example, by the
engine as an 1teger between -2,147,483,648 to 2,147,483,
64°/. Other methods of generating a physical pointer may be
utilized. The pointer 30 1s advantageous 1n that an object can
be viewed or analyzed by more than one user without the
need to physically copy the object and consume additional
space on the computer storage media. Object properties may
also be stored 1n a relational database table. Object proper-
ties may include, for example, a string of text representing,
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an object description 34 such as a name or file type, an object
created date 36 comprising a numeric string representing the
day, month, and year the object was created, and an object
modified date 38 comprising a numeric string representing
the day, month, and year the object was last modified. A
variety of object properties could be stored utilizing a
variety of storing methodologies or naming protocols.

In one exemplary object relational database table, shown
here as Table 1, the global object IDs 30 and object prop-
erties, such as object description 34, object created date 36,
object modified date 38, and the object size 40 1n bytes [are
stored as structured information 230 in an open architecture
format, a relational database table. Other object properties,
attributes, and the like may also be stored in the object
relational database table and tracked,

TABLE 1
Object
Global Object Object S1Ze
Object Object description  created date modified (units)
D (30) (34) (36) date (38) (40)
500 INNOVATION Dec. 15, 1996 Dec. 16, 1996 50000
Dec 16.txt
501 INNOVATION May 15, 1996 Dec. 1, 1996 250000
May 16.txt
As 1llustrated 1n the embodiment of FIG. 4, categories
312, including individual categories 313, 314, and 315 are

bult (step 320 of FIG. 3) by the analysis and categorization
engine 200 after scanning a set of training objects 310, or 1n
concert with user mput 300, or by a combination of these
two approaches. One exemplary structure for forming a
category 1s to provide or otherwise generate a category name
313a and a category description 313b that together define the
category 313. A description 1s a set of words that are 1n some
way related to the category name, and defines the category
turther. Categories may be specific to a user, or groups of
users, and may be built through user mput or by automati-
cally training the analysis and categorization engine 200 on
a set of objects, or through a combination of these two
techniques. Three exemplary embodiments of category
building techniques are described immediately below.

In a first exemplary embodiment, (1) a user 300 inputs
both category name 313a and description 313b. In this case,
the user provides the category name or other category
identification and a description of the category, where these
are desirably provided i natural language. A natural lan-
guage description 1s, generally, a descriptive sentence or
paragraph further refining what the category name 1s meant
to signify for the user. One illustrative example 1s:

Category name: Golf

User-generated category description: Game played with

drivers or woods and 1rons. TPC, U.S. Open, British
Open, Australian Open and the Masters at Augusta are
the events I like the most.

In a second exemplary embodiment, (2) user 300 inputs
category name 313a and the analysis and categorization
engine 200 generates the corresponding category description
313b. In this case, the user provides the name of the category
and a number of training objects 310 forming or belonging
to the category. The analysis and categorization engine 200
scans the training objects 310 to generate a set of descriptive
words and/or phrases to use as the category description
313b. One illustrative example 1s:
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Category name: Golf

The user uploads a number of documents or information
items (or identifies references to documents or other
information), such as, for example, web sites on Golf
game, U.S. open, British open, Australian open and
TPC tour; books, periodicals, or publications; or other
sources of iformation which would provide descrip-
tive mput for a golf category.

Analysis and categorization engine-generated category
description: Golf, woods, irons, U.S., British, Austra-
lian, shots, game, putt, open, TPC, tour, player, handi-
cap, par, lead.

The manner in which the analysis and categorization
engine generates the category description from the uploaded
or otherwise 1dentified documents or information 1tems are
described 1n further detail hereinafter.

As described 1n greater detail elsewhere 1n this specifi-
cation, once the object has been converted into a relevant
reduced dimensionality vector, where the primary dimen-
s1ons of the vector space are seed concepts occurring 1n that
document, the analysis and categorization engine 200 selects
a set of these dimensions, or seed concepts, that are or
correspond to key concepts that are most representative of
the object (FIG. 3, step 410).

After step 410 (See FIG. 3), the representative key
concepts for objects under a category are known. As refer-
enced 1n Table 5, each object and key concept combination
has a probability 68 associated with 1t. The goal 1s to find out
the representative concepts for the category itself by training
the system and algorithm or method. This 1s primarily
influenced by two factors. The overall probability 68 con-
tributed by the key concept to the category under which this
object belongs (for example, as determined by score ratio
R2) and number of objects under a category a given concept
occurs (for example, as determined by the object ratio R1).
Thus we calculate two ratios for every key concept identified
under the category as follows:

1. Object ratio (R1) 1s total number of objects a key
concept occurs under a category over total number of
objects under a category.

2. Score ratio (R2) 1s the total of the probability 68 of the
key concept under the category over total of all the
probabilities of all the key concepts under the category.

From these two ratios, the composite ratio of key concepts
under a given category may be determined. This composite
ratio R3 1s R1*R2. If this composite ratio R3 falls within the
high-bound 29 or low-bound 27 criteria, then this key
concept becomes a concept defining the category as well. It
should be noted that this training can occur at any time based
on user mput and can be controlled by the user through an
interface.

In a third exemplary embodiment, (3) the analysis and
categorization engine 200 creates both category name and
description. The user 300 provides training objects 310
pertaining to Goli, such as, for example, U.S. open, British
open, Australian open and TPC tour. The system, specifi-
cally the analysis and categorization engine 200, generates
both the category name 313a and the category description
313b. In the example, the system generates category name
313a and category description 313b as follows.

System generated category name: Golf, woods, irons,

U.S., British, Australian, Shots.

System generated category description: Golf, woods,
irons, U.S., British, Australian, Shots, game, putt, open,
TPC, tour, player, handicap, par, lead.

The category building procedure 320 for generating the

category name and category description from the uploaded
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objects 1s described in greater detail hereinafter. It 1s noted
that the examples are 1llustrative only, and that a variety of
methodologies could be utilized to buld categories for use
in sorting or analyzing objects. For example, a category may
simply consist of a list of words or phrases, it need not have
a ‘name’ or ‘description’ as utilized 1n the example.

The generated category name will generally be a subset of
category description. The creation of category description
was described 1n the previous section. We choose the top N,
(for example choose N,=5, but any other selected number
may be chosen) highest key concepts from the category
description as the category name and the selection of con-
cepts for the name and description. Creating a category
name 1s based on number of objects for object name and
description creation. Generally, the more the number of
objects 1n the training set, the better the generated concept
name and description. The user can group a set of objects
and instruct the analysis and classification engine to create
category description and category name.

With further reference to the embodiment in FIG. 3, once
the categories 312 have been established (note that they may
be modified or updated as desired to reflect turther intelli-
gence, knowledge, understanding, or data), the analysis and
categorization engine 200 captures (step 330) a set of
concepts. This capturing process 1s further depicted in FIG.
5. A concept 1s usually at least one word and can be a phrase
comprising several words. The concepts are preferably
given a global concept ID number 42. This number 1is
generated generally by the database engine and 1s stored as
an unique identifier and 1s preferably between -2,1477,483,
648 and 2,147,483,6477 for reasons of computational and
addressing efliciency though there are no procedurally based
limits. Other numbering or naming schemes may be utilized
to generate global concept IDs. Global concept 1D numbers
42 and concept text 44 along with an optional but advanta-
geously provided date/time indicator, such as a timestamp
46, are stored 1n a concept relational database table as
exemplified by Table 2 below. An expiration or 1nactivation
date and time 48 may also optionally be provided. These
dates and times assist in assessing relevance and currency of
the information which may change over time. All concepts
may be stored in such table or tables.

It 1s noted that in one embodiment, the analysis and
categorization engine captures or i1dentifies concepts from
category names and descriptions during classification, but 1n
one embodiment, the relationships between different words
and phrases are created during the thesaurus look-up and are
continuously maintained and refined by user interaction.

TABLE 2
concept 1d
(42) concept text (44) Created date (46) Inactivated date (4%)
25 Innovation Dec. 15, 1996
26 Discovery Dec. 16, 1996

A seed concept 1s a concept that will serve as a basis for
a concept grouping and 1s a sub-type ol concept. As
described, this 1s either generated by the system when words
get extracted (refer word extraction step) or when user
provides category name and description. Thus the seed
concept 1d 1s assigned from the same pool of concept
identifiers. Three examples of capturing or generating seed
concepts are given below.

In one embodiment, the analysis and categorization
engine 200 accepts a set of training objects 450 that define
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a category. The engine extracts seed concepts based on
Category description. In this case, the category description
1s parsed to get individual words by removing the stop and
noise words. The resulting set of words become seed con-
cepts.

In another embodiment, the analysis and categorization
engine 200 scans all available documents (such as those
stored 1n a defined directory or a list) and extracts a list of
the most frequent keywords and their related words. The
analysis and categorization engine 200 utilizes categories
312 and training objects 450 to extract a list of concepts 460.

Seed concepts 480 are refined by a dictionary and the-
saurus look-up 470, or according to any other procedure for
generating seed concepts. The thesaurus can be augmented
by use of additional thesaurus as well. For example, in
addition to the English thesaurus, for legal industry we can
include a legal thesaurus that will be first accessed for the
look-up. This word extraction or generation procedure may,
for example, utilize semantic analysis rules or policies and
take 1nto account word or phrase occurrence Irequency,
synonymy, and/or polysemy, grammatical part of speech as
well as other optional attributes and/or rules. In some
instances, the rules may vary depending upon the number
and size of documents or other information items available.
An electronic dictionary and thesaurus 470 1n the form of a
database stored 1n a memory or storage device are used to
generate additional words and/or phrases. Based on the set
ol extracted words, seed concepts are generated.

The procedure for extraction uses a variation of Latent
Semantic Indexing, a well known information retrieval
technique. The 1dea 1s to extract best possible words out of
every document and build a superset of words or phrases and
their relationships that would then be able to describe the
object collection. The first step 1n this process 1s extracting
most Irequently occurring words from every document.
Documents can be sampled in arithmetic or geometric
progression and the sampling selection can be based on
several criteria such as time, size, author, and the like. The
type and frequency of sampling can be modified by the user.
The number of words to be extracted from a document 1s
limited by a constant that can be set by the user. Also 1n order
for smaller documents to contribute at the same proportion
as the bigger documents, the word extraction process has to
be normalized. According to one embodiment, the steps for
extracting words from an individual object 1s as follows:

An assumption 1s made that every kilobyte of text has
approximately W words (1n one implementation, W 1s set to
be 150 but a diflerent number may be selected). Then the
number of words (n, ) that can be extracted from a document
1s given by the formula n =D /W where D_ 1s the document
size. The user can control the upper limit of n, by using
upper limits. In the first step, the system and method wall
extract up to n *10 frequently occurring words from the
document. In the next step, for every word extracted, part of
speech will be determined based on grammar look-up. In
one embodiment, a proper noun will be given the highest
weightage W(word.), a verb will be given lowest weightage,
and a polysemy word will be given medium weightage.
(Other weightage rules or policies may alternatively be
implemented.) Now the overall weightage by word for every
selected word 1s W(word,)*f(word,) where f(word,) 1s the
number of occurrences of the words. Now choose n, 1n the
descending order of W(word,)*f(word,). If word collection
n,, from object O, is called n,_, then the superset, {n_,,
n,. ...n0n, } becomes a collection of seed concepts for
m objects where {O, ... O, )} is a collection of individual
objects.

10

15

20

25

30

35

40

45

50

55

60

65

12

In yet another embodiment, a list of words and phrases 1s
generated from a user provided description for a category.
For at least some applications, this 1s a preferred way of
generating seed concepts as user-specific information 1s
directly input to the system and algorithm or method. The
user can put one or more phrases each within double
quotes (or other 1dentifiers) and the engine will capture and
store each of them as a multi-word concept. In one embodi-
ment, multi-word concepts are given as much weight or
welghtage as a proper noun for part-of-speech.

Once seed concepts 480 have been generated (see FI1G. 5),
they are extrapolated using a seed concept extrapolation
procedure 1nto concept groupings 530 as depicted in FIG. 6.
Seed concepts 480 are augmented utilizing one or both of a
dictionary/thesaurus look-up 510 and user-entered words
520 to form concept groupings 530 which are a set of related
concepts. The concepts 1n the concept groupings are related
in predetermined, structured ways and are stored together,
for example, 1n a relational database table that demonstrates
their relatedness. The analysis and categorization engine
advantageously extracts not only words from the dictionary
or thesaurus, but the relationship between the words and the
seed concept and optionally but advantageously the part of
speech as well.

FIG. 7 1llustrates an exemplary embodiment of a concept
grouping 600 that employs four levels where each level
denotes a conceptual manner by which the concepts are
related—meaning words 610, synonyms 620, related words
630, and user-entered words 640, although more than or
tewer than four levels could be used. In the FIG. 7 embodi-
ment, the seed concept 1s ‘young’, and meaning words
(Level 1) 610 determined through a dictionary look-up,
reference to other meaning sources, or the like include
‘youthiul’, ‘new’, and ‘oflspring’. Synonyms (Level 1I) 620
determined through a thesaurus lookup or other sources,
include ‘adolescence’, ‘immature’, and ‘childish’. Related
words (Level III) 630 determined 1n a thesaurus lookup or
reference to other sources include ‘youth.” Finally, the user
has entered the phrase ‘18 to 24 years old’” as a user-entered
word or phrase (Level 1V) 640. By incorporating user-
entered words and phrases into the concept groupings, the
analysis and categorization engine 200 advantageously goes
beyond thesaurus and dictionary terms to capture meaning
specific to a user or an industry—{ior example, the term
‘delinquent’ may refer to unlawtul activity 1n typical English
language usage while it refers to overdue accounts in the
consumer credit industry. The concept groupings allow this
specialized meaning to be captured. A user can deactivate
any of the words or phrases included in the concept grouping
as well as elect not to use any of the available levels.

Concept groupings 600 are advantageously stored in a
seed relationship relational database table as exemplified by
Table 3. Since concept groupings are generally user-specific,
the user ID 56 1s stored along with a global seed concept 1D
42, a related concept 1d 50, and the type of relationship 52.
A status flag or indicator 54 also may be stored, allowing the
user to activate or deactivate specific relationships. Provid-
ing this relational database table advantageously allows the
system to utilize these concept groupings for multiple users
while maintaiming the ability of individual users to modify
and customize the groupings.

It should be noted that the seed concepts themselves can
be interrelated. For example, there may be two seed con-
cepts “bug” and “insect” and they have the same meaning.
The engine scans the database looking for relationships
among individual seed concepts. This 1s done by taking an
individual seed concept and looking for the existence of
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related concepts 1 Table 2. The relationship 1s established
again using thesaurus look-up. For example, in this case, bug
has meaning of msect and when 1nsect appears in Table 2, a
concept grouping entry will be created by linking “bug™ at
level 1 with “msect” 1n Table 3. Thus concepts having

similar meanings, synonyms, inflections and related words
would be linked.

TABLE 3
User ID or Global
User concept 1d Related Global Type of relationship Status
number (56) (42) concept 1d (50) (52) (54)
15 25 26 Related word Active
16 25 26 User-defined Active

In the embodiment illustrated 1n FIG. 8, the analysis and
categorization engine 200 utilizes the concept groupings 530
to generate a vector representation 902 of each unstructured
object 210. Generating vector representations ol objects 1s
well known 1n the art. In conventional systems and methods,
a vector representation 1s used in which objects are repre-
sented as vectors of the descriptors that are employed for
information retrieval (see, for example, Salton G, McGill M
J 1983: Introduction to Modern Information Retrieval,
McGraw-Hill New York incorporated herein by reference).
The wvector representation 902 comprises a number of
dimensions such as 903, 911 each with a corresponding
weight 904, 912. In the present invention, the descriptors
utilized as vector dimensions are seed concepts and could be
as many as the number of words in the body of the text. In
contrast to conventional systems, the present invention
utilizes the concept groupings—which optionally contain
user-entered phrases—to reduce the dimensionality of the
vector representation. By combining the user mput before
building the vectored representation, the mnventive technique
embodies the knowledge of user interaction directly 1nto the
vectored representation. This helps enhance the accuracy of
vectored representation of an object from the user view
point. It should also be noted that the engine allows the
flexibility for multiple users and views to build their own
vectored representation of the objects available for that user
and/or view. This results in continuous to an object 1n the
way that particular user or view 1s looking for. Generating
this vector representation corresponds to the indexing pro-
cedure 390 of FIG. 3.

The mdexing procedure 390 1s described further 1n FIG.
9. The analysis and categorization engine 200 scans an
unstructured object (step 901) and extracts concepts and the
number of occurrences, or hits, of each concept within the
object (step 910). The engine 200 desirably neglects or
ignores stop and noise words. The words such as “a”, “the”,
and “and” are examples of common noise words that are
1gnored 1n search strategies. Stop words are words that need
not be processed and are not important for the user or the
view. The user has the flexibility to set any word to be a stop
word and allow the engine to skip processing. The analysis
and categorization engine 200 advantageously determines 1f
cach extracted concept 1s 1 the known concept groupings
(step 930) and generates a vector representation of the object
where each dimension corresponds to a seed concept (step
940). The known concept groupings utilized may be difler-
ent for diflerent users or groups for the same unstructured
object. Advantageously but optionally, the analysis and
categorization engine 200 assigns a weight to each vector
dimension so that more important concepts may be given
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greater consideration (step 950). For example, weight may
be assigned based on the frequency of occurrence of that
concept 1n the object. A variation of the Ti-Idf technique
may be applied for this weighting. Techniques other than
T1-Idf may instead be used, but a T1-1df based approach has

been found to perform well with the system and method
described here.

The total number of occurrences of a concept within an
object or some measure or metric derived from such total 1s
stored 1n a cross-reference relational database table exem-
plified by Table 4 below. This table preferably includes the
global object ID 56 (as indexing 1s desirably independent of
user), the concept 1D 50, number of hits 58, and location of
the concept 60 within the object. Additionally, an index start
time 62 and cross-reference time 64 are included to keep a
block of cross-references for an object together and to
cnable later search capabilities. Advantageously, a cross-
reference entry 1s made for each concept.

TABLE 4
Cross Total #
Object  Concept Cross reference reference Index start of hits
id (56) id (50) time stamp (64) type (60) time (62) (58)
500 26 Mar. 5, 2001 Title Mar. 5, 2001 6
2:00 PM 1:59 PM
500 25  Mar 5, 2001 Body Mar. 5, 2001 3
2:01 PM 1:59 PM

The Term-Frequency Inverse Document Frequency or
T1-Idf technique 1s well-known 1n the art, and 1s a technique
which represents an object as a vector of weighted terms. TF
denotes term-1requency and IDF denotes inverse-document-
frequency. Terms that appear frequently in one document,
but rarely in other documents are more likely to be relevant
to the topic of the document. Therefore, the TF-IDF weight
of a term in one document 1s the product of 1its term-
frequency (TF) and the inverse of its document frequency
(IDF). In addition the weighted term vectors are used and are
normalized to unit length to prevent lengthier documents
from having a better chance of retrieval due only or primar-
1ly to their length. A standard information retrieval weight-
ing mechanism 1s:

w=Hc*TT*1dtk

where w 1s a weight of a word or phrase 1n a document, Hc
1s a header constant, 1T 1s a frequency of the word or phrase
in the current document and 1dik 1s defined as:

idfk=log (N/dfk)

where N 1s the total number of documents already retrieved
by the system, and dik 1s the document frequency of any
given term, for example, the k-th term. The header constant
1s utilized i1n the present invention differently from 1its
standard usage 1n that the mvention system and method use
the term to reflect the position of the concept 1n the object
and 1ts part of speech.

In addition, the inventive system and method differs from
the standard T1-Idf technique 1n that 1t looks beyond syn-
onyms, related words, and definition words by using the
concept groupings that have already been built and which
are described in greater detail elsewhere in this description.
The concept groupings advantageously have four levels,
spanmng synonyms (Level 1), related words (Level 1I),
meaning words (Level 1), and user specific input (Level IV)
that are utilized to reduce the dimensionality of the vector
representation. Embodiments of the system and method may




US RE46,973 E

15

provide for only a subset of these levels or may provide
additional levels. Reduction of the vector dimensionality 1s
an advantage of the invention for several reasons, including
but not limited to providing a more accurate and user-
specific representation of the object.

Once the object has been converted mmto a relevant
reduced dimensionality vector, where the primary dimen-
s1ons of the vector space are seed concepts occurring 1n that
document, the analysis and categorization engine 200 selects
a set of these dimensions, or seed concepts, that are or
correspond to key concepts that are most representative of
the object (FIG. 3, step 410). All the components of the
reduced dimensionality vector itsell are advantageously
stored 1n a single table or data structure, such as 1n Table 4.
In order to deduce dimensions of the stored vector, for every
concept 1d 42 for a given object 56, look up {for the
corresponding global concept 1d 42 1n Table 3 by setting
related concept 1d 50 to concept 1d 50 in Table 3. Now
combine all of the concept 1ds 42 occurring under the global
concept 1d and sum up the corresponding total number of
hits 58. The ordinal of global concept 1ds 42 gives the
dimension and the sum of total number of hits 38 by global
concept 1d gives the weightage for that global concept 1d 42.

Assuming the number of words/phrases 1n a given object
as a large integer on an average, according to the central
limit theorem, the total number of occurrences of concepts
derived from the object can be approximated to standard
normal distribution.

As shown in FIG. 10, a standard normal (Gaussian)
distribution curve 20 1s specified for each object. Curves or
functions other than the Gaussian curve or function may be
used but the standard normal Gaussian distribution curve 1s
preferred. The Gaussian or normal distribution 1s character-
1zed by two parameters: the mean (u) 22, and the standard
deviation (o) 25. Thus, a specific curve for each object 1s
specified by determining a mean weight and a standard
deviation of weights, and the Gaussian curve built according
to the expression Z=(X-u)/o where 7Z 1s the probability
along axis 21 and X 1s the weight, along axis 28. A
probability Z can be assigned to each concept, based on the
weight X of that concept. Those workers have ordinary skall
in the art in light of the description provided here will
appreciate that other statistical functions or characterization
could alternately be employed. It 1s observed that normal
distribution can be positively or negatively skewed and can
be leptokurtic or platykurtic.

Key concepts are seed concepts that are selected to
represent the object. In a symmetrical normal distribution,
Key concepts have a weight closer to the mean 22 than some
distribution lower limit (or low-bound) 27, and further from
the mean 22 than some upper limit (or high-bound) 29. A
concept whose weight falls further from the mean than
low-bound 1s deemed to make an insignificant contribution
to the concept of an object. A concept whose weight falls
closer to the mean than high-bound occurs very frequently
and thus contributes little to inherent meanming of the object.
These criteria are broadly based on Claude Shannon’s
information theory, which states in general terms that the
more frequently an information pattern occurs, the less its
intrinsic value. Low- and high-limits can be modified by the
user, and are advantageously expressed as some multiple of
the standard deviation.

Key concepts are advantageously stored as structured
information in an open architecture format, such as a rela-
tional database table. As the same object can be used by
multiple users in different ways, in order to provide a way
for object to be classified 1n a user specific way, objects are
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grven a user object ID 66 or 1dentification. This ensures that
the same object can be categorized 1n multiple ways without
duplicating the object and 1ts contents every time it needs to
be categorized for a user and for a view (a view may be
defined by the user or the system, but may typically be a
logical grouping of objects as specified by the user). User
object IDs 66 are preferably a number between O and
2,147,483,647 but may be in different ranges. Utilizing a
user object ID 66, as opposed to a global object 1D 30 1n this
captured concept relational database table allows different
users to store diflerent vector representations of the same
object. The key concept ID 42 for each key concept 1den-
tified for the object 1s stored. The probability 68 associated
with each key concept 1d 42, as determined from the
(Gaussian distribution, 1s stored. The probability 68 1s pret-
erably stored as a tloating point number between O and 1 but
may be scaled to other number-ranges, formats, or repre-
sentations, such as an 1nteger representation between 0 and
9,999,999,999 or any other convenient range providing
suilicient resolution or precision for the task or query. The
rank 70 of each key concept 1s stored. A rank of one
preferably indicates that key concept had the highest prob-
ability of representing that object, while a rank of 3, for
example, indicates the key concept had a lower priority than
two other concepts, and so on. An exemplary embodiment of

such a captured concepts relational database table 1s shown
as Table 5.

TABLE 5
Score (68)
User object 1d (66) Key concept 1d (42)  Probability rank (70)
15 25 0.66 2
15 26 0.95 1

In one embodiment, a conditional probabilistic method 1s
advantageously used for classification to determine whether
an object belongs to a given category. Referring back to FIG.
3, a score for each category 1s computed for (step 420) each
object by processing the probabilities of all concepts 1n the
object for that category. Even though low-bound 27 and
high-bound can be any real number from O to 1 (or any other
defined range), by setting the low-bound 27 to [u-2*0]
(where u 1s the mean and o the standard deviation) and
high-bound 29 to [u+2*u], we can capture many represen-
tative concepts for an object. This may be necessary or
desirable for objects whose contents span several areas such
as magazine articles. Normal distribution thus helps us
remove certain high occurrence and low occurrence con-
cepts from consideration. In such cases, the precision of
classification can decrease dramatically 11 we have the same
concept or phrase defining multiple categories. As an

example, 1 the word “Woods™ occurs 1n “Tiger Woods the
Golfer”, “Woods Hole Oceanartum” and “Bretton Woods

Ski Resort”, then the word “Woods” itself does not mean as
much as the context under which 1t occurs. Thus the 1mpor-
tance given to Woods should be reduced in the context of
surrounding concepts and description. On the other hand, 11
there was a document about Tiger Woods where Woods
occurs frequently with minimal mention of Golf, it should
still be classified as “Tiger Woods the Golfer”. Otherwise
recall will decrease. Thus 1n this case importance given to
Woods should be increased despite the fact that Woods
occurs 1n other categories as well. In order to address both
of these situations, we define two ratios namely:
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1. Inverted category ratio (R,): As the number of catego-
ries 1n which the concept occurs (say for example, N )
increases, the importance of the concept contribution to
the overall classification decreases. If there are N_
distinct categories, then we define mverted category
ratio as: exp (=N _/N ) where exp stands for exponen-
tiation. The ratio 1s exponential as weightage 1s not zero
when the concept occurs 1n all the categories. It should
be noted that this ratio will be the largest when N_ <<IN _
(approaches 1) and will be the smallest when N_=N
(exp (-1)) that 1s when the given concept occurs 1n all
the categories. This ratio will always be greater than or
equal to 0.37 approximately and less than or equal to
one.

2. Concept presence ratio (R ): This 1s the ratio of number
of times a concept occurs 1n an object (n ) over the total
of all the concepts that occur 1 an object (n,.). This
ratio provides the relative importance of a concept 1n an
object. This 1s directly proportional to the concept
occurrence 1n an object. This ratio will always be
greater than or equal to zero and less than or equal to
one.

The combined ratio R=R *R  1s multiplied with object
scores (the probability of key concept) 68 for final classifi-
cation to categories. As individual component of the mul-
tiple 1s less than or equal to one, the combined score will
always be greater than or equal to zero and less than or equal
to one. In one embodiment, the processing of probabilities 1s
an average. For each category, the combined score R of all
key concepts appearing in the category and the object are
summed and the total 1s divided by the total number of key
concepts appearing 1n the object (R,). In order to give equal
welghtage to categories with less descriptive concepts vis-
a-vis more descriptive concepts, we define category normal-
ization ratio (R ). This category normalization ratio is
defined as the ratio between the total number of concepts
that occur 1n both the category and the object over the total
number of concepts 1n the category. The final object score 74
1s then R _*R_ . Note that the object score according to usage
here will always be greater than or equal to zero and less
than or equal to one. Thus it can be represented as a
percentage for convenience. Other mathematical objects or
processes may be used to assign a score to the categories,
particularly modification to a straight averaging.

The use of standard normal distribution to capture central
theme or 1dea helps in the manner described as follows:

1. It allows us to capture the central theme or idea of the
document as opposed to capturing all the concepts
which can be a very large number and may not con-
cisely represent object concept or theme. By control-
ling the low-bound 27 and/or upper-bound 29, a user
can 1ntluence the accuracy of capturing concepts. Thus
repeated occurrence of certain concepts can be elimi-
nated for object concept or theme consideration by
setting the upper-bound 29 to a number less than 1, say
0.995. Similarly a concept that does not seem to
represent the object with a low score, can be eliminated
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for consideration of object concept or theme by setting
the low-bound 27 to a number greater than zero, say
0.16.

2. It allows for more accurate analysis and categorization.
We define two more terms generally known in infor-
mation retrieval techniques namely “precision” and
“recall”. Recall measures the percentage of relevant
texts that were correctly classified as relevant by the
algorithm. Precision measures the percentage of texts
classified as relevant that actually are relevant. By only
choosing to match the central theme or i1dea of the
document with the targeted categories, 1t can improve
precision and recall. Precision 1s improved as objects
classified under a certain category will be relevant to
the category. On the other hand, only those objects that
are considered to be match for the concepts defining the
category will be chosen thereby improving recall.

Objects are assigned to categories having a score greater

than a threshold value of 25% (step 430). The threshold
value 1s a percentage and can have a value between 0 and
100. It 1s determined or set by the user based on several
characteristics of the corpus of objects. These characteristics
include features such as whether the corpus has objects with
similar contents, whether a single object can have multiple
themes (for example, as 1 a news feed), and the like
characteristics. In general, 1t 1s observed that for object with
multiple themes, lower threshold value such as 25% (or
equivalent fraction) would be needed as opposed to object
with single theme for which threshold can be higher such as
40%. As more objects are input to the engine, the more
accurate the engine becomes and thus large volumes of
objects mput implies a lower threshold value as well. For
example, threshold value in the range of 25% to 35% may
typically be encountered, but are not limited to this range.
More particularly, the threshold value range may have any
upper and lower bound and be any range. It 1s noted that
cach user may have different categories, concepts, and/or
concept groupings, as 1s true also for groups or organiza-
tions. Thus, the category to which an object 1s assigned may
be different for diflerent users (or groups or organizations).
Output from the analysis and categorization engine 1s
advantageously stored 1n a user object relational database
table, such as, for example, a relational database table
illustrated 1n Table 6. Table 6 includes the user 1D 56, user
object ID 66, and global object ID 30 as well as user object
hierarchy pointer 72. The user object hierarchy pointers 72
indicate the parent, or category, ID to which the object
belongs and the relative location of the object pointer which
indicates an ordering of objects as provided to the analysis
and categorization engine. The score 74 for the object under
that category 1s also stored. A status 76 1s also provided to
enable the display of the objects 1n a manner desirable to a
user, for example, the categories may appear 1n a user
interface as a folder and these folders may appear open or
shut. Status 76 may also indicate that the object has been
deleted or 1s active. One object can belong to more than one
category, and thus can have more than one entry 1n this table.

TABLE 6

Object status (active,
deleted, how to
display—shut or

User object hierarchy
pointers (level, parent 1d,

Object_i1d relative location of the Object score

(30)  object pointer) (72) open) (76) (74)
500 (3, 490, 150) Active ~-76.5
501 (4, 20, 200) Deleted 26.2
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The above remarks have focused on the analysis and
categorization engine 200 provided by the present invention
to deduce the theme, or meaning of unstructured information
and store output as structured information 230 in an open
architecture format, we now turn to aspects of the present
invention that further provide interface tools for viewing and
analyzing unstructured information based on the categori-
zation data collected and stored via the analysis and catego-
rization engine. These tools enable intelligent views of
unstructured information, the ability to view trends 1n a
group ol unstructured objects, and the ability to execute
object concept based searches.

The inventive system and method advantageously provide
and utilize an object concept based search utilizing the
structured information 230 generated by the analysis and
categorization engine 200. An embodiment of this object
concept based search process 700 1s outlined in FIG. 11.
First, the search engine parses the user-entered search text to
capture a seed concept or seed concepts of the entered text
(step 701). The search engine then determines whether at
least one of the captured concepts are available as a key
concepts associated with an object in the relational database
tables (step 720). The process 1s repeated for all seed
concepts entered. Then, within the resulting list of objects,
the search engine then determines i1 all the seed concepts
and their user customizations exist, even the ones that have
not been picked up as key concepts. The resulting object list
gets narrowed down to accommodate the existence of all
entered seed concepts with their special user customizations.
Objects whose concepts match will then be returned to the
user.

The objects returned as results for the object concept
based search are then scored according to the following
algorithm. The scores for the individual key concepts that
contributed to the search are averaged for each object
returned. If the search was performed by using a combina-
tion of key concepts and seed concepts, the number of hits
tor the seed concepts are then divided by the total number of
hits picked up for all seed concepts in the document to
determine how much the seed concept actually contributed
to the concept of the document. This figure 1s then added and
averaged with the average score for the key concepts to
arrive at a relevancy score for the object as pertains to this
particular search.

If the captured concept 1s not contained 1n the relational
database tables, the search engine optionally performs a
keyword search and phrase matching, directly accessing the
unstructured information (step 730). In addition, the search
text 1s passed to the analysis and categorization engine (step
740). The engine can re-capture the object concepts and
update the relational database tables (step 750).

The process then comprises capturing search text 220, and
parsing the search text as individual words and phrases. The
words within double quotes are considered as phrases, even
though this definition of phrase can vary. It then uses the
seed concepts extrapolation procedure to produce concept
groupings 530 as depicted 1n FIG. 6. Based on the additional
concepts, the engine will now refine the already generated
and stored components of the reduced dimensionality vec-
tors 1n Table 4. IT the additional concept exists 1n an object,
it will be added as a new entry in the data structure
represented here as Table 4. The objects whose reduced
dimensionality vectors have been modified 1n Table 4 will
now go through steps 400, 410. Table 5 would be modified
because of the newly added seed concepts and/or concepts.
Specifically, Key Concept 1d 42 would be modified to reflect
newly added information.
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As any user search continuously refines Table 4 and Table
5, the captured object concepts continue to get more accurate
and thus can anticipate user search needs. Thus over time,
the system can meet the user concept search needs with
accuracy 1n step 720. The next time a user enters a similar
phrase, the concepts look-up would contain the relevant
information.

A graphical user interface advantageously provided by the
inventive system provides a dynamic matrix view ol con-
cepts and their occurrence within unstructured objects. Con-
cepts (42) are advantageously displayed versus object
description 34 1n a matrix, or spreadsheet, format. This
assists a user in quickly determining an object or objects of
interest. A user can choose concepts 42 to add or remove
from this view and can compare concepts within the view.
The provided view 1s personalized, that 1s, the view provided
for a first user viewing a first set of unstructured objects may
be different that the view provided for a second user viewing
the first set of unstructured objects. Additionally, the pro-
vided view 1s integrated, that 1s unstructured and structured
objects may be advantageously displayed together in the
same format. The user interface may advantageously display
categories as graphical folders that can be displayed as open
or shut, as dictated by their status 76 to reveal or hide the
unstructured objects assigned to the category.

In another aspect of the inventive system, analysis tools
are advantageously provided that present concepts captured
by the analysis and categorization engine in a variety of
ways: based on number of hits 58, score 74, alphabetical
order, strength or weakness of concept scores 68 or other
ways based on the structured information generated by the
analysis and categorization engine. Additionally, the pres-
ence ol concepts 1 objects over time 1s advantageously
tracked, analyzed, and optionally displayed 1n table or graph
formats. This tracking 1s facilitated by the cross-reference
time stamp 64 and index start time 62. As the analysis and
categorization engine updates the structured information,
changing scores 74 of concepts in a category, for example,
can be advantageously displayed.

The system advantageously provides for object sharing
between two or more users, allowing multiple users to view
or analyze a set of shared objects. This functionality 1is
advantageously provided by an automatic share agent that 1s
configured to publish information to one or more users. In
order for the sharing to occur, there needs to be multiple
“views” of the same information. A view 1s a logical
grouping of objects tailored to fit a user’s specific access
needs. Every view has a user 1d and can have all the
functionalities associated for the user. Each of the multiple
views accessing the same object have their user object
identifiers that link an object 1d to a specific user/view. Thus
it 15 possible 1n this embodiment or design for multiple user
or views to have access to the same object. As captured and
refined concepts and categories can vary by user and/or
view, 1t 1s possible for the same user object to be categorized
and analyzed differently 1n every view.

The user/view has to specily through an interface what
categories need to be shared with other users/views. This has
to be done for all the categories that need to be shared once.
Now, as soon as an object 1s classified under an user or view,
the category under which the object 1s classified 1s examined
to see 1 this would be shared and the targeted user or view
for sharing, Then the user object will be reclassified for the
targeted user or view. 11 the object (pointed to by the user
object 1d) already exists under a category, then the object
will not be classified again. If the category (or categories)
under which a user object gets classified for a targeted user
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or view 1s shared, then the object will be shared based on the
targeted user or view sharing setup. This process thus creates
a dynamic flow of objects 1n the network of users or views
without duplication of objects as only user object 1ds that
point to the object 1d get created every time.

The use of views are advantageously more than just
sharing. Views {facilitate multidimensional analysis of
unstructured information. For example, we can share a view
on Golf (View 1) to another view created on Tiger Woods
(View II). Now the contents of View II, will have Golf and
Tiger Woods. We can take that information and share 1t with
another view (View III) on Vijay Singh. Then that view will
have information only on Golf, Tiger Woods, and Vijay
Singh. We can share the contents of View III and share with
View IV on Chip Shots. Then the contents of View IV would
be Golf, Tiger Woods, Vijay Singh and Chip Shots. This way
we can drill down on unstructured data along multiple
dimensions. Once the views are setup, the information will
continue to flow and be updated.

In addition to this, the analysis and classification engine
allows the users to analyze concepts 1n objects, track trends
and exceptions. Analysis of concepts 1s useful when we

Have no 1dea what the corpus of unstructured data given
to you 1s about and you would rather not spend time
reading and analyzing i1t (For example, an attorney
having to familiarize themselves when starting work on
a case or gathering large amounts of evidence or a
Network/email monitor who needs to track illegal or
harassment cases within the company)

Have too many results from your search that you find 1t
impossible to find the rnight object or the nugget of
information that you are looking for

Have to hone in on one object out of multiple objects
(without opening and closing) that seem to have the
same description and varied contents

Have unclear or complex search criteria (that 1s difhicult to
represent) to hone 1 a document in a given set of
documents

Look to discover trends 1n unstructured information

We have collected Innovation magazine articles in text
format from 1996. The subscription 1s weekly and we are
browsing through articles i 1996 looking for articles of
interest. As we are not sure of what we are looking for, 1t 1s
very diflicult to represent a condition like this 1n a text box
for search or through a complex set of user specifications
captured from an user interface.

Some prior art currently used to solve these problems
today would be:

(1) Keyword and concept based searches are currently
used to partially solve the problem. These technologies work
best when the user knows exactly what words to try to find.
These technologies are not very helpful 1f the user does not
know the subject matter well and 1s unable to ask the right
questions or search for the rnight information.

(2) A Boolean search phrased correctly might solve the
problem, if the user knows exactly what they are looking for.
However, the disadvantages of this method are that it 1s very
difficult to do Boolean concept based search, where we
would be looking for concepts and not just keywords.

(3) A hierarchical classification of objects would be
another solution such as a taxonomy hierarchy. But in this
approach once we choose a particular hierarchical path, we
preclude choosing other hierarchical paths. This 1s because
of the mherently implied “one-to-many™ structure in hier-
archical approach. This might result 1n us not getting at the
right information. On the other hand, a relational approach
will allow not only “one-to-many” but also “many-to-many”
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relationships to be resolved and seen as well. We can liken
this to the difference between the hierarchical and relational
database technologies.

The real solution to these above problems lies 1n analysis
ol unstructured data which takes oil from where search and
classification leaves ofl. This analysis based approach mim-
ics and improves upon the ability of cognitive processes to
analyze multiple viewpoints simultaneously. What 11 we are
able to extract key ideas and concepts automatically and
bubble them up a magazine’s table of contents 1n an ana-
lytical format to help the user see at a glance what the topics
covered are? Much like that, analysis and categorization
engine 1s able to provide an extract of concepts representing
a collection of unstructured data. Without any pre-specified
condition or criteria the user 1s able to understand the
contents and narrow down on articles that have a combina-
tion of i1deas/concepts. The system also uses prior learning
(extracted and user defined concepts) 1n 1dentifying ideas/
concepts. Thus the extracted concepts are user/view specific.

In FIG. 13, the subscription articles of innovation maga-
zine are displayed along the row and the concepts as the
column (FIG. 13—concepts selection window not shown).
The scores at the intersection of document and concepts are
normalized to unit length. For example, /Innovation/1996/
Innovation 111196.txt, has a score of 14 for business con-
cept, score of 10 for education concept and so on. This can
be similarized to a cross reference ol objects versus con-
cepts. By browsing through this table like layout, the user
can narrow down on articles of interest without having to
read each of the articles.

Let’s say we are looking for an article of interest and are
not sure about the exact nature of the article. It may have
something to do with high-tech and education but 11 these
don’t appear it can be something to do with laser and/or
surgery. Such kind of requests are complex to represent 1n a
search engine. Sometimes 1t 1s equally important to know
when concept(s) or 1dea 1s not there, than to know 1f the
concept(s) or idea 1s there. There 1s value to analyzing large
volumes of data as shown 1 FIG. 13 where a concept 1s all
zeros (example: while doing research on the use of “military
clectronics™ 1 various countries, 1t 1s very important to
know that the concept of military electronics 1s associated
with China, Iraq, India but not 1n Somalia and Sudan). Even
iI the user uses advanced search techmiques and 1s sophis-
ticated 1n using different search features 1t 1s diflicult to
represent such complex search criteria. Whereas, using
analysis view, a user can browse the output 1n FIG. 13 and
narrow down to INNOVATION December 1996.txt, INNO-
VATION Aug. 12, 1996.txt, INNOVATION October 7.txt, 1
Apr. 1996.1xt, and INNOVATION Jun. 10, 1996.txt. This
will be much easier to do than trying to develop complex
search criteria to get at what we are looking for.

Whereas the search technologies are hypothesis driven,
1.€., fetch result objects based on certain iput criteria, the
technology here 1s data driven 1.e., letting the data provide
its content back in an analytical relational format and
without a pre-imposed hierarchy.

The analysis and classification engine generates a cross
reference of objects and the embedded concepts automati-
cally. Access, modification and tracking of this cross refer-
ence 1s possible through analysis system components and
procedures or function (FIG. 12). The analysis function
comprises of three primary components namely the dynamic
viewer 1010, exceptions monitor 1020 and analysis snapshot
process 1050. Through the dynamic viewer 1010, the user
can pick and choose the concepts/objects to view the dis-
tribution interactively. The exceptions monitor 1020 tracks

.




US RE46,973 E

23

exceptions to concepts in objects and/or category as a
function of time or concept. The analysis snapshot process
1050 captures a static snapshot of concepts and objects cross
reference as set by dynamic viewer 1010 over specified time
intervals

In the above referenced patent application U.S. patent
application Ser. No. 10/087,053 entitled Concept-Based
Method and System For Dynamically Analyzing Unstruc-
tured Information, there were described various ways of
extracting concepts from objects based on user access and
profile. The extracted concepts from the objects are available
by view and/or user through dynamic viewer 1010. When-
ever the user needs to review the distribution of concepts 1n
the selected objects in different orders of preference, they
can. In one embodiment, the concepts can be displayed 1n
alphabetical order, number of hits or strength of concepts.
The order can be descending or ascending. In this embodi-
ment, the user can choose and view a combination of
concepts that have been identified to represent the collection
of unstructured objects. Screen shot 1n FIG. 14 1s such an
example. Browsing through the list of generated concepts
can be done 1n multiple ways. As an example, the user might
be interested 1n browsing through concepts with certain
exceptions or changes over time.

Another important aspect of representing unstructured
information 1n a relational format 1s capturing trends and
discovering new patterns and alerting exceptions that are not
apparent. The exceptions momtor 1020 can monitor the
changes to concepts based on exception conditions. Through
a user interface 1015, the user can set thresholds to capture
exceptions. Concepts that exceed a pre-specified threshold
within a category will be marked for exception reporting.
The threshold can for example be:

A percentage. For example the concept of “Putting
Green” can exceed the set x % threshold. That 1s the
number of normalized occurrences (say n) of “Putting
Green” exceeded nxn™*(x/100) from the previous obser-
vation. This sets an exception flag for the concept
(Table 7).

A positive integer greater than zero. For example the
concept of “Putting Green” can exceed the set X num-
ber of normalized occurrences from the previous obser-
vation. That 1s the number of occurrences (say n) of
“Putting Green” exceeded n+x from the previous obser-
vation n. This sets as exception flag for the concept
(Table 7).

Advantageously, in one embodiment, a relational table
has been defined to capture the exceptions settings. The
Table ('Table 7) includes the User 1d 56, whether the excep-
tion being tracked 75 1s a percentage or count, a real number
to quantily the exception (76) and a status flag (77) to
specily whether the request 1s active or mactive.

TABLE 7

Exception number

User 1d (56) Exception type (75) (76) Status flag (77)
5 Percentage 30 Inactive
12 Count 45 Active

For exceptions and history tracking to occur, the analysis
and categorization engine must retain the history of indexing
changes. We discussed earlier about the vector representa-
tion of the object 902, having a number of dimensions where
cach dimension representing a concept has a weight. When
indexing the target object (step 390), the process monitors to
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se¢ 11 dimensions have been added or deleted or if their
weilghts have changed. The original dimensions and weights
of the vector before changes are saved 1n a relational
database history table Table 8. The structure of Table 8 1s as

given below:

TABLE 8
Cross
Object Concept Cross reference reference  History time  Total # of
id (30) 1d (50) time stamp (64) type (60) (62) hits (5%)
500 26 Mar 3, 2001 Title Mar. 5, 2001 6
2:00 PM 1:59 PM
500 25  Mar 3, 2001 Body Mar. 5, 2001 3
2:01 PM 1:59 PM

The exceptions monitor 1020 (FIG. 12) compares the
current vector representation of an object with a prior
version based on user defined exception conditions 1010 and
alerts the user 1030. The analysis snapshot process 1050
captures cross reference of objects and concepts based on
pre-specified analysis conditions 1040, and populates a
snapshot container 1060 for multidimensional analysis.
Details of an embodiment of this process are given below:

At a pre-specified frequency set by the user, the excep-
tions monitor 1020 goes through every entry in TABLE 7
and determines 1f there are corresponding concepts 1n
TABLE 8 for that user that exceed the threshold set by the

user. 11 so, those concepts will be marked as exceptions by
the monitor 1020. The details of the comparison process 1s
as follows:

By joining Table 8 with Table 6 based on user 1d 56 and
object 1d 30, we can get a cross reference of object concept
combinations that have changed. For every entry that has
changed 1n the cross reference set, we will lookup the
corresponding entry 1 Table 4. To consider changes to a
concept 1d 1n its entirety, we need to consider the concept
and all 1t’s active concept groupings 600 as 1n Table 3. This
can be done by setting the object 1d 30, concepti1d 50 and 1t’s
groupings in Table 3 and cross reference type 60 to every
entry in the retrieved cross reference set. If the difference
between total of the hits for all the concepts 1n Table 4 and
corresponding hits for all the concepts in Table 8 1s greater
than the threshold exception number 76, then the corre-
sponding concept 1s flagged as an exception for the user.
This 1s captured 1n Table 9. Table 9 has User 1d 56, concept
1id 350, exception time stamp 78 indicating the time the
exception was spotted.

TABLE 9

User Id (56) Concept 1d (50) Exception timestamp (78)
15 290

16 S

Feb. &8, 2001 2:22 AM
Jan. 30, 2001 4:12 AM

In one embodiment, the User Alert function 1030 high-
lights the categories 1n which the exception concepts occur
in red color. This visual will help the user to analyze the
contents of the category looking for exceptions. The user can
sort the concepts available 1n the category by exceptions.
This would allow them to act on exceptions first.

This historical data collection can be viewed through one
of the available analysis view screens such as that depicted
in FIG. 13. It can also be exported to other databases for
comprehensive analysis. Details of this functionality are as
explained below.
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In one embodiment, first the user analyzes a category by
viewing the concepts through an user interface as 1n FIG. 13.
The user can 1nteractively choose or change, the concepts to
be presented for all the objects within the category. Once the
user 1s comiortable with the concepts they are viewing, they
can setup observation criteria through analysis conditions
1040 interface. This approach 1s called WYSIWYG (“What
You See 1s What You Get”) as the user can repeatedly get
snapshot of information on exactly what was viewed. The
interface will capture 1n Table 10 the user 1d 56, tracking 1d
79, concept 1ds 80 viewed by the user, the category user
object 1d 66, the frequency of requested observation (daily,
weekly, monthly, yearly etc.), whether the request has been
activated 82, the last time the concepts were tracked 83 and
whether 1t was successiul 84.

TABLE 10
User User Active/
id Tracking Concept object 1d Frequency Inactive Last run
(56) id (79) 1ds (80) (66) (81) (82) time (83)
15 290 129,55,90 302 Daily Active
09,50 2:22 AM
16 5 1515,698 204  Monthly  Inactive
8,9009,55 4:12 AM

At the tervals specified by analyst conditions 1040
tracking 1ds that satisiy timing criteria. For every entry that
satisly the criteria as of time t, the process would determine
the distribution of concept c, as hit count h,. The sum of all
concepts ¢, within a category (note that a category 1s a
special user object that 1s a parent of a collection of objects)

as indicated by the user object 1d o, 1s h, =Sum(h,) for all c;
under o,. This 1s the 3-tuple <t, o, h_ that can vary for
every observation t, and 1s stored 1n snapshot container 1060.
In one embodiment, the snapshot container 1060 1s 1mple-
mented 1n tabular format as 1n Table 11. For every tracking
1d, user 1d combination, the concept 1d that exists 1n the user
objects that belong to the category (user object 1d 66), and
total number of hits (38), time stamp (85) to indicate the time
of access would be stored. For the category (66) itself,
concept 1d (50) would be set to zero and hit count (58) would
be h_..

Table 11 will also contain summary information for the
participating concepts within the category. This would be the
sum of all hit counts (58) of all user objects that have one or
more participating concepts within that category.

TABLE 11
User  Tracking Concept User Hit
1d 1d id object  count Timestamp
(56) (79) (50) id (66) (58) (85)
15 290 129 302 50  Feb. 8, 2001 2:22 AM
16 5 55 204 6  Feb. 8, 2001 2:22 AM

For illustration, we once again look at subscription to
Innovation magazine. We are looking for trends and excep-
tions from electromically gathered articles of the magazine

for the past five years. Among many concepts that have been
extracted from objects automatically and are available to

track, we choose education, laser, high-tech, search engines

and surgery. Thus we decide to track them 1n categories
1996, 1997, 1998, 1999, and 2000. The concept education 1s

comprised of variations of school, teaching, learning, uni-
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versity etc., High-tech 1s comprised of hi-tech, technology,
know-how, etc., Laser and Surgery are by themselves. We
now look at the analysis view for these concepts by year (see
the chart below). In this case the years are 1996, 1997, 1998,
1999, 2000. In order to account for varying of number of
articles by year, we further normalize the sum of normalized
scores. This 1s done by dividing total normalized score by
total number of documents and multiplying in a large
number (in this case 100) to get an integer. The maternial in
FIG. 15 serves as a vehicle for walking through and describ-
ing the process. As an example in FIG. 15, there were 32
documents for 1996, and education scored 42. The normal-
1zed score for education 1n year 1996 was 42%100/32=131.

If we take total normalized score for concepts and plot
them 1n a graphical format, then we get the trend information

Last run
status (84)
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Feb. 8, 2001 Successiul

Jan. 30, 2001 Failed

as 1n the chart (FIG. 16). We observe that innovation articles
on education and search engines concept were highest 1n
1996 and interest on them have been steadily falling through
2000. Interest on high-tech, surgery swung dramatically but
overall average seems to be steady. Interest on laser has been
steady. It should be noted that the same type discovery
analysis can be performed on categories as well.

As presented by Susan M Grotevant, in the paper The
Power of Multidimensional Analysis (OLAP) in Higher
Education Enterprise Reporting Strategies at the College and
University Information Services Conference i 1999, for a
system supporting multidimensional analysis (Online Ana-
lytical Processing—OLAP) satisfies the following three
requirements:

Drill down: Users can explore a dimension hierarchi-
cally—moving from summary-level information to the
details and back—+to gain fast answers to critical busi-
ness questions.

Slice and dice: Decision-makers can interactively explore
corporate data in any combination of dimensions, {from
every concelvable angle, or perspective as more com-
monly used for angle in the literature, such as in the
Susan M Grotevant reference incorporated by reference
herein.

Graphical analysis: Users can choose from a variety of
graphical displays—<crosstabs, pie charts and a variety
of bar charts—to visualize the key factors that are
driving the business.

Analysis and categorization engine extracts data and
makes them available 1n such a way that the above three
requirements can be met. Through Table 11, the user has
access to profile of concepts 1n targeted categories over time.
The details of concept distribution within individual objects
have been kept as well. Thus, we provide structured access
to concepts data at the object level. Also as explained before
using views and classification techniques by view, the same
information can be accessed in multiple ways. Together all
these three features offer the drill-down capability that 1s
important for an OLAP system.
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The user/view can track concepts and their distributions in
objects over time or as exceptions occur. Using categories
that can be nested within each other, the user can refine the
level information access. With concept 1d and object 1d the
user can get to the available details of concepts and objects
in a structured format. These three features give us the
ability to slice and dice the captured imnformation based on
object and concept characteristics.

The output data 1s 1n a structured format that can be easily
imported to commercially available graphical tools 1n the
market place. As explained earlier, the dynamic viewer 1010
provides additional ability to analyze multiple concepts
simultaneously and helps the user 1dentily combination of
ideas 1n unique ways. Thus we facilitate graphical and visual
analysis. In summary, the analysis and categorization engine
can provide suilicient information for multidimensional
(OLAP) analysis of unstructured objects.

Workers skilled 1n the art will appreciate that, 1n light of
the description, a variety of interfaces can be provided for a
user to view, and understand the meaning of, unstructured
objects based on the structured information generated by the
analysis and categorization engine.

Having now described a variety of structures and tech-
niques from a theoretical and user interface perspective,
attention 1s now directed to some of the underlying methods,
procedures, algorithms, and structural aspects of the inven-
tive features. While the invention has aspects too numerous
to repeat again here, the following paragraphs focus atten-
tion of a specific set of inventive embodiments and features
that have particular utility and advantage. Merely for the
purpose ol organization and the readers convenience of
reference, the following sections contain headings that iden-
tify the general subject matter of the paragraphs that fall
under that section but such headers are not and should not be
intended to limit the applicability of the description to any
particular inventive feature as many aspects of many inven-
tive features are described throughout these sections and
though out the specification generally. It 1s also noted 1n this
context that various features that are described 1n the context
of one feature, such as a procedural step in an overall
method, may also or alternatively be used with a different
method or independently. In addition, not all combinations
of features are described though it 1s clear that many of the
features and other aspects of the methods, procedures,
objects, and other structures may be used in other permu-
tations and combinations.

Embodiments of a Method for the Analytical Processing of
an Unstructured Object

It will therefore be apparent that the invention provides a
method for the analytical processing of at least one unstruc-
tured object 1n a dimensioned space such as a unidimen-
sional or multi-dimensional space. In one embodiment the
method comprises selecting a dimension and exploring or
querying the unstructured object or information i1tem, such
as a document including unstructured information (such as
unstructured text fields) at least one level of detail or
abstraction, but more typically at multiple levels of detail,
granularity, or abstraction, to determine a result for that
query. Then, selecting at least one concept in the form of a
view or angle, or as the term 1s more generally used in the
context ol conventional OLAP, a perspective, among a set of
concepts at a predefined level of detail or granulanty. The
unstructured object or objects are then explored or processed
analytically using the selected combination of dimension or
dimensions and at least one angle or perspective to deter-
mine a second query result. This second query result may
generally be different from the first query result, and 1den-
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tifies where the corpus has changed to reflect the chosen
angle or perspective, given that the angle or perspective 1s a
set of concepts and granular detail.

Another embodiment of this method for analytical pro-
cessing ol at least one unstructured object in multi-dimen-
sional space, includes: for at least a selected dimension of
the multi-dimensional space, hierarchically exploring and
querying the unstructured object at a plurality of levels of
detail or abstraction to determine a first query result; select-
ing a combination of at least two dimensions of the multi-
dimensional analytical processing space; selecting at least
one particular concept 1n the form of a view or perspective
among a determined set of concepts at a predefined level of
granular detail; and analytically exploring and processing
the unstructured objects using the selected combination of
dimensions and at least one angle or perspective to deter-
mine a second query result different from the first query
result that identifies where the corpus has changed to reflect
the angle or perspective, wherein the angle or perspective 1s
a set of concepts and optionally one or more relationships
with each other, and granular detail.

In another embodiment, this multi-dimensional space may
be a one dimensional space or include a plurality of dimen-
sions. That 1s to say that the dimension of the multi-
dimensional space may have a dimension n, where n 1s an
integer in the range {1, 2, 3, ... N-1, N}.

It will be appreciated that the unstructured object may
take many different forms, and may for example be a
document, created, generated, retrieved, stored, or displayed
on any display media, and that further the document may
contain text or other character or symbolic information.
Such text, character, or other symbolic information 1s com-
monly used for communicating thoughts and ideas and 1s
therefore a particularly prevalent form of unstructured
object. Even when such text or symbolic information 1is
stored 1n a database or other data structure, such text,
symbolic, or characters may be stored 1n fields or records
within the database or data structure 1n an unstructured form.
The unstructured object may also or alternatively be a
document stored or displayed on any media containing text
other than numbers and without structural codes.

This method for analytical processing of at least one
unstructured object in a multi-dimensional space may be
applied to a broad category of unstructured or partially
unstructured objects, including but not limited to situations
where the unstructured objects exist within a structured,
partially-structured, or non-structured body of information,
but wherein the structure or partial-structure of the body of
information does not provide the structural relationship
between and among at least a selected one of the plurality of
the elements comprising of the body of information to
satisly an mnformation acquisition task.

It will be appreciated that the unstructured object may
comprise a text field within a database, wherein the database
may be a flat database or a relational database, or a combi-
nation of flat, relational, or other database or data structure
types. More particularly, the unstructured object may com-
prises a text, character, or symbolic field or record within a
relational database, within an Oracle™ relational database,
within a Microsoft™ Access relational database, or within
any other database. In some embodiments the text or sym-
bols with be letter characters 1n any language (or there
equivalents 1 Japanese, Chinese, and other non-character
representations) forming words, phrases, sentences or oth-
erwise expressing facts, opinions, thoughts, concepts, and

the like.
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In embodiments there may be some or first structured data
or object within an otherwise structured database that 1s an
unstructured object because the first structured data does not
provide the necessary complexity of relationships to second
structured data or unstructured data in the same structured
database or 1n a different structured database or non-struc-
tured database to satisiy the information acquisition task. It
will therefore be appreciated that the mventive method 1s
applicable to situations and objects where the unstructured
object comprises an object within a structured or partially
structured data or object.

The are no limits to what the unstructured object may be
and by way of example, but not limitation, the unstructured
object may comprise or consist of text, character, or sym-
bolic elements orgamized (or unorganized) in any manner
such as 1 a computer readable field or record, printed on
paper, accessible from the Internet, or 1n any other manner.
The unstructured object may also or alternatively comprise
of a sound recording in analog, digital, or printed form;
faxes, e-mails, voice converted to text; a graphical depiction
of a printed document in printed or in electronic form; a
radio frequency signal; a telemetry signal; a land-line,
optical, cellular, mobile, or satellite telephone signal at any
frequency or an audio, computer display, printed, digitized,
or other representation of such telephone signal; a content of
an Internet web site or the Universal Record Locator (URL)
ol a website; as well as other 1tems that do not necessarily
share a common organization. It will also be appreciated that
the unstructured object or objects may comprise a combi-
nation of structured objects and unstructured objects. It
should also be appreciated that where the unstructured
object 1s an indirect reference to a location storing or
otherwise 1dentifying information, data, or information
objects, such as a reference to an Internet or world-wide-web
URL, the contents of the unstructured object (here the URL)
may change over time so that comparisons made over time
to the unstructured object will or may change even though
the unstructured object (perhaps represented in whole or part
by a vector) does not change. For this 1t follows that where
the unstructured object 1s the Internet, the content of the
Internet and 1ts various web sites, links to other web sites,
postings, articles, pictures, graphics and all other manner of
content changes over time.

In at least one embodiment, what may by some be
characterized as structured objects may in fact include
objects or data 1n a flat database or 1n a relational database
that include unstructured object or data fields that do not
provide a required level of relationship information objects
to other structured objects or data to satisty a determined
information acquisition need or query. These are as a whole
unstructured objects. In other embodiments, the unstruc-
tured objects may include objects or data in structured or
partially structured databases that do not include at least one
structural relationship desired or required to satisiy 1n infor-
mation acquisition task or query. These are also as a whole
unstructured objects and for which the imnventive method and
procedures provide advantages for query results, discovery,
and exploration.

Having described what unstructured object may be in
general terms, we now provide a list of some examples of
information 1tems, data, facts, opinions, predications, or
other 1tems that by way of illustration but not limitation give
some sense of the broad spectrum and great variety of things
that may be or constitute unstructured objects. The include
unstructured objects are selected from the set of information
objects consisting of: scientific, agricultural, epidemiologi-
cal, medical, genetic, chemical, biological, pharmaceutical,
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corporate, athletic, archeological, bioinformatic, proteoms-
ics, geological, physical, intelligence, military, meteorologi-
cal, oceanographic, genealogical, photographic, fingerprints,
clectronic signal, astronomical, bibliographical, racial, reli-
gious, national origin, political, geo-political, ethnicity,
energy generation or consumption, Internet, world wide
web, tomographic, photo-reconnaissance, satellite data, geo-
graphic 1nformation systems (GIS), environmental, eco-
nomic, currency market, stock market, futures market, inter-
national currency market, bond market, any other data or
information appropriate for making intelligence, terrorist,
national or domestic security or military decisions, and
combinations thereof. The inventive method and system
clearly have applicability for analyzing vast amounts of
unstructured imformation or unstructured objects that are
generated, published, communicated, or that are 1n any other
way 1dentifiable so that they may be analyzed to assess any
international, national, domestic, or local security or terrorist
threats. More particularly the inventive system and method
may be of use to such organizations as the Department of
Defense, the Central Intelligence Agency, the Federal
Bureau of Investigation, the Department of Homeland Secu-
rity, and state and local law enforcement organizations for
threat assessment applications. It also has applicability for
technology, financial, corporate and business intelligence
gathering and analysis.

At least some embodiments of the invention provide for
a display either for interaction by the analysis with the
system and method and for displaying intermediate results
and final results or output. Where display or display media
1s a component of the inventive system or method, the
display or display media may includes at least one graphical
display type capable of displaying at least two dimensional
representations of information objects. In other embodi-
ments, the display media may include at least one graphical
display type capable of displaying at least three dimensional
representations of information objects. The three dimen-
sional display may be accomplished using an inherently
two-dimensional display, such as a printer, CRT display
screen, or LCD display screen that simulates a three-dimen-
sional representation using shading or some distance per-
spective rendering technique. Alternatively or in addition,
stereographic techniques with some form of left-right vision
or eye selection may be used to provide an actual three-
dimensional stereo display. Such display may be interactive.
Holographic and heads up type display may also or alter-
natively be used by a user or analyst interacting with the
inventive system or using the inventive method or computer
program or computer program product implementing the
inventive methods or 1ts component procedures.

In at least one of the embodiments of the method for
analytical processing of at least one unstructured object 1n a
multi-dimensional space, the determined set of concepts
may be predetermined; or may be determined or established
by a rule, policy, or algorithm; or may dynamically deter-
mined.

The at least one view, angle or perspective may be at a
predefined, dynamically defined, or user defined, level of
granular detail. The at least one angle or perspective, at a
predefined or user defined level of granular detail, may be
automatically chosen based on the most frequent collocation
occurrences of all the concepts or on the appearance of new
concepts for exception tracking in the multidimensional
space defined by a set of concepts and their granular detail.
Alternatively or 1n addition, a level of granular detail may be
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determined by at least one of timestamp indexed, number of
hits, cross reference type, object type, and combinations
thereol.

A higher level of detail may generally be a superset of all
the lower levels and may include normalized summariza-
tions; and a lower level of detail may generally provide a
more specific definition in either meaning, or a more nar-
rowed delineation 1n size, time, physical distance on a
document or objects that 1s not provided 1n a higher level of
detail. Furthermore, 1n some embodiments, the summariza-
tions are selected from the set of sums and counts compris-
ing: sum of number of objects a concept occurs, sum of
number of times a concept occurs, count of number of times
a concept occurs, count of total number of objects, and sum
of size of all the objects; and wherein these sums and
summarizations are used 1n varied combinations that 1s not
included 1n a lower level of detail.

An unstructured object may include an attribute or vari-
able and the attribute or varnable 1s selected from the set
consisting of a size, time, physical distance or combination
thereol 1in an unstructured object.

In some embodiments, the levels of granular details may
be abstracted from a corpus using an abstraction procedure
to generate a concept or concepts. The abstraction procedure
may 1include but i1s not limited to utilizing any one or
combination of: a single language dictionary, a language
translation dictionary, a thesaurus or a plurality of thesauri,
codes, documents, letters, books, and combinations thereof
in any printed, digital, facsimile, computer, or electronic
form, or the like, or combinations thereof.

In at least one embodiment, the abstraction procedure
may uftilize an initial concept seed or seeds to generate the
concept.

The method for analytical processing of at least one
unstructured object 1n a multi-dimensional space represents
a different level of granular detaill from a high level or
granular detail to a low level of granular detail or from a
general level of granular detail to a specific level of granular
detall and a particular point of view or perspective or
multiple points of view or multiple perspectives or multiple
angles at different levels of granular detail for each dimen-
5101.

Embodiments of the mventive system and method for
analytical processing of at least one unstructured object in a
multi-dimensional space may provide, that each dimension
represents a different level of granular detail from a high
level or granular detail to a low level of granular detail or
from a general level of granular detail to a specific level of
granular detail and a particular point of view or perspective.
Alternatively, 1t may provide that the multi-dimensions are
selected as a plurality of dimensions selected from the set of
dimensions comprising multiple points of view or multiple
perspectives or multiple angles at different levels of granular
detail for each dimension.

The mmventive method supports and 1s operable 1n an
automated mode, batch processing mode, unsupervised
mode, or the like largely non-interactive mode for process-
ing and analysis. However, the system and method support
user interaction and yield benefits from an interactive mode.
In particular the user or analyst may apply their own
intelligence and knowledge to iteractively select a perspec-
tive and to alter parameters of the query such as the
dimension, number of dimensions, see concepts, or any of
the other inputs, variables, vector or vector portions
described herein, to interactively refine the interactive ses-
sion to achieve a satistactory search result, such as i1denti-
tying a trend or exception. In some instances, the search or
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query result will be to verily that there 1s no significant trend
or exception condition occurring.

In this aspect, the method may provide for user or analysis
interactive selection of one or more of the selecting a
combination of concepts and objects, selecting at least one
timestamp, and exploring its associated concepts and objects
cross-reference. In other embodiments, the user interaction
includes the user selecting a plurality of the selecting a
combination of concepts. The combination may be auto-
matically or user interactively identified on the basis of an
identification criteria. Such identification criteria may be
selected from the set of 1dentification criteria consisting of:
at least one trend in concepts over time, at least one
exception to absolute occurrence or a percentage differential
from previous occurrence, a plurality of trends, a plurality of
exceptions within a concept or a collection of concepts, and
combinations thereof.

Either user or analyst interactive processing or automatic
processing may result in the display or printing of query
results or results dertved from the query results, such as
trends, exceptions, or the like. The query results or dertved
results generated by processing the query results may for
example, be displayed on at least one display having a
display type, and the at least one graphical display type may
be selected from the set of graphical display types consisting
of cross tabs, pie charts, bar charts, column, row, line, x-y
scatter, x-y-z scatter, multi-dimensional scatter, distance
metric, area, volume, Venn-diagrams, animations, doughnut,
radar, surface, bubble, stock, cylinder, cone, pyramid, and
combinations thereof. The media on which the graphical
display 1s presented to a user or used for further user or
automated processing may be any display media or device as
1s known 1n the art.

Embodiments of a Method for Trend Tracking and Excep-
tion Tracking and Monitoring

The mventive system and method provide a method for
analytical processing of at least one unstructured object and
the results of such processing may be to generate one or
more valuable query result. Advantageously, other aspects of
the inventive system and method take these query results, or
facts, data, or results generated by other systems and meth-
ods, to generate and track trends and exception. Alarms or
other indications may be generated 1n a variety of ways and
forms and communicated to interested parties as pro-
grammed 1nto or otherwise provided by the system, method,
and computer program.

Some embodiments of the inventive system or method
may provide only for trend result generation and tracking of
such trend results, other embodiments may provide only for
exceptions result generation and exception momtoring and
tracking, however, other embodiments of the invention
advantageously provide for both or a combination of trend
and exception tracking.

The trend results (and/or exception results) and the trends
that are tracked or exceptions that are identified, may be or
comprise trends i1n temporal (time), spatial (location or
geographic), events occurring or not occurring, and activi-
ties that occur or do not occur, and combinations thereof.
The temporal trends (or exceptions) or trends 1n time may
for example, be measured or tracked or monitored 1n ele-
ments of seconds, minutes, hours, days, weeks, months,
years, decades, or any other duration or increment of time
where time or time duration i1s measured or quantified in
either absolute time or relative time units. The spatial trends
(or exceptions) may be tracked or monitored 1n elements of
physical location, cities, states, country, continents, physical
or spatial coordinates or proximity or distance to such
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coordinates, global position coordinates or proximity or
distance to such coordinates. The trends or exceptions may
be tracked for example, in elements of changes in the
number of concepts 1n total or at a given level of granularity,
changes 1n the types of concepts in total or at a given level
of granularity, changes 1n the number and types of concepts,
changes 1n the temporal distribution of concepts, changes 1n
the spatial distribution of concepts, and combinations
thereof.

Trend and/or exception tracking and monitoring proce-
dures may advantageously be used for the trend and excep-
tion tracking. Advantageously, either a single common pro-
cedure may be used that can be modified by appropriate
selection of parameters to suit the tracking or exception
monitoring task, or dedicated procedures may be utilized for
cach or a set of trend tracking or exception monitoring tasks.
Advantageously the system and method learn and can be
tuned or adapted over time and the parameters and tech-
niques stored for later retrieval (without additional tuning or
modification) and reused or applied to similar situations and
problems.

By way of example, but not limitations, tracking proce-
dure may be selected from a set of tracking procedures
consisting of: creating a history of the number of hits or
categories that are defined by collection of concepts, gen-
erating statistical information pertaining to the history of the
number of hits of concepts or a collection of concepts,
creating a history of number of occurrences of concepts, and
combinations thereof.

In one particular embodiment of a method for tracking
trends (which may be used with or separate from the afore
described method for analytical processing ol an unstruc-
tured object), the trends tracking procedure includes: select-
ing a vector having a vector dimension, identifying a change
in the vector, and storing the change as a trend result, which
trend result may 1itself be a trend but 1s more typically an
intermediate result where a more defimite trend 1s estab-
lished, 1dentified, or characterized by repeating the selecting,
identifying, and storing to identify the trend, or alternatively
where the vector 1s to remain fixed, to repeat only the
identification and storing to produce a plurality of trend
results to establish a trend. The storage of the trend result
may only be transitory and need not be permanent.

In another embodiment of the method or procedure for
tracking trends, the method comprises selecting at least one
vector 1n a predetermined vector dimension that includes at
least one concept variable having a value (unless the vector
has been previously selected or identified to the tracking
problem and need not be selected); 1dentifying a change in
a predetermined concept variable from a first value of the
predetermined concept variable to a second value of the
predetermined concept variable for at least one selected
concept over a selected dimension; and storing as a trend
result, the 1dentified change in the predetermined concept
variable. As earlier described for another embodiment, the
trend may be more readily identified or characterized by
repeating the identification and storage for a plurality of the
same or different concept variables to generate a plurality of
trend results, so as to establish a trend or possibly to show
that no particular trend exists.

It will be noted that in some embodiments, the at least one
concept variable value having a value that may be the null
value. It will also be noted that the selected vector dimension
may be a dimension selected from the set of dimensions
consisting or time, concept, and combinations thereof. Alter-
natively, the selected dimension 1s a dimension defined
based upon any word, concept, idea, event, symbol, set of
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symbols, and combinations thereof. Furthermore for any of
these embodiments, the vector may be multi-dimensional
vector having dimensionality between 1, . . . , N; and that 1t
clearly may therefore be a one-dimensional vector or scalar.
The selected dimension may be a dimension selected from
the set ol dimensions consisting of: a time dimension,
another concept, and combinations thereof, though in reality
permitting the dimension to be a concept and a multi-
dimensional to be characterized by a plurality of concepts
cllectively means that the possible dimensions are practi-
cally unlimited.

It will be appreciated 1n light of the description and details
provided elsewhere herein that embodiments may provide
that the at least one vector, or any of a plurality of vectors,
comprises an unstructured object. Furthermore, the at least
one vector comprises a document containing unstructured
text. The at least one vector, or any of a plurality of vectors,
may include a document containing at least some unstruc-
tured text or a combination of structured text and partially
structured or unstructured text. The selecting at least one
vector (or any one of a plurality of vectors) comprises
creating the at least one vector (or any one of the plurality
of vectors) in the predetermined vector dimension (or plu-
rality of dimensions) having the at least one concept variable
(or variables) and concept variable value (or values).

Therefore described embodiments of the trend tracking
procedure may be utilized 1n a situation when the at least one
vector comprises at least a document containing at least
some unstructured text or a combination of structured text
and partially structured or unstructured text. In this situation,
the selecting and 1dentification refer to components of the
document.

The mventive tracking trends procedure may be utilized
with a variety of different vectors and unstructured or
partially unstructured objects. The comparisons, selections,
and 1dentifications may bee made within the same vector or
vector portion or a cross between diflerent vectors or vector
portions. These variations are now described.

In one embodiment of the method for tracking trends, the
selecting at least one vector comprises selecting a plurality
ol vectors including a first vector and a second vector; and
the identitying a change 1n a predetermined concept variable
from a first value of the predetermined concept variable to
a second value of the predetermined concept variable for at
least one selected concept over a selected dimension, com-
prises 1dentilying a change in a 1n a predetermined concept
variable from a first value of the predetermined concept
variable 1n the first vector, to a second value of the prede-
termined concept variable from the second vector.

In another embodiment of the method for tracking trends,
the selecting at least one vector comprises selecting a first
portion of the at least one vector and a selecting a second
portion of the at least one vector; and 1dentifying a change
in a predetermined concept variable from a first value of the
predetermined concept variable to a second value of the
predetermined concept variable for at least one selected
concept over a selected dimension, comprises 1dentifying a
change 1n a predetermined concept variable from a first
value of the predetermined concept variable in the first
portion or the first vector, to a second value of the prede-
termined concept variable from the second portion of the
first vector.

In another embodiment of the method for tracking trends,
the selecting at least one vector comprises selecting a
plurality of vectors including a first vector created at a first
time and the first vector at a second time, wherein there may
be change or no change 1n the vector between the first time
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and the second time; and the identilying a change 1n a
predetermined concept variable from a first value of the
predetermined concept variable to a second value of the
predetermined concept variable for at least one selected
concept over a selected dimension, comprises 1dentifying a
change 1n a predetermined concept variable from a first
value of the predetermined concept variable in the first
vector at the first time, to a second value of the predeter-
mined concept variable from the first vector at the second
time.

In any of the atore described methods for tracking trends,
the selecting, identifying, and storing the change for at least
two (or any plurality) of the vectors comprises identifying a
trend. Of course 1t will be appreciated that the trend may be
established when the same vectors or unstructured objects,
such as documents, are compared over diflerent time inter-
vals.

In another embodiment of the invention, the method for
tracking trends may be modified or altered to provide for
exception tracking. In this embodiment, the selecting at least
one vector comprises selecting a plurality of vectors includ-
ing a first vector and a second vector, wherein the second
vector comprises a reference vector for use in generating an
exception; and the identifying a change 1n a predetermined
concept variable from a first value of the predetermined
concept variable to a second value of the predetermined
concept variable for at least one selected concept over a
selected dimension, comprises identilying a change 1n a
predetermined concept variable from a first value of the
predetermined concept variable in the first vector, to a
reference value of the predetermined concept variable from
the second vector; and the method further comprising gen-
crating an exception when the first value 1s within a prede-
termined magnitude relationship of the reference value.
When this occurs a exception condition has been 1dentified
and may be accompanied by the 1ssuance of an alarm, email,
telephone message, or other communication or action.

There are various different magnmitude relationships that
may be implemented 1n connection with this procedure and
it will be understood that mathematical ad/or Boolean logic
or other operations may be performed to manipulate such
magnitude relations or reference value yet till provide the
desired performance. Such magnitude relationship may
therefore include greater than, less than, equal to, less than
or equal to, greater than or equal to, the negation of any of
these, and well as any Boolean logic operations that may be
applied to these relationships, and combinations thereof. Of
particular utility 1s to make the comparison based on a
predetermined magnitude relationship of the reference value
(or threshold value) as being greater than or equal to the
reference value, or simply greater than the reference value.
Of course the reference value may be adjusted to retlect a
change 1n the mathematical nature of the comparison. Any
of these trend or exception tracking or monitoring proce-
dures may provide that the at least one vector includes a least
one concept and an associated concept variable, and the
concept variable 1s susceptible to change over time.

In yet another alternative trends tracking procedure, the
procedure comprises: comparing first and second portions of
at least one vector, wherein the first and second portions
pertain to the same concept; and 1dentifying a change result
in the concept if there 1s a difference between the first and
second portions; and optionally repeating the comparing and
identifying over a dimension to generate a plurality of
change results and using the plurality of change results to
represent a trend. Frequently, the selected dimension 1s time
as there 1s great utility in establishing trends over time so
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that predictions and forecasts, or other decisions on action
may be made respective of the future.

This trends tracking procedure or any of the other
described tracking or exception monitoring procedures may
more specifically be implemented by choosing as the vector
a multidimensional vector comprising a date, and the first
list of dimensional information objects or other properties
comprises at least one of: second, minute, hour, day, month,
season, quarter, year, time-zone (with respect to Greenwich
mean time or other reference). The dimensional information
may be relative to any calendar or calendar system.

Within the trends tracking and procedure, the date or date
vector may occur a plurality of times, for example 1t may
occur each time there 1s a shift or change in concepts or
groupings of and their combinations; optionally, the occur-
rence of a date vector for each shift or change number of
occurrences of hit count may be used for trending analysis.

In some embodiments, the multidimensional vector con-

tains: an global object i1dentification data (such as a user
independent index of the unstructured object), a concept
identification data, a reference time stamp, cross reference
type (such as to locate concept within the object such as an
indication that the concept i1s in the title or body of a
document), history time (such as the time when the object
was 1ndexed), and a concept hit occurrence data.
The method may provide that the multidimensional vector
includes a vector identifier, which may 1itself optionally
include a vector sequence 1dentifier called an object 1denti-
fier.

Referring back to the embodiment of the nventive
method for trends tracking comprising selecting at least one
vector 1n a predetermined vector dimension that includes at
least one concept variable having a value; identifying a
change 1n a predetermined concept varniable from a first
value of the predetermined concept variable to a second
value of the predetermined concept variable for at least one
selected concept over a selected dimension; and storing as a
trend result, the identified change in the predetermined
concept variable; where the at least one vector comprises a
document containing at least some unstructured text or a
combination of structured text and partially structured or
unstructured text:; as well as to other embodiments of the
invention, 1t will be appreciated that the first vector data may
be selected from the set of first vector data consisting of: a
date data, a temporal data, a spatial data, a location data, a
number of hits, a cross reference with object data, and
combinations thereof.

When a vector consists of vector elements, such elements
may be selected from the set of vector elements consisting
ol object 1dentifier, concept 1dentifier, cross reference time
stamp, other dimensional information, cross reference type,
history time, total number of hits, and combinations thereof.
Alternatively, when a vector consists of vector elements
such elements may be selected from the set of vector
clements consisting of object 1dentifier, concept 1dentifier, a
timestamp, cross reference time stamp, other dimensional
information, cross reference type, history time, total number
of hits, and combinations thereof; and wherein when the
timestamp occurs 1t may occur a single time, two times, or
any plurality of times.

In this alternative trends tracking procedure as well as 1n
the other vanants of the trends tracking procedure and
exception monitoring procedure, the identifying a change
may include a comparison and the comparison 1s a vector to
vector comparison; or the identifying a change includes a
comparison and the comparison 1s a comparison made
between two portions within the same vector; or the 1den-
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tifying a change includes a comparison and the comparison
1s made between any plurality of vectors or portions of
vectors 1s made by performing such comparison on a pair-
by-pair basis.

These trends tracking exceptions monitoring procedures
may be implemented or executed such that the identifying a
change 1n a concept variable from at least a first date to at
least a second date for at least one selected concept, com-
prises 1dentitying history of change over time for a plurality
of times and optionally for a plurality of concept vanables
tor the selected concept. The concept variable 1s optionally
selected from the set of concept variables consisting of key
concepts, seed concepts, and combinations thereof.

Clearly, the trends tracking procedure may also include
some pattern recognition features and procedural steps so
that particular patterns, signatures, or the like may automati-
cally be recognized, or recognized interactively through the
user or analysis with a set of analysis tools. For example, the
identifying a change may comprises identilying a pre-
defined or dynamically determined pattern. Such a patterns
may be any pattern that can be defined, and may by way of
example but not of limitation, be selected from the set of
patterns consisting of: a pattern for the number of hits of
high-low-high-low-high, a pattern for high-low-high, a pat-
tern for low-high-low, a pattern for an increase, a pattern for
a decrease, a rare event pattern, a pattern for gradually
increasing—ypeaking—then gradual declining, a pattern for
any sequence ol increasing or decreasing, a pattern for any
peaking, and combinations thereof; wherein the pattern may
serve to 1dentily a trend of interest for any number of more
complex concepts and their combinations.

In one alternative embodiment of the trends tracking
procedure, the 1dentifying a change comprises selecting a
first portion of at least one {first vector storing data for the
selected concept at the first date with a second portion of at
least one second vector storing data for the selected concept
at the second date, and comparing the selected first and
second vector portions for a change in at least one concept
variable for the selected concept. Optionally, the first vector
and the second vector are the same vector; or the first vector
and the second vector may be different vectors. At least one
concept variable for the selected concept may optionally be
the same concept variable for the comparison, or the at least
one concept variable for the selected concept 1s a different
concept variable for the comparison. In some embodiments,
the vector comprises a subsection of the entire vector.

As described herein elsewhere relative to other embodi-
ments, the comparison may be a comparison between the
first date and the second date a hit count change, a cross
reference type change, and combinations thereof. The com-
parison 1s not limited to two vectors, and may comprise a
comparison among three or more vectors. In some instances
such multi-way comparisons are conveniently performed on
a pair-wise comparison basis.

When trends results (whether 1nitial, intermediate or final)
are generated, they may be stored in whatever form 1s
convenient, such as locally on an analyst computer hard disk
drive, or on local or remote data base storage. The results
may be the trend comparisons, the tracked trends differ-
ences, graphical depictions of such trends, and documents
describing the results 1n the form of reports, power-point
presentations, annotated maps, or 1n any other form. In some
instances, 1t may be convenient to store the tracked trends 1n
a database as a column, a row, as a parsable free-text ordered
appropriately. In other instances 1t may be convenient to
store the tracked trends 1n a relational structured or partially
structured database or other data structure.
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Having described the manner in which query results and
trends tracking data and result may be stored 1t should be
appreciated that any or all of the mnput or output, including
the i1nputs and outputs or query results from the afore
described method for analytical processing may be stored 1n
a data structure. For example, and of the concept or concept
identifier and a number of occurrences in the unstructured
objects may be so stored.

The unstructured object may comprise at least one docu-
ment having unstructured or partially structured content.

In some 1nstances the data structure 1s stored 1n a display
device storage buller, in other 1nstances 1t may be stored 1n
some a random access memory, and 1n other instances 1t may
be stored 1n a non-volatile storage medium, such as a storage
system having one or a plurality of rotating magnetic hard
disk drives, optical drives, or other forms of non-volatile
storage as are known 1n the art. Encryption or other security
measures may be applied to safeguard the imnformation.

After such information has been stored, it may be
retrieved by the same user or analyst or by a diflerent user
or analyst, or used by automated processors for any other
purpose. In one embodiment, the stored information
includes stored concept or concept identifier information,
and the method includes accessing the stored concept or
concept 1dentifier and displaying the concept or concept
identifier and a number of occurrences in the object or
document for each of the concepts or concept identifiers.

In another alternative embodiment, the method for ana-
lytical processing of at least one unstructured object 1n a
multi-dimensional space further includes monitoring or
tracking exceptions. In a particular embodiment, the moni-
toring or tracking of exceptions are applied to changes in
hits, concept type, and number. In another embodiment, the
exceptions are selected from the set of exceptions consisting
of hit count, normalized hit count, new concepts, absent or
deleted concepts, and combinations thereof.

While embodiments for tracking trends have been
described, 1t will be appreciated that there are multiple
variations for achieving such tracking over unstructured
objects. In another alternative embodiment, the method for
tracking a trend 1n an unstructured object over a predeter-
mined dimension or variable comprises: selecting first and
second vectors or vector portions, each having at least one
vector element; comparing the first and second vector or
vector portions along relevant elements within the vectors or
vector portions to determine a difference or non-diflerence;
and optionally storing the resulting difference or non-difler-
ence for trending analysis. The selecting first and second
vectors or vector portions may also be optional where the
selection has previously been made. Also, 1n some cases it
may be necessary to generate the desired first and second
vectors according to the needs and required results from the
analysis.

Each vector or vector portion, or selected vectors or
vector portions, may optionally have one or a plurality of
vector elements selected from the set consisting of: object 1d,
concept 1d, cross reference time stamp, other dimensional
information, cross reference type, history time, and total
number of hits or occurrences.

It will be appreciated that for any of the numbers, param-
eters, results, or the like, either the raw number of some
scaled or normalize version may be stored or used. Such
normalization may promote comparisons over some variable
such as time and make comparisons more meamngiul. In
one embodiment, for example, the methods further comprise
normalizing captured concepts scores and/or hits or occur-
rences in the unstructured objects. In analogous manner
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summaries or statistical metrics may be generated from raw
results or even from processed results.

In connection with the trends tracking and exceptions
monitoring and tracking, as well as for the method for
analytical processing of an unstructured object, the inventive
system and method permit interactive or dynamic browsing
of concepts and other variable or parameters, as well as
historical results. In at least one embodiment, the inventive
system and method permit and facilitate a user to dynami-
cally or interactively browse concepts for changes 1n one or
more unstructured objects, over predetermined set of con-
cepts or dimensions, and combinations thereof. For
example, the dimension or dimensions over which a user
may browse may comprise a time or calendar dimension
selected from the set of dimensions consisting of: time,
second, minute, hour, day, month, year, time-zone, and
combinations thereof.

Embodiment of Alternative Method for Analytical Process-
ing of An Unstructured Object

Recalling the afore described embodiments of the method
for analytical processing of at least one unstructured object
in multi-dimensional space, that includes: for at least a
selected dimension of the multi-dimensional space, hierar-
chically exploring and querying the unstructured object at a
plurality of levels of detail or abstraction to determine a first
query result; selecting a combination of at least two dimen-
sions of the multi-dimensional analytical processing space;
selecting at least one particular concept 1n the form of a view
or perspective among a determined set of concepts at a
predefined level of granular detail; and analytically explor-
ing and processing the unstructured objects using the
selected combination of dimensions and at least one angle or
perspective to determine a second query result different from
the first query result that identifies where the corpus has
changed to retlect the angle or perspective, wherein the
angle or perspective 1s a set of concepts and optionally one
or more relationships with each other, and granular detail.

This method (or other of the alternative methods for
analytical processing of a unstructured object may further
include tracking trends, monitoring or tracking exceptions,
or both. In one particular embodiment, it provides for
tracking trends by a tracking procedure or method that
includes comparing first and second portions of at least one
vector, wherein the first and second portions pertain to the
same concept; and 1dentifying a change result 1n the concept
if there 1s a diflerence between the first and second portions;
and optionally repeating the comparing and 1dentifying over
a dimension to generate a plurality of change results and
using the plurality of change results to represent a trend. This
procedure may 1tself turther include generating summariza-
tions at a categories level, and optionally that the generating,
summarizations at a categories level comprises generating
pre-defined summarizations or pre-built summarizations.

The trends tracking procedure may further include moni-
toring a corpus at an individual user level or individual view
or perspective level to detect a change in concepts, catego-
ries that are defined by groupings of concepts by count or
number of hits or occurrences as absolute number or as a
percentage ifrom the previous occurrence.

In one embodiment, the monitored corpus may comprise
a collection of objects where the mnherent content of these
objects can be translated to a common set of symbols.

The mventive tracking procedure may further include
determining a change without user intervention or action,
and the change detected can be any detectable change or a
change satisiying predetermined or dynamically determined
detection or change parameters, rules, or policies. For
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example, the change can be a predetermined or dynamically
determined degree, type, or threshold of change. The deter-
mining a change without user intervention may also or
alternatively be performed according to some predetermined
or dynamically determined schedule whether periodic or
aperiodic. For example, mitiating a sequence of events for
looking or determining a change may be done 1n response to
some action or event that occurs or fails to occur. Further-
more, the identification of one or more trends may imtiate
determination of changes for other concepts or the like
actions. Any of these may occur either automatically or
under user or analyst control or direction. The determining
a change without user mtervention being performed 1in
response to the occurrence or non-occurrence of a predeter-
mined or dynamically determined event or the failure of an
event 1o occur.

This or other embodiments of the trends tracking proce-
dure may further include automatically altering a user ana-
lytical format without a pre-imposed hierarchy in response
to user defined changes in concepts, or number of hits or
occurrences of a given subset of concepts. This or other
embodiments of the trends tracking procedure may also
optionally but advantageously include: generating summa-
rizations at a categories level; monitoring a corpus at an
individual user level or individual view or perspective level;
and determining a change without user intervention based on
the monitoring.

Embodiment of Method for Providing Dynamic Matrix-
Based Graphical Interface

The mvention further provides a method for providing a
graphical interface having a dynamic matrix tabular form
view ol concepts and their occurrence within unstructured
objects as well as the structure of the view produced by the
method. The method includes: displaying concepts versus
object descriptions 1n a matrix format view to assist a user
in quickly determiming an object or objects of interest;
providing a view tool to permit the user to choose concepts
to add or remove from this view for comparing concepts
within the view; the view tool permitting view personaliza-
tion so that the view provided for a first user viewing a first
set of unstructured objects may be diflerent from the view
provided for a second user viewing the first set of unstruc-
tured objects; and the view being an integrated view such
that both unstructured and structured objects may be advan-
tageously displayed together 1n the same format.

The view tool may provide display categories as graphical
folders that can be displayed as open or shut, as dictated by
theirr status to reveal or hide the unstructured objects
assigned to the category.

Advantageously, the method for generating the matrix
format tabular data structure may comprise drilling-down to
an arbitrarily specified level of detail and optionally popping
up to an arbitrary higher level of detail. The drill-down may
be performed at the command of a user on a command basis
or interactively. The drilling-down may be performed auto-
matically under algorithmic control to support the higher
level of summarization which can be sum of number of hits
or occurrences ol a concept or count of number of objects
with the presence or absence of a concept and can be
normalized by sum of size of individual objects or an
arbitrary number or a combination thereof. The drill-down
may also or alternatively be performed under automatic
algorithmic control with user interaction and overnde.
Alternative Embodiments of Method for Tracking and
Monitoring Exceptions

Methods and system for tracking or monitoring an excep-
tion to a change have been described herein elsewhere, but




US RE46,973 E

41

as with tracking trends, more than one alternative procedure
may be used either alone or 1n conjunction with the method
for analytical processing of an unstructured and/or method
or procedure for tracking trends. The method 1s particularly
advantageous for tracking exceptions to one or more
changes over a dimension that 1s hidden or not plainly
identified.

In one embodiment of a method for tracking an exception
to a change in the state of the corpus over a dimension that
1s hidden or not plainly i1dentified 1n a corpus, the method
includes: 1dentifying and recording all (or selected) concepts
and their number of hits or occurrences; selecting or con-
structing at least two vectors or at least two portions of a
single vector; comparing these vectors over all defined
dimensions; and, 1f data or object cannot be explained by
current dimensions, then generating a new dimension using
the exception as a basis or prompt the user to suggest a new
basis; and otherwise reporting the exception and whether a
new basis was generated.

In at least one embodiment of the exceptions monitoring
or tracking procedure, the vector has the form of a vector
having at least one and generally a plurality of vector
clements selected from the set of elements consisting of
object 1d, concept 1d, cross reference time stamp, other
dimensional information, cross reference type, history time,
and total number of hits. Frequently, the dimension includes
a temporal (time) dimension.

The method tracking an exception includes some excep-
tions trigger such as a threshold that 1s used as a reference
for comparison as described. The procedure includes setting
at least one threshold for at least one of a computed value of
number of hits of a concept or other exceptions condition
where tracking or momitoring 1s desired. In one particular
embodiment, the setting of at least one threshold 1s for at
least one of: (1) a computed value of number of hits of a
concept, and (11) an addition or deletion of a concept over a
grven dimension comprises setting a plurality of thresholds
for a plurality of concepts or categories. Optionally, the
threshold comprises a predetermined or dynamically deter-
mined percentage change of the numeric sum of occurrence
of concepts i a corpus, or the threshold comprises a
predetermined or dynamically determined change from an
absolute value from a previous observation of a concept 1n
a Corpus.

The threshold may alternatively be set as a percentage
change from a previously recorded number of occurrences
of a particular symbol within an unstructured object or
plurality of unstructured objects, or the threshold may be set
as a numerical count change from previously recorded
number ol occurrences of a particular symbol within an
unstructured object or a plurality of unstructured objects.

The exception tracking method may use at least one
threshold and further but alternatively include: monitoring a
corpus at an individual user level or individual view per-
spective angle level to detect changes 1n an absolute, rela-
tive, or percentage number of occurrences or hits or concept
or categories; determining a change without user interven-
tion; and automatically alerting the user in response to
changes 1n concepts, or number of occurrences or hits of a
given subset of concepts. In this embodiment of the method,
the change may be any detectable change; a changed of a
predetermined magnitude or polarity; or a predetermined or
dynamically determined degree, type, or threshold of change
or any predetermined pattern of change along a given
dimension of any combination above.

The base method for exception tracking, or the method
with any of the optional components may provide that the
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determining of a change without user intervention may be
performed according so some predetermined or dynamically
determined schedule; determining a change without user
intervention being performed periodically; or the determin-
ing a change without user intervention being performed 1n
response to the occurrence or non-occurrence or a fixed
pattern of occurrence and non-occurrence of a predeter-
mined or dynamically determined event or the failure of an
event to occur, or any combination of these or according to
other criteria.

The method for tracking an exception my also provide
that the corpus comprises a collection of objects, and option-
ally where the inherent content of these objects can be
translated to a common set of symbols.

Optionally but advantageously, the method for tracking an
exception may further include browsing or permitting
browsing or other examination of a corpus for exceptions to
changes in concepts, or number of hits or occurrences of a
given subset of concepts, or for other conditions. This
browsing may advantageously be interactive and with a
graphical, tabular, textual, or with a combination of graphi-
cal, tabular, or textual interface.

Any of the various alternative embodiments of the excep-
tion monitoring and tracking procedure may further include
alerting a user, system administrator, management, or other
identified person, organization, or other entity upon detect-
ing the occurrence of predetermined exception condition. In
at least one embodiment, the exception condition comprises
the occurrence of a predetermined number of exceptions or
events. In another embodiment, the predetermined number
ol exceptions 1s a single exception or event. Email alerts
send from client machine’s or user/analysts computer using
an email system such as Microsoft Outlook to the same
Microsoit Outlook or to any other email system using
standard or secure email protocols may be used 1n order to
notily the user of predefined changes. Printed reports may
alternatively or additionally be generated.

In embodiments of the invention where a visual display 1n
whatever form 1s utilized to display results, such as to
present exception alerts or portions of alerts, color coding
may advantageously be used 1n the visualization display to
distinguish among various alert types as can be defined by
the user. The use of text or symbolic font coding to 1dentify
particular changes may also or alternatively be used. The
font coding may include font coding selected from the set of
font codings consisting of font size, bold, italics, shading,
color, underline, double-underline, blinking, complementary
color, strike-through, and combinations thereof. The font
coding may optionally include font coding in a separate
report.

The afore described method for tracking an exception (or
a plurality of exceptions) to a change in the state of the
corpus may further include or be directed specifically to
tracking exceptions as a function of a time dimension,
tracking exceptions as a function of a concept dimension,
tracking exceptions as a function of a predetermined or
dynamically determined dimension, tracking exceptions as a
function of a predetermined or dynamically determined
plurality of dimensions, or a combination of these. The
method may also optionally include setting an exception
reporting threshold that defines the number of exceptions
that must occur before an exception report 1s generated. In
other embodiments, the threshold 1s set as a percentage
change from a previously recorded number of occurrences
of a particular symbol within an unstructured object or
plurality of unstructured objects, or 1s set as a numerical
count change from previously recorded number of occur-
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rences of a particular symbol within an unstructured object
or a plurality of unstructured objects.

The view tool may provide display categories as graphical
folders that can be displayed as open or shut, as dictated by
theirr status to reveal or hide the unstructured objects
assigned to the category.

Alternative Embodiments of a Method for an Object Con-
cept Based Search

In another aspect, the mvention provides a method for
object concept based search, the method comprising in one
embodiment, parsing a user-entered search text to capture at
least one seed concept from the entered text; determining
whether at least one of the captured concepts are available
as a key concept associated with an object 1n a relational
database table; repeating the parsing and the determining for
all seed concepts entered; generating a resulting list of
objects; determining 1f the seed concepts and their user
customizations exist, optionally including ones that have not
been picked up as key concepts; narrowing the resulting
object list to accommodate the existence of all entered seed
concepts with their special user customizations; 1dentifying
objects as results whose concepts match; and scoring objects
identified as matching according to an object scoring algo-
rithm. In one embodiment, this scoring algorithm includes
averaging scores for the imndividual key concepts that con-
tributed to the search for each object returned using a ti-1df
and a Gaussian distribution to remove child concepts that do
not significantly contribute to the meaning of the parent
concept with respect to the corpus. In another embodiment,
the search 1s performed using a combination of key concepts
and seed concepts, and the number of hits for the seed
concepts are then divided by the total number of hits picked
up for all seed concepts 1n a document being analyzed to
determine how much the seed concept actually contributed
to the concept of the document; adding this result; and
averaging this result with the average score for the key
concepts to arrive at a relevancy score for the object as
pertains to a particular search.

In some embodiments, the method further includes read-
ing elements of the data structure and displaying the read
clements 1n at least a two-dimensional row and column
format on a display device. In another embodiment, the
method further includes reading elements of the data struc-
ture and displaying the read elements 1n a three-dimensional
volumetric format on a display device. In yet another
embodiment, the count change comprises a positive integer
greater than zero.

Embodiments of Computer Programs and Computer Pro-
gram Products

Having described numerous methods it may be appreci-
ated that the methods may advantageously be implemented
as computer programs for execution within a general pur-
pose computer or a network of general or special purpose
computers. Such computers include a processor or CPU and
a memory coupled with the processor for storing commands
or 1nstructions and data in whatever form. In general such
computer programs also have a corresponding computer
program product comprising a computer readable storage
medium and a computer program mechanism embedded
therein, the computer program mechanism, comprising a

program module that directs the computer system, to func-
tion 1n a specilied manner according to the method and the
intended 1puts and outputs and including instructions for
accomplishing the mtended processing.
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Embodiments of a System for Analytical Processing of An
Unstructured Object

The mmvention also provides a system for analytical pro-
cessing of at least one unstructured object in a multi-
dimensional space, the system comprising: at least one
computer having a processor and a memory coupled with the
processor and input/output devices and interface to permit
an external user to interact with the computer; a storage for
at least one unstructured object coupled or intermittently
coupled with the computer; a hierarchical query tool oper-
ating 1n conjunction with the memory and the processor for
hierarchically exploring at least a selected dimension of a
multi-dimensional space the unstructured object at a plural-
ity of levels of detail or abstraction to determine a first result;
and a dimension selection tool operating 1n conjunction with
the memory and the processor for selecting a combination of
at least two dimensions of the multi-dimensional analytical
processing space.

The system may optionally be provide such that the at
least one computer comprises a plurality of networked or
intermittently networked computer coupled or coupleable by
a communication link. Optionally, the communication link
comprises a secure or encrypted communication link. The
system may provide storage where the storage comprises at
least one or a local data storage, a remote database, the
content ol a portion of the internet, the Internet, and com-
binations thereof. In a further embodiment, the system
includes a plurality of program modules, the program mod-
ules including instructions for: analytical processing of at
least one unstructured object 1n a multi-dimensional space;
tracking a trend 1n the unstructured object over a predeter-
mined dimension or variable; tracking an exception to a
change in the state of the corpus over a dimension that 1s
hidden or not plainly 1dentified 1n a corpus; and generating
a tabular data structure having any arbitrary concepts and
theirr number of hits of occurrences or normalized occur-
rences.

Embodiments of Business and Operating Models

The invention also provides several embodiments of
operating models or business models. In one embodiment,
the invention provides an operating model for concept-based
dynamic analysis of unstructured information objects, the
operating model comprising: providing access to a compu-
tational server and at least one source of unstructured objects
for performing concept-based dynamic analysis of unstruc-
tured information objects; and collecting remuneration of
value by an operator for the access on a pay-per-usage,
pay-per-information 1tem, pay-per-time basis, pay-per-data-
base basis, pay-per-query result basis, or other result or time
or quantity of access basis, and combinations thereof. The
access may be provided on an application service provider
basis. The access 1s optionally provided over the Internet or
on any other plurality of networked computers or informa-
tion appliances. The remuneration of value may be 1n the
form of or include a monetary payment.

Additional Embodiments

Although several embodiments of the invention have been
described, 1t should be understood that the invention 1s not
intended to be limited to the specifics of these embodiments.
For example, specific information extracted by the analysis
and categorization engine could be stored at diflerent stages
in relational database tables having a slightly different
organization. Further, other data storing mechamisms could
be utilized for making available the output of the analysis
and categorization engine’s analysis.

It will be appreciated that the algorithms, procedures, and
methods described herein may be implemented as computer
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program soltware and/or firmware to be executed on a
general of special purpose computer or information appli-
ance having a processor for executing instructions and
memory associated with the processor for storing data and
instructions. The computer program may be stored on a
tangible media such as a magnetic storage device, optical
storage device, or other tangible media customarily used to
store data and/or computer programs. It will also be appre-
ciated that the computer program product may be stored at
one location and transmitted electronically, such as over the
Internet or other network of connected computers, for
receipt and storage at another location.

The mventive system and method further provide a data
structure, such as a data structure defined in electronic
memory of a computer or stored in other tangible media.
Embodiments of the data structures have been described
with reference to the tables herein above.

The mventive system and method also provide a business
or operating model or method for concept-based dynamic
analysis of unstructured information. Such operating model
or method may for example provide access to a server that
implements the inventive techniques on a pay-per-usage,
pay-per-information item, pay-per-time, or other quantity or
time basis. The mventive method may also or alternatively
be provided 1n an application service provider context.

Workers skilled 1n the art will appreciate that, 1n light of
the description, a variety of interfaces can be provided for a
user to view, and understand the meaning of, unstructured
objects based on the structured information generated by the
analysis and categorization engine.

We claim:
1. A computer-based method to allow a user to analyze
unstructured objects, comprising:

allowing a user to select a plurality of unstructured
objects, at least a portion organized into categories, as
a corpus;

allowing the user to select at least one concept to form a
concept set; and

displaying a first dimension including at least one of the
categories, wherein for each concept 1n the concept set,
a presence or absence of the concept 1s indicated for
cach category 1n the first dimension.

2. The method of claim 1, further comprising;:

allowing the user to select a first category from the first
dimension; and

displaying, in response to the selection of the first cat-
cgory, a second dimension, wherein each unstructured
object and/or category of the second dimension 1is
associated with the first category of the first dimension.

3. The method of claim 1, further comprising;:

allowing the user to select a first concept from the concept
set; and

displaying, i response to the selection of the first con-
cept, a second dimension, wherein a presence or
absence of the first concept 1s indicated for each
unstructured object and/or category in the second
dimension.

4. The method of claim 3, wherein the step of displaying

a second dimension comprises:

allowing the user to combine additional concepts with the
first concept to form a second concept set; and

displaying the second dimension, wherein for each con-
cept 1n the second concept set, a presence or absence of
the concept 1s indicated for each unstructured object
and/or category in the second dimension.

10

15

20

25

30

35

40

45

50

55

60

65

46

5. The method of claim 1, further comprising;:

allowing the user to select an 1ndication of the presence or
absence of a first concept 1n a {irst category of the first
dimension; and
displaying, a second dimension, wherein each unstruc-
tured object and/or category of the second dimension 1s
associated with the first category of the first dimension,
and wherein a presence or absence of the first concept
1s 1ndicated for each unstructured object and/or cat-
egory 1n the second dimension.
6. The method of claim 5, wherein the step of displaying
a second dimension comprises:
allowing the user to combine additional concepts with the
first concept to form a second concept set; and

displaying the second dimension, wherein for each con-
cept 1n the second concept set, a presence or absence of
the concept 1s indicated for each unstructured object
and/or category in the second dimension.

7. The method of claim 1, wherein the displaying step
COmprises:

displaying a category as a folder.

8. The method of claim 1, wherein the displaying step
COmprises:

displaying the presence or absence indications in a matrix,

wherein one axis of the matrix lists at least one unstruc-
tured object and/or at least one category, the other axis
of the matrix lists concepts, and an entry in the matrix
indicates the presence or absence of a concept 1n an
unstructured object and/or category.

9. The method of claim 8, wherein the entry 1s a numeric
value with zero indicating absence and a value greater than
zero 1ndicating a degree of presence.

10. The method of claim 1, wherein the displaying step
COmprises:

displaying the presence or absence indications as a graph

chart, wherein for each concept 1n the concept set, a
graph 1s displayed indicating the presence or absence of
the concept among the at least one category of the first
dimension.

11. A computer-based method to allow a user to analyze
unstructured objects, comprising:

allowing a user to select a plurality of unstructured objects

as a Corpus;

allowing the user to select at least one concept to form a

concept set;
allowing the user to select a first dimension, wherein a
dimension includes at least one unstructured object
from the corpus and/or at least one category;

displaying the first dimension, wherein for each concept
in the concept set, a presence or absence of the concept
1s 1ndicated for each unstructured object and/or cat-
egory 1n the first dimension; and
turther comprising the following steps which support
online analytical processing (OLAP) requirements of
drill down, slice and dice, and graphical analysis:

allowing the user to display a second dimension as a result
of selecting a first category from the first dimension, a
first concept from the concept set, or a first indication
of a presence or absence of a concept from the concept
set 1 an unstructured object or category of the first
dimension, thereby supporting drill down;

allowing the user to modily the first dimension, the

second dimension or the concept set, thereby support-
ing slice and dice;

allowing the user to specily a second category for sharing

with a second corpus, thereby further supporting slice
and dice:; and
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allowing the user to graphically display information pro-
vided 1n the first dimension or the second dimension,
thereby supporting graphical analysis.
12. The method of claim 1, further comprising:
adding an additional unstructured object to the corpus;
and
categorizing the additional unstructured object to be asso-
ciated with a category.
13. A computer-based method to allow a user to analyze
unstructured objects, comprising:
allowing a user to select a plurality of unstructured objects
as a corpus;
allowing the user to select at least one concept to form a
concept set;
allowing the user to select a first dimension, wherein a
dimension includes at least one unstructured object
from the corpus and/or at least one category;
displaying the first dimension, wherein for each concept
in the concept set, a presence or absence of the concept
1s 1ndicated for each unstructured object and/or cat-
cgory 1n the first dimension;
adding an additional unstructured object to the corpus;
and
categorizing the additional unstructured object to be asso-
ciated with a category, wherein the categorizing step
COMprises:
calculating an inverted category ratio and a concept ratio
for each concept associated with the additional unstruc-
tured object;
calculating a category normalization ratio; and
associating the additional unstructured object with a cat-
cgory based on the inverted category ratio, the concept
ratio, and the category normalization ratio.
14. The method of claim 1, further comprising;:
allowing the user to specily a category for sharing with a
second corpus; and
identifying, to the second corpus, an unstructured object
associated with the shared category.
15. The method of claim 14, further comprising:
adding the idenfified unstructured object to the second
corpus 1i the 1identified unstructured object 1s not
already included 1n the second corpus.
16. The method of claim 14, further comprising;
adding a reference to the identified unstructured object in
the second corpus without duplicating the contents of
the 1dentified unstructured object 1n the second corpus.
17. The method of claim 14, further comprising:
categorizing the identified unstructured object to be asso-
ciated with at least one category associated with the
second corpus.
18. The method of claim 14, wherein the second corpus 1s
associated with a second user.
19. A system to allow a user to analyze unstructured
objects, comprising:
a processor; and
a memory 1n communication with the processor, wherein
the memory stores a plurality of processing instructions
for directing the processor to:
allow a user to select a plurality of unstructured objects,
at least a portion organized into categories, as a
COrpus;
allow the user to select at least one concept to form a
concept set; and
display a first dimension including at least one of the
categories, wherein for each concept 1n the concept
set, a presence or absence of the concept 1s indicated
for each category in the first dimension.
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20. The system of claim 19, wherein the plurality of
processing instructions further includes instructions ifor
directing the processor to:

allow the user to select a first category from the first

dimension; and

display, 1n response to the selection of the first category,

a second dimension, wherein each unstructured object
and/or category of the second dimension 1s associated
with the first category of the first dimension.

21. The system of claim 19, wherein the plurality of
processing 1nstructions further includes instructions for
directing the processor to:

allow the user to select a first concept from the concept

set; and

display, in response to the selection of the first concept, a

second dimension, wherein a presence or absence of
the first concept 1s indicated for each unstructured
object and/or category 1n the second dimension.
22. The system of claim 21, wherein the processing
instructions for directing the processor to display a second
dimension include nstructions for directing the processor to:
allow the user to combine additional concepts with the
first concept to form a second concept set; and

display the second dimension, wherein for each concept
in the second concept set, a presence or absence of the
concept 1s indicated for each unstructured object and/or
category 1n the second dimension.

23. The system of claim 19, wherein the plurality of
processing instructions further includes instructions ifor
directing the processor to:

allow the user to select an indication of the presence or

absence of a first concept 1n a first category of the first
dimension; and
display a second dimension, wherein each unstructured
object and/or category of the second dimension 1is
associated with the first category of the first dimension,
and wherein a presence or absence of the first concept
1s 1ndicated for each unstructured object and/or cat-
egory 1n the second dimension.
24. The system of claim 23, wherein the processing
instructions for directing the processor to display a second
dimension include mstructions for directing the processor to:
allow the user to combine additional concepts with the
first concept to form a second concept set; and

display the second dimension, wherein for each concept
in the second concept set, a presence or absence of the
concept 1s indicated for each unstructured object and/or
category 1n the second dimension.

25. The system of claim 19, wherein the processing
instructions for directing the processor to display a first
dimension include nstructions for directing the processor to:

display a category as a folder.

26. The system of claim 19, wherein the processing
instructions for directing the processor to display a first
dimension include mstructions for directing the processor to:

display the presence or absence indications 1n a matrix,

wherein one axis of the matrix lists at least one unstruc-
tured object and/or at least one category, the other axis
of the matrix lists concepts, and an entry 1n the matrix
indicates the presence or absence of a concept in an
unstructured object and/or category.

277. The system of claim 26, wherein the entry 1s a numeric
value with zero indicating absence and a value greater than
zero 1ndicating a degree of presence.

28. The system of claim 19, wherein the processing
istructions for directing the processor to display a first
dimension include mnstructions for directing the processor to:
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display the presence or absence indications as a graph
chart, wherein for each concept 1n the concept set, a
graph 1s displayed indicating the presence or absence of

the concept among the at least one category of the first
dimension.

29. A system to allow a user to analyze unstructured
objects, comprising:

a processor; and

a memory in commumnication with the processor, wherein

the memory stores a plurality of processing nstructions
for directing the processor to:
allow a user to select a plurality of unstructured objects
as a corpus;
allow the user to select at least one concept to form a
concept set;
allow the user to select a first dimension, wherein a
dimension includes at least one unstructured object
from the corpus and/or at least one category; and
display the first dimension, wherein for each concept 1n
the concept set, a presence or absence of the concept
1s mdicated for each unstructured object and/or cat-
cgory 1n the first dimension,
wherein the plurality of processing instructions sup-
ports online analytical processing (OLAP) require-
ments of drill down, slice and dice and graphical
analysis by further including instructions for direct-
ing the processor to:
allow the user to display a second dimension as a
result of selecting a first category from the first
dimension, a first concept from the concept set, or
a first indication of a presence or absence of a
concept from the concept set 1n an unstructured
object or category of the first dimension, thereby
supporting drill down;
allow the user to modity the first dimension, the
second dimension or the concept set, thereby
supporting slice and dice;
allow the user to specily a second category for
sharing with a second corpus, thereby further
supporting slice and dice; and
allow the user to graphically display information
provided in the first dimension or the second
dimension, thereby supporting graphical analysis.
30. The system of claim 19, wherein the plurality of
processing 1nstructions further includes instructions for
directing the processor to:
add an additional unstructured object to the corpus; and
categorize the additional unstructured object to be asso-
ciated with a category.
31. A system to allow a user to analyze unstructured
objects, comprising:
a processor; and
a memory in communication with the processor, wherein
the memory stores a plurality of processing instructions
for directing the processor to:
allow a user to select a plurality of unstructured objects
as a corpus;
allow the user to select at least one concept to form a
concept set;
allow the user to select a first dimension, wherein a
dimension includes at least one unstructured object
from the corpus and/or at least one category;
display the first dimension, wherein for each concept 1n
the concept set, a presence or absence of the concept
1s mdicated for each unstructured object and/or cat-
cegory 1n the first dimension;
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add an additional unstructured object to the corpus; and
categorize the additional unstructured object to be
associated with a category, wherein the processing
instructions for directing the processor to categorize
the additional unstructured object include instruc-
tions for directing the processor to:
calculate an 1verted category ratio and a concept
ratio for each concept associated with the addi-
tional unstructured object;
calculate a category normalization ratio; and
associate the additional unstructured object with a
category based on the inverted category ratio, the
concept ratio, and the category normalization
ratio.

32. The system of claim 19, wherein the plurality of
processing 1instructions further includes instructions for
directing the processor to:

allow the user to specily a category for sharing with a

second corpus; and

identity, to the second corpus, an unstructured object

associated with the shared category.

33. The system of claim 32, wherein the plurality of
processing instructions further includes instructions ifor
directing the processor to:

add the 1dentified unstructured object to the second corpus

if the identified unstructured object i1s not already
included 1n the second corpus.

34. The system of claim 32, wherein the plurality of
processing 1nstructions Iurther includes instructions for
directing the processor to:

add a reference to the 1dentified unstructured object 1n the

second corpus without duplicating the contents of the
identified unstructured object 1n the second corpus.

35. The system of claim 32, wherein the plurality of
processing 1nstructions further includes instructions for
directing the processor to:

categorize the identified unstructured object to be asso-

ciated with at least one category associated with the
second corpus.

36. The system of claim 32, wherein the second corpus 1s

associated with a second user.

37. A computer program product comprising a computer
usable medium having control logic stored therein for caus-
ing a computer to allow a user to analyze unstructured
objects, said control logic comprising:

first computer readable program code means for causing

the computer to allow a user to select a plurality of
unstructured objects, at least a portion organized nto
categories, as a corpus;

second computer readable program code means for caus-

ing the computer to allow the user to select at least one
concept to form a concept set; and

third computer readable program code means for causing

the computer to display a first dimension 1ncluding at
least one of the categories, wherein for each concept 1n
the concept set, a presence or absence of the concept 1s
indicated for each category in the first dimension.

38. The computer program product of claim 37, further
comprising;

fourth computer readable program code means for caus-

ing the computer to allow the user to select a first
category from the first dimension; and

sixth fifth computer readable program code means for

causing the computer to display, in response to the
selection of the first category, a second dimension,
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wherein each unstructured object and/or category of the
second dimension 1s associated with the first category
of the first dimension.
39. The computer program product of claim 37, further
comprising;
fourth computer readable program code means for caus-
ing the computer to allow the user to select a first
concept from the concept set; and
fifth computer readable program code means for causing
the computer to display, 1n response to the selection of
the first concept, a second dimension, wherein a pres-
ence or absence of the first concept 1s indicated for each
unstructured object and/or category in the second
dimension.
40. The computer program product of claim 39, wherein
the fifth computer readable program code means includes:
sixth computer readable program code means for causing
the computer to allow the user to combine additional
concepts with the first concept to form a second con-
cept set; and
seventh computer readable program code means for caus-
ing the computer to display the second dimension,
wherein for each concept 1n the second concept set, a
presence or absence of the concept 1s indicated for each
unstructured object and/or category in the second
dimension.
41. The computer program product of claim 37, further
comprising:
fourth computer readable program code means for caus-
ing the computer to allow the user to select an 1ndica-
tion of the presence or absence of a first concept 1n a
first category of the first dimension; and
fifth computer readable program code means for causing
the computer to display a second dimension, wherein
cach unstructured object and/or category of the second
dimension 1s associated with the first category of the
first dimension, and wherein a presence or absence of
the first concept i1s indicated for each unstructured
object and/or category 1n the second dimension.
42. The computer program product of claim 41, wherein
the fifth computer program product means includes:
sixth computer readable program code means for causing
the computer to allow the user to combine additional
concepts with the first concept to form a second con-
cept set; and
seventh computer readable program code means for caus-
ing the computer to display the second dimension,
wherein for each concept 1n the second concept set, a
presence or absence of the concept 1s indicated for each
unstructured object and/or category in the second
dimension.
43. The computer program product of claim 37, wherein
the third computer readable program code means 1ncludes:
fourth computer readable program code means for caus-
ing the computer to display a category as a folder.
44. The computer program product of claim 37, wherein
the third computer readable program code means includes:
fourth computer readable program code means for caus-
ing the computer to display the presence or absence
indications 1n a matrix, wherein one axis of the matrix
lists at least one unstructured object and/or at least one
category, the other axis of the matrix lists concepts, and
an entry in the matrix indicates the presence or absence
of a concept 1n an unstructured object and/or category.
45. The computer program product of claim 44, wherein
the entry 1s a numeric value with zero indicating absence and
a value greater than zero indicating a degree of presence.

10

15

20

25

30

35

40

45

50

55

60

65

52

46. The computer program product of claim 37, wherein
the third computer readable program code means includes:
fourth computer readable program code means for caus-
ing the computer to display the presence or absence
indications as a graph chart, wherein for each concept
in the concept set, a graph 1s displayed indicating the
presence or absence of the concept among the at least

one category of the first dimension.

47. A computer program product comprising a computer
usable medium having control logic stored therein for caus-
ing a computer to allow a user to analyze unstructured
objects, said control logic comprising:

first computer readable program code means for causing

the computer to allow a user to select a plurality of
unstructured objects as a corpus;

second computer readable program code means for caus-

ing the computer to allow the user to select at least one
concept to form a concept set;

third computer readable program code means for causing

the computer to allow the user to select a first dimen-

sion, wherein a dimension includes at least one unstruc-

tured object from the corpus and/or at least one cat-

CEory.

fourth computer readable program code means for caus-

ing the computer to display the first dimension, wherein

for each concept in the concept set a presence or

absence of the concept 1s indicated for each unstruc-

tured object and/or category in the first dimension; and

fifth computer readable program code means supporting

online analytical processing (OLAP) requirements of

drill down, slice and dice and graphical analysis, the

fifth computer readable program code means compris-

ng:

sixth computer readable program code means for caus-
ing the computer to allow the user to display a
second dimension as a result of selecting a first
category from the first dimension, a first concept
from the concept set, or a first indication of a
presence or absence of a concept from the concept
set 1 an unstructured object or category of the first
dimension, thereby supporting drill down;

seventh computer readable program code means for
causing the computer to allow the user to modity the
first dimension, the second dimension or the concept
set, thereby supporting slice and dice;

cighth computer readable program code means for
causing the computer to allow the user to specily a
second category for sharing with a second corpus,
thereby further supporting slice and dice; and

ninth computer readable program code means for caus-
ing the computer to allow the user to graphically
display information provided in the first dimension
or the second dimension, thereby supporting graphi-
cal analysis.

48. The computer program product of claim 37, turther
comprising:

fourth computer readable program code means for caus-

ing the computer to add an additional unstructured
object to the corpus; and

fifth computer readable program code means for causing

the computer to categorize the additional unstructured
object to be associated with a category.

49. A computer program product comprising a computer
usable medium having control logic stored therein for caus-
ing a computer to allow a user to analyze unstructured
objects, said control logic comprising:
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first computer readable program code means for causing
the computer to allow a user to select a plurality of
unstructured objects as a corpus;
second computer readable program code means for caus-
ing the computer to allow the user to select at least one
concept to form a concept set;
third computer readable program code means for causing
the computer to allow the user to select a first dimen-
sion, wherein a dimension includes at least one unstruc-
tured object from the corpus and/or at least one cat-
CEory,
fourth computer readable program code means for caus-
ing the computer to display the first dimension, wherein
for each concept 1n the concept set, a presence or
absence of the concept 1s indicated for each unstruc-
tured object and/or category 1n the first dimension;
fifth computer readable program code means for causing
the computer to add an additional unstructured object to
the corpus; and
sixth computer readable program code means for causing
the computer to categorize the additional unstructured
object to be associated with a category, wherein the
sixth computer readable program code means includes:
seventh computer readable program code means for
causing the computer to calculate an inverted cat-
cgory ratio and a concept ratio for each concept
associated with the additional unstructured object;
cighth computer readable program code means for
causing the computer to calculate a category nor-
malization ratio; and
ninth computer readable program code means for caus-
ing the computer to associate the additional unstruc-
tured object with a category based on the mverted
category ratio, the concept ratio, and the category
normalization ratio.
50. The computer program product of claim 37, further
comprising;
fourth computer readable program code means for caus-
ing the computer to allow the user to specily a category
for sharing with a second corpus; and
fifth computer readable program code means for causing
the computer to identity, to the second corpus, an
unstructured object associated with the shared category.
51. The computer program product of claim 50, further
comprising:
sixth computer readable program code means for causing
the computer to add the identified unstructured object
to the second corpus if the identified unstructured
object 1s not already included in the second corpus.
52. The computer program product of claim 50, further
comprising;
sixth computer readable program code means for causing
the computer to add a reference to the identified
unstructured object in the second corpus without dupli-
cating the contents of the identified unstructured object
in the second corpus.
53. The computer program product of claim 50, further
comprising;
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sixth computer readable program code means for causing
the computer to categorize the identified unstructured
object to be associated with at least one category
associated with the second corpus.

54. The computer program product of claim 350, wherein
the second corpus 1s associated with a second user.

55. A computer-based method that supports online ana-
lytical processing (OLAP) requirements of drill down, slice
and dice, and graphical analysis to allow a user to analyze
a corpus ol unstructured objects, comprising;:

allowing the user to select at least one concept to form a

concept set;
allowing the user to select a first dimension, wherein a
dimension includes at least one unstructured object
from the corpus and/or at least one category;

displaying the first dimension, wherein for each concept
in the concept set, a presence or absence of the concept
1s 1ndicated for each unstructured object and/or cat-
egory 1n the first dimension;

allowing the user to display a second dimension as a result

of selecting a first category from the first dimension, a
first concept from the concept set, or a first indication
ol a presence or absence of a concept from the concept
set 1n an unstructured object or category of the first
dimension, thereby supporting drill down;

allowing the user to modily the first dimension, the

second dimension or the concept set, thereby support-
ing slice and dice; and

allowing the user to graphically display information pro-

vided 1n the first dimension or the second dimension,
thereby supporting graphical analysis.
56. A computer program product that supports online
analytical processing (OLAP) to allow a user to analyze a
corpus of unstructured objects, the computer program prod-
uct comprising a computer usable medium having control
logic stored therein, said control logic comprising;:
first computer readable program code means for causing
the computer to display a first dimension 1ncluding at
least one concept, at least one category, and at least one
indication of a presence or absence of one of the at least
one concept 1n one of the at least one category, wherein
a category includes an unstructured object in the cor-
pus;
second computer readable program code means for caus-
ing the computer to allow the user to display a second
dimension as a result of the user selecting one of the at
least one category, one of the at least one concept, or
one of the at least one indication, thereby supporting
drill down;
third computer readable program code means for causing
the computer to allow the user to modily the at least one
concept, thereby supporting slice and dice; and

fourth computer readable program code means for caus-
ing the computer to allow the user to graphically
display information provided 1in the first dimension or
the second dimension, thereby supporting graphical
analysis.
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