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MULTIPATH TRANSMISSION CONTROL
PROTOCOL PROXY

Matter enclosed in heavy brackets [ ]| appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue; a claim printed with strikethrough
indicates that the claim was canceled, disclaimed, or held
invalid by a prior post-patent action or proceeding.

CROSS REFERENCE 10 RELATED
APPLICATIONS

This application is a reissue of U.S. Pat. No. 8,400,923 B2
issued Mar, 19, 201 3.

FIELD OF THE INVENTION

Embodiments of the invention relate to the field of
Transmission Control Protocol (TCP) service; and more
specifically, to improving throughput of data communicated
to and from a host or client running TCP.

BACKGROUND

A host 1s, for example, a server, laptop, or mobile phone
that communicates with another host or subscriber end
station, such as another server, laptop, or mobile phone. A
host that runs TCP utilizes a TCP connection to send and
receive packets with another host or subscriber end station.
An edge router assists the host by transmitting packets over
the TCP connection to and from the host. The edge router
does not terminate or initiate the TCP connection, but rather
acts to ensure that packets are transmitted correctly.

Multipath Transmission Control Protocol (MPTCP) 1s a
potential implementation that would have various benefits
over TCP. MPTCP utilizes multiple paths for one TCP
connection and therefore allows for higher throughput i1n
data communications. Higher traflic applications, such as
video, could be more easily supported using MPTCP. How-
ever, MPTCP 1s not widely implemented and even 11 it were
implemented in this case, hosts that run TCP would not be
capable of taking advantage of MPTCP 11 the TCPIP stack
on the host 1s not upgraded. Upgrading the TCPIP stack on
every single IP enabled host would be a challenging and
time-consuming process, €.g., on the order of years or
decades to update billions of such devices. Moreover, coor-
dinating the upgrades can add to the complications of this
pProcess.

SUMMARY

This invention takes advantage of an MPTCP connection
without requiring that the TCPIP stack on a host be
upgraded. This 1s done by running an MPTCP proxy on the
edge router that 1s coupled to the host. As a result, the host
1s unaware of any MPTCP utilization and runs TCP as
normal. The edge router performs the necessary conversions
between TCP and MPTCP so that packets sent from the host
over a TCP connection are demultiplexed to a MPTCP
connection, and likewise, packets sent to the host over an
MPTCP connection are multiplexed by the edge router to a
TCP connection.

A method 1n an edge router to facilitate communications
between a subscriber end station running TCP and a second
clectronic device that 1s one of a second edge router and

5

10

15

20

25

30

35

40

45

50

55

60

65

2

server end station comprises the following steps. The edge
router registers an Internet Protocol (IP) address of the

subscriber end station with a domain name server to indicate
that the subscriber end station 1s MPTCP capable, wherein
the edge router runs an MPTCP proxy to facilitate the
subscriber end station having only the appearance to the
second electronic device of being MPTCP capable but 1n
actuality 1s TCP capable and not MPTCP capable. The
second electronic device 1s running at least one of MPTCP
and MPTCP proxy. The edge router receives packets from
the subscriber end station destined for the second electronic
device or from the second electronic device destined for the
subscriber end station. The edge router determines that the
packets are either received from the subscriber end station
over a TCP connection or from the second electronic device
over an MPTCP connection. In response to determining that
the packets are recerved from the subscriber end station over
the TCP connection, the edge router performs the following
steps. The edge router demultiplexes the packets to convert
the packets for transmission over the MPTCP connection,
whereby utilizing MPTCP for the packets rather than main-
taining TCP 1increases throughput by taking advantage of
higher bandwidth capabilities of MPTCP compared to TCP
and transmits the packets over the MPTCP connection to the
second edge router or server end station. In response to
determining that the packets are recerved from the second
clectronic device over the MPTCP connection, the edge
router performs the following steps. The edge router multi-
plexes the packets to convert the packets for transmission
over the TCP connection, whereby the edge router convert-
ing from MPTCP to TCP allows the subscriber end station
to receive packets from the MPTCP connection without
reconfiguring 1ts own TCP setup and transmits the packets
over the TCP connection to the subscriber end station.

An edge router configured to utilize a MPTCP connection
for a subscriber end station running TCP comprises the
following modules. A registration module 1s configured to
register an Internet Protocol (IP) address of the subscriber
end station with a domain name server to indicate that the
subscriber end station 1s MPTCP capable, wherein the edge
router runs MPTCP proxy to facilitate the subscriber end
station having only the appearance to a second electronic
device running at least one of MPTCP and MPTCP proxy of
being MPTCP capable but 1n actuality 1s TCP capable and
not MPTCP capable. An mput module 1s configured to
receive packets from the subscriber end station over a TCP
connection. A packet conversion module 1s configured to
demultiplex the packets to utilize MPTCP, whereby utilizing
MPTCP {for the packets rather than maintaining TCP
increases throughput by taking advantage of higher band-
width capabilities of MPTCP compared to TCP. An output
module 1s configured to transmit the packets out of the edge
router over an MPTCP connection to the second electronic
device, wherein the second electronic device runs one of
MPTCP and MPTCP proxy and 1s one of a second edge

router and a server end station.

BRIEF DESCRIPTION OF THE

DRAWINGS

The present invention 1s 1llustrated by way of example,
and not by way of limitation, in the figures of the accom-
panying drawings in which like references indicate similar
elements. It should be noted that diflerent references to “an
or “one” embodiment in this disclosure are not necessarily
to the same embodiment, and such references mean at least
one. Further, when a particular feature, structure, or char-
acteristic 1s described 1n connection with an embodiment, it
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1s submitted that 1t 1s within the knowledge of one skilled 1n
the art to eflect such feature, structure, or characteristic 1n

connection with other embodiments whether or not explic-
itly described.

FIG. 1 illustrates an exemplary computer system of a
client and server according to one embodiment of the
invention;

FIG. 2 illustrates an exemplary computer system of two
hosts according to one embodiment of the invention;

FIG. 3 1s an exemplary edge router according to one
embodiment of the invention;

FIG. 4A depicts an exemplary method of an edge router
according to one embodiment of the invention;

FIG. 4B depicts an exemplary acknowledgement method
of an edge router according to one embodiment of the
invention; and

FIG. 5 depicts an exemplary method of an edge router
according to one embodiment of the invention.

DETAILED DESCRIPTION

In the following description, numerous specific details are
set forth. However, 1t 1s understood that embodiments of the
invention may be practiced without these specific details. In
other instances, well-known circuits, structures and tech-
niques have not been shown 1n detail 1n order not to obscure
the understanding of this description.

References 1n the specification to “one embodiment,” “an
embodiment,” “an example embodiment,” etc., indicate that
the embodiment described may include a particular feature,
structure, or characteristic, but every embodiment may not
necessarily include the particular feature, structure, or char-
acteristic. Moreover, such phrases are not necessarily refer-
ring to the same embodiment. Further, when a particular
feature, structure, or characteristic 1s described 1n connection
with an embodiment, 1t 1s submitted that it 1s within the
knowledge of one skilled 1n the art to effect such feature,
structure, or characteristic in connection with other embodi-
ments whether or not explicitly described.

In the {following description and claims, the terms
“coupled” and “‘connected,” along with their derivatives,
may be used. It should be understood that these terms are not
intended as synonyms for each other. “Coupled” 1s used to
indicate that two or more elements, which may or may not
be 1n direct physical or electrical contact with each other,
cooperate or interact with each other. “Connected” 1s used to
indicate the establishment of communication between two or
more elements that are coupled with each other.

The techmques shown 1n the figures can be implemented
using code and data stored and executed on one or more
clectronic devices (e.g., an end station, a network element,
etc.). Such electronic devices store and communicate (1nter-
nally and/or with other electronic devices over a network)
code and data using machine-readable media, such as
machine-readable storage media (e.g., magnetic disks; opti-
cal disks; random access memory; read only memory; flash
memory devices; phase-change memory) and machine-read-
able communication media (e.g., electrical, optical, acous-
tical or other form of propagated signals—such as carrier
waves, inifrared signals, digital signals, etc.). In addition,
such electronic devices typically include a set of one or more
processors coupled to one or more other components, such
as one or more storage devices, user input/output devices
(c.g., a keyboard, a touchscreen, and/or a display), and
network connections. The coupling of the set of processors
and other components 1s typically through one or more
busses and bridges (also termed as bus controllers). The
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storage device and signals carrying the network traflic
respectively represent one or more machine-readable stor-
age media and machine-readable communication media.
Thus, the storage device of a given electronic device typi-
cally stores code and/or data for execution on the set of one
or more processors of that electronic device. Of course, one
or more parts of an embodiment of the mvention may be
implemented using different combinations of software, firm-
ware, and/or hardware.

As used herein, a network element (e.g., a router, switch,
bridge, etc.) 1s a piece ol networking equipment, including
hardware and software, that communicatively interconnects
other equipment on the network (e.g., other network ele-
ments, end stations, etc.). Some network elements are “mul-
tiple services network elements™ that provide support for
multiple networking functions (e.g., routing, bridging,
switching, Layer 2 aggregation, session border control,
Quality of Service, and/or subscriber management), and/or

provide support for multiple application services (e.g., data,
voice, and video). Subscriber end stations (e.g., servers,
workstations, laptops, palm tops, mobile phones, smart-
phones, multimedia phones, Voice Over Internet Protocol
(VOIP) phones, portable media players, GPS units, gaming
systems, set-top boxes, etc.) access content/services pro-
vided over the Internet and/or content/services provided on
virtual private networks (VPNs) overlaid on the Internet.
The content and/or services are typically provided by one or
more end stations (e.g., server end stations) belonging to a
service or content provider or end stations participating 1n a
peer 1o peer service, and may include public webpages (free
content, store fronts, search services, etc.), private webpages
(e.g., username/password accessed webpages providing
email services, etc.), corporate networks over VPNs, etc.
Typically, subscriber end stations are coupled (e.g., through
customer premise equipment coupled to an access network
(wired or wirelessly)) to edge network elements, which are
coupled (e.g., through one or more core network elements)
to other edge network elements, which are coupled to other
end stations (e.g., server end stations).

Some network elements include functionality for AAA
(authentication, authorization, and accounting) protocols
(e.g., RADIUS (Remote Authentication Dial-In User Ser-
vice), Diameter, and/or TACAS+ (Terminal Access Control-
ler Access Control System). AAA can be provided through
a client/server model, where the AAA client 1s implemented
on a network element and the AAA server can be imple-
mented either locally on the network element or on a remote
end station (e.g., server end station) coupled with the net-
work element. Authentication 1s the process of identifying
and veritying a subscriber. For instance, a subscriber might
be 1dentified by a combination of a username and a password
or through a unique key. Authorization determines what a
subscriber can do after being authenticated, such as gaining,
access to certain end station information resources (e.g.,
through the use of access control policies). Accounting 1s
recording user activity. By way of a summary example,
subscriber end stations may be coupled (e.g., through an
access network) through an edge network element (support-
ing AAA processing) coupled to core network elements
coupled to server end stations of service/content providers.
AAA processing 1s performed to i1dentify the subscriber
record for a subscriber. A subscriber record includes a set of
attributes (e.g., subscriber name, password, authentication
information, access control information, rate-limiting infor-
mation, policing information, etc.) used during processing of
that subscriber’s traflic.
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Certain network eclements (e.g., certain edge network
clements) internally represent subscriber end stations (or
sometimes customer premise equipment (CPE) such as a
residential gateway (e.g., a router, modem )) using subscriber
circuits. A subscriber circuit uniquely identifies within the
network element a subscriber session and typically exists for
the litetime of the session. Thus, a network element typically
allocates a subscriber circuit when the subscriber connects to
that network element, and correspondingly de-allocates that
subscriber circuit when that subscriber disconnects. Each
subscriber session represents a distinguishable flow of pack-
cts communicated between the network element and a
subscriber end station (or sometimes CPE such as a resi-
dential gateway or modem) using a protocol, such as the
point-to-point protocol over another protocol (PPPoX) (e.g.,
where X 1s Ethernet or Asynchronous Transfer Mode
(ATM)), Ethernet, 802.1Q Virtual LAN (VLAN), Internet
Protocol, ATM, etc. A subscriber session can be initiated
using a variety of mechanisms: manual provisioning a
dynamic host configuration protocol (DHCP), DHCP/client-
less internet protocol service (CLIPS), Media Access Con-
trol (MAC) address tracking, etc. For example, the point-
to-point protocol (PPP) 1s commonly used for DSL services
and requires installation of a PPP client that enables the
subscriber to enter a username and a password, which 1n turn
may be used to select a subscriber record. When DHCP 1s
used (e.g., for cable modem services), a username typically
1s not provided; but 1n such situations the MAC address of
the hardware in the subscriber end station (or CPE) 1s
provided. The use of DHCP and CLIPS on the network
clement captures the MAC addresses and uses these
addresses to distinguish subscribers and access their sub-
scriber records.

Certain network elements (e.g., certain edge network
clements) use a hierarchy of circuits. The leaf nodes of the
hierarchy of circuits are subscriber circuits. The subscriber
circuits have parent circuits 1n the hierarchy that typically
represent aggregations ol multiple subscriber circuits, and
thus the network segments and elements used to provide
access network connectivity of those end stations to the
network element. These parent circuits may represent physi-
cal or logical aggregations ol subscriber circuits (e.g., a
virtual local area network (VLAN), a private virtual circuit
(PVC) (e.g., for Asynchronous Transier Mode (ATM)), a
circuit-group, a channel, a pseudo-wire, a physical port of
the network element, and a link aggregation group). A
circuit-group 1s a virtual construct that allows various sets of
circuits to be grouped together for configuration purposes,
for example aggregate rate control. A pseudo-wire 1s an
emulation of a layer 2 point-to-point connection-oriented
service. A link aggregation group 1s a virtual construct that
merges multiple physical ports for purposes of bandwidth
aggregation and redundancy. Thus, the parent circuits physi-
cally or logically encapsulate the subscriber circuits.

Some network elements support the configuration of
multiple contexts. As used herein, each context includes one
or more instances of a virtual network element (e.g., a virtual
router, a virtual bridge (which may act as a virtual switch
instance 1 a Virtual Private LAN Service (VPLS)). Fach
context typically shares system resources (e.g., memory,
processing cycles, etc.) with other contexts configured on
the network element, yet 1s independently administrable. For
example, in the case of multiple virtual routers, each of the
virtual routers may share system resources but is separate
from the other virtual routers regarding its management
domain, AAA (authentication, authorization, and account-
ing) name space, IP address, and routing database(s). Mul-
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6

tiple contexts may be employed i an edge network element
to provide direct network access and/or different classes of
services for subscribers of service and/or content providers.

Within certain network elements, multiple “interfaces”
may be configured. As used herein, each interface 1s a logical
entity, typically configured as part of a context, which
provides higher-layer protocol and service information (e.g.,
Layer 3 addressing) and 1s independent of physical ports and
circuits (e.g., AITM PVC (permanent virtual circuits),
802.1Q VLAN circuits, QinQ circuits, DLCI circuits, etc.).
The subscriber records in the AAA server identily, 1n addi-
tion to the other subscriber configuration requirements, to
which context (e.g., which of the virtual routers) the corre-
sponding subscribers should be bound within the network
clement. As used herein, a binding forms an association
between a physical entity (e.g., port, channel, etc.) or a
logical entity (e.g., circuit (e.g., subscriber circuit, logical
circuit (a set of one or more subscriber circuits), etc.), etc.)
and a context’s iterface over which network protocols (e.g.,
routing protocols, bridging protocols) are configured for that
context. Subscriber data flows on the physical entity when
some higher-layer protocol interface 1s configured and asso-
ciated with that physical entity.

Some network elements provide support for implement-
ing VPNs (Virtual Private Networks) (e.g., Layer 2 VPNs
and/or Layer 3 VPNs). For example, the network element at
where a provider’s network and a customer’s network are
coupled are respectively referred to as PEs (Provider Edge)
and CEs (Customer Edge). In a Layer 2 VPN, forwarding
typically 1s performed on the CE(s) on either end of the VPN
and traflic 1s sent across the network (e.g., through one or
more PEs coupled by other network elements). Layer 2
circuits are configured between the CEs and PEs (e.g., an
Ethernet port, an 802.1Q permanent virtual circuit (PVC), an
on-demand 802.1Q PVC, a Frame Relay PVC, an Asyn-
chronous Transfer Mode (ATM) PVC, etc.). In a Layer 3
VPN, routing typically 1s performed by the PEs. By way of
example, an edge network element that supports multiple
contexts may be deployed as a PE; and a context may be
configured with a VPN protocol, and thus that context is
referred as a VPN context.

Some network elements provide support for VPLS (Vir-
tual Private LAN Service). For example, in a VPLS network,
subscriber end stations access content/services provided
through the VPLS network by coupling to CEs, which are
coupled through PEs coupled by other network elements.
VPLS networks can be used for implementing triple play
network applications (e.g., data applications (e.g., high-
speed Internet access), video applications (e.g., television
service such as IPTV (Internet Protocol Television), VoD
(Video-on-Demand) service, etc.), and voice applications
(e.g., VoIP (Voice over Internet Protocol) service)), VPN
services, etc. VPLS 1s a type of layer 2 VPN that can be used
for multi-point connectivity. VPLS networks also allow
subscriber end stations that are coupled with CEs at separate
geographical locations to communicate with each other
across a Wide Area Network (WAN) as 11 they were directly
attached to each other in a Local Area Network (LAN)
(referred to as an emulated LAN).

In VPLS networks, each CE typically attaches, possibly
through an access network (wired and/or wireless), to a
bridge module of a PE via an attachment circuit (e.g., a
virtual link or connection between the CE and the PE). The
bridge module of the PE attaches to an emulated LAN
through an emulated LAN interface. Each bridge module
acts as a “Virtual Switch Instance” (VSI) by maintaining a
forwarding table that maps MAC addresses to pseudowires
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and attachment circuits. PEs forward frames (received from
CEs) to destinations (e.g., other CEs, other PEs, etc.) based
on the MAC destination address field included in those
frames.

Network elements are commonly separated into a control
plane and a data plane (sometimes referred to as a forward-
ing plane or a media plane). In the case that the network
clement 1s a router (or 1s implementing routing functional-
ity), the control plane typically determines how data (e.g.,
packets) 1s to be routed (e.g., the next hop for the data and
the outgoing port for that data), and the data plane 1s in
charge of forwarding that data. For example, the control
plane typically includes one or more routing protocols (e.g.,
Border Gateway Protocol (BGP), Interior Gateway
Protocol(s) (IGP) (e.g., Open Shortest Path First (OSPF),
Routing Information Protocol (RIP), Intermediate System to
Intermediate System (ISIS), etc.), Label Distribution Proto-
col (LDP), Resource Reservation Protocol (RSVP), etc.) that
communicate with other network elements to exchange
routes and select those routes based on one or more routing,
metrics.

Routes and adjacencies are stored in one or more routing,
structures (e.g., Routing Information Base (RIB), Label
Information Base (LLIB), one or more adjacency structures,
etc.) on the control plane. The control plane programs the
data plane with mmformation (e.g.. adjacency and route
information) based on the routing structure(s). For example,
the control plane programs the adjacency and route infor-
mation into one or more forwarding structures (e.g., For-
warding Information Base (FIB), Label Forwarding Infor-
mation Base (LFIB), and one or more adjacency structures)
on the data plane. The data plane uses these forwarding and
adjacency structures when forwarding traflic.

Each of the routing protocols downloads route entries to
a main RIB based on certain route metrics (the metrics can
be different for different routing protocols). Each of the
routing protocols can store the route entries, including the
route entries which are not downloaded to the main RIB, 1n
a local RIB (e.g., an OSPF local RIB). A RIB module that
manages the main RIB selects routes from the routes down-
loaded by the routing protocols (based on a set of metrics)
and downloads those selected routes (sometimes referred to
as active route entries) to the data plane. The RIB module
can also cause routes to be redistributed between routing
protocols.

For layer 2 forwarding, the network element can store one
or more bridging tables that are used to forward data based
on the layer 2 information in this data.

Typically, a network element includes a set of one or more
line cards, a set of one or more control cards, and optionally
a set of one or more service cards (sometimes referred to as
resource cards). These cards are coupled together through
one or more mechanisms (e.g., a first full mesh coupling the
line cards and a second full mesh coupling all of the cards).
The set of line cards make up the data plane, while the set
of control cards provide the control plane and exchange
packets with external network element through the line
cards. The set of service cards can provide specialized
processing (e.g., Layer 4 to Layer 7 services (e.g., firewall,
IPsec, 1DS, P2P), VoIP Session Border Controller, Mobile
Wireless Gateways (GGSN, Evolved Packet System (EPS)
Gateway), etc.). By way of example, a service card may be
used to terminate IPsec tunnels and execute the attendant
authentication and encryption algorithms.

FIG. 1 illustrates an exemplary computer system of a
client and server according to one embodiment of the
invention. Client 105 and server 115 communicate with each

10

15

20

25

30

35

40

45

50

55

60

65

8

other via edge router 110. Edge router 110 1s implemented
such that improved throughput 1s achieved by taking advan-

tage of an MPTCP connection over the Internet.
Client 105 runs TCP while server 115 runs MPTCP. Since
the TCPIP stack 1n client 105 1s not configured for MPTCP,

packets sent from client 105 would normally not be able to
take advantage of the benefits of an MPTCP connection over
the Internet. Rather, the packets from client 105 would
simply be transmitted over the access network to edge router
110 and then over a single path of the MPTCP connection;
the remaining paths would be left unused. However, edge
router 110 runs an MPTCP proxy so as to facilitate com-
munications between client 105 and server 115. Now,
although client 1035 1s unaware of the conversion occurring
in edge router 110, client 105 1s able to take advantage of
higher throughput enabled by an MPTCP connection, even
though client 105 has not been upgraded from TCP to
MPTCP.

Edge router 110 manages data packets both transmaitted to
and from client 105. In one embodiment, client 105 trans-
mits packets over the access network to edge router 110
using a TCP connection. Because edge router 110 runs an
MPTCP proxy, 1t can process the packets from a TCP
connection to multiple paths over an MPTCP connection.
Edge router 110 terminates the TCP connection with client
105 and initiates an MPTCP connection with server 115.
Edge router 110 demultiplexes the packets received from
client 105 for transmission over an MPTCP connection.
Edge router 110 sends the packets over the MPTCP con-
nection, 1.e., a new connection, over the Internet and to
server 115. Server 115 1s running MPTCP and therefore
receives the packets without 1ssue.

In one embodiment, server 113 transmits packets to client
105. Server 115 runs MPTCP and therefore sends packets
over an MPTCP connection over the Internet to edge router
110. Edge router 110 runs an MPTCP proxy and therefore 1s
compatible with the MPTCP connection to server 1135. Edge
router 110 terminates the MPTCP connection and initiates a
TCP connection with client 105 (which runs TCP and not
MPTCP). Edge router 110 multiplexes the packets received
over the MPTCP connection for transmission over the TCP
connection over the access network and to client 105. Thus,
client 105 1s able to recetve communications transmitted
over an MPTCP connection even though client 105 itself
runs TCP, and not MPTCP.

A TCP connection 1s uniquely identified by a source IP
address, a destination IP address, an IP-header protocol type
(TCP), a source-port and a destination-port. MPTCP con-
nections are also uniquely i1dentified in this manner. A
segment within a TCP connection 1s uniquely identified with
its sequence number. The multiplexing and demultiplexing
procedures at the edge router 110 consist of maintaining a
mapping from a segment on the TCP connection into a
segment on an MPTCP constituent connection. To maintain
this mapping the unique i1dentification for the TCP segment
(as described above) 1s used. When a segment 1s received at
the edge router 110 on the TCP connection 1t 1s mapped to
a segment on an MPTCP connection. When the acknowl-
edgement message arrives for that segment on the MPTCP
connection the acknowledgement message for the corre-
sponding segment on the TCP connection 1s sent. Similarly,
when a segment 1s received on a MPTCP constituent, it 1s
mapped to a segment on the TCP connection. When an
acknowledgement message 1s recerved for that segment on
the TCP connection, the acknowledgement for the corre-
sponding segment on the MPTCP connection 1s sent.
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FIG. 2 illustrates an exemplary computer system of two
hosts according to one embodiment of the invention. In this
embodiment, host 1 205 communicates with host 2 220.
These hosts run TCP, but can take advantage of an MPTCP
connection over the Internet, resulting in higher throughput
for data. Edge routers 1 and 2 110, 215 that run MPTCP
proxies support this capability.

Packets are transmitted between host 1 205 and edge
router 1 110 over a TCP connection 1n an access network.
Packets are also transmitted between host 2 220 and edge
router 2 215 over a TCP connection 1n an access network.
Edge routers 1 and 2 110, 215 run MPTCP proxies so that
packets can be transmitted over an MPTCP connection over
the Internet.

When host 1 205 imitiates a TCP connection with edge
router 1 110 and transmits packets to edge router 1 110, edge
router 1 110 terminates that TCP connection and demulti-
plexer the packets for MPTCP. Edge router 1 110 sends the
converted packets over an MPTCP connection over the
Internet to edge router 2 215, which also runs an MPTCP
proxy and 1s therefore compatible with MPTCP. Edge router
2 215 terminates the MPTCP connection and 1nitiates a new
TCP connection over access network with host 2 220. Edge
router 2 215 multiplexes the packets from the MPTCP
connection for transmission over the TCP connection and
sends the packets to host 2 220. Host 2 220 runs TCP and 1s
unaware of the conversions occurring at edge routers 1 and
2 110, 215. Likewise, the reverse occurs when host 2 220
initiates a TCP connection to send packets to host 1 205.

FIG. 3 1s an exemplary edge router according to one
embodiment of the mnvention. Edge router 110 includes
vartous modules to receive, process, and transmit data
packets, mncluding a registration module 305, an input mod-
ule 310, a packet conversion module 315, and an output
module 320. Edge router 110 allows for packets to be
transmitted over both TCP and MPTCP connections while
taking advantage of multiple paths of MPTCP.

Edge router 110 1s coupled to a subscriber end station that
has not been updated to MPTCP, e.g., a client, a host, efc.
and enables communications with the subscriber end station
to fully utilize MPTCP. Registration module 305 registers an
IP address of the subscriber end station with a domain name
server. This registration gives the subscriber end station the
appearance to other edge routers, servers, etc. ol being
MPTCP capable even though 1n actuahty the subscriber end
station 1s only TCP capable and not MPTCP capable. There-
fore, the other edge routers, servers, etc. that run either
MPTCP or MPTCP proxy will utilize an MPTCP connection
when transmitting data packets to edge router 110.

Input module 310 receives packets from the subscriber
end station over a TCP connection. At this time, the TCP
connection 1s terminated at edge router 110 for packet
conversion. Packet conversion module 3135 converts the
packets received by mput module 310 and demultiplexes the
packets to utilize the higher bandwidth path capabilities of
MPTCP compared to TCP. Output module 320 then trans-
mits the converted packets out of edge router 110 over an
MPTCP connection to another electronic device, such as
another edge router or server end station that runs either
MPTCP or MP1CP proxy.

In regard to the packet conversion, when a segment 1s
received on the TCP connection, a copy of the TCP header
1s stored locally and that segment 1s sent on one of the
MPTCP-constituent connections. The association between
the TCP header of the imncoming segment and the MPTCP
header of the outgoing segment 1s maintained at the edge
router. When an acknowledgement 1s received on a MPTCP
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constituent at the edge router, the acknowledgement for the
corresponding segment on the TCP connection 1s sent.

Edge router 110 also facilitates communications 1n the
reverse direction, 1.e., from the MPTCP-capable electronic
device to the TCP-capable subscriber end station. In this
embodiment, 1input module 310 receives packets from the
edge router or server end station over an MPTCP connec-
tion. That edge router or server end station believes that the
TCP-capable subscriber end station supports MPTCP
because registration module 305 had indicated as such
during registration. At this point, the MPTCP connection 1s
terminated at edge router 110. Packet conversion module
315 multiplexes the packets to accommodate TCP and
output module 320 then transmits the packets out of edge
router 110 over a newly mitiated TCP connection and on to
the subscriber end station.

Further, 1n one embodiment, packet conversion module
315 stores header information from packets received by
input module 310. This header information 1s used to handle
transmission of acknowledgements as confirmation that data
packets have been received. For the direction of packets
transmitted from a TCP-capable subscriber end station to an
MPTCP-capable edge router or server end station, an
acknowledgement 1s received by edge router 110 from the
MPTCP-capable edge router or server end station to confirm
that the packets have successiully been transmitted. This
acknowledgement 1s received over an MPTCP connection.
Edge router 110 will route the acknowledgement over a TCP
connection and therefore looks to the header information
previously stored by packet conversion module 315 to assist
in the routing.

Acknowledgements are also received by edge router 110
in the reverse direction. In this case, packets are transmitted
from an MPTCP-capable edge router or server end station to
a TCP-capable subscriber end station and the header infor-
mation 1s captured by packet conversion module 315. There-
fore, an acknowledgement i1s transmitted from the TCP-
capable subscriber end station to edge router 110 over a TCP
connection to confirm that the packets have successiully
been received. Edge router 110 cannot simply pass on the
acknowledgement to the MPTCP-capable edge router or
server end station because multiple paths exist and turther
processing 1s needed to convert the acknowledgement for
transmission. Here, packet conversion module 315 looks at
the header information that was previously stored to parse
the acknowledgement and transmit 1t over the appropnate
paths of the MPTCP connection and onto the MPTCP-
capable edge router or server end station.

FIG. 4A depicts an exemplary method of an edge router
according to one embodiment of the invention. The opera-
tions of this and other flow diagrams will be described with
reference to the exemplary embodiments of the other dia-
grams. However, it should be understood that the operations
of the flow diagrams can be performed by embodiments of
the mvention other than those discussed with reference to
these other diagrams, and the embodiments of the invention
discussed with reference these other diagrams can perform
operations different than those discussed with reference to
the flow diagrams.

At operation 405, edge router 110 registers an IP address
of the host or client with a domain name server (DNS) to
indicate an appearance that the host or client 1s MPTCP
capable, even though the host or client 1s 1n reality only TCP
capable. Then, at operation 410, edge router 110 receives
packets and stores header information from the packets. The
header information 1s used for routing an acknowledgement
of receipt. The packets received by edge router 110 will be
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received either over a TCP connection from the TCP-
capable host or client or an MPTCP connection from another
device that runs MPTCP or MPTCP proxy, e.g., another
edge router, server, etc. (operation 4135). For packets
received by edge router 110 over a TCP connection, edge
router 110 demultiplexes the packets for transmission over
an MPTCP connection (operation 420). The demultiplexed
packets can then be transmitted over the MPTCP connection
by edge router 110 (operation 425). For packets received by
edge router 110 over a MPTCP connection, edge router 110
multiplexes the packets to accommodate TCP (operation
430). Edge router 110 then transmits he multiplexed packets
over the TCP connection to the TCP-capable host or client
(operation 435).

FIG. 4B depicts an exemplary acknowledgement method
of an edge router according to one embodiment of the
invention. The acknowledgement confirms that packets have
been recerved. However, the acknowledgement cannot nec-
essarilly be simply passed on over a different connection
because MPTCP has multiple paths that do not correspond
to TCP. Theretfore, conversion may be done by edge router
110.

At operation 440, edge router 110 receives acknowledg-
ment of the packets. I the acknowledgment 1s received over
an MPTCP connection, then 1t needs to be converted to
accommodate a TCP connection. If the acknowledgement 1s
received over a TCP connection, then 1t needs to be parsed
to correspond to the appropriate paths of MPTCP. The
conversion of the acknowledgement 1s done based on the
header information previously taken in operation 410. The
converted acknowledgement i1s then transmitted over the
appropriate paths (operation 445). This conversion involves
the use of the mapping of a segment on the TCP connection
onto a segment on the MPTCP connection. This mapping
was created when the segment was transmitted from the TCP
connection to the MPTCP connection. From that time the
mapping of the segment number from one connection to the
other 1s maintained. When the acknowledgement 1s received
the segment number mapping i1s used to generate an
acknowledgement to the TCP connection.

FIG. § depicts an exemplary method of an edge router
according to one embodiment of the invention. This embodi-
ment sets forth the connection initiation and termination
points mvolving edge router 110. Rather than passing
though a packet on the same connection, edge router 110
terminates a connection and initiates a new connection.

At operation 503, edge router 110 receives packets over a
connection. This connection 1s either a TCP connection of an
MPTCP connection. Upon recerving the packets, edge router
110 terminates the connection (operation 510). Edge router
110 then converts the packets for transmission over a new
connection (operation 5135). When the packets are received
over a TCP connection, 1t will be transmitted over a new
MPTCP connection and when the packets are received over
an MPTCP connection, 1t will be transmitted over a new
TCP connection. Edge router 110 1initiates that new connec-
tion to send the converted packets (operation 520).

For example, while the flow diagrams 1n the figures show
a particular order of operations performed by certain
embodiments of the invention, 1t should be understood that
such order 1s exemplary (e.g., alternative embodiments may
perform the operations 1n a different order, combine certain
operations, overlap certain operations, etc.).

While the invention has been described 1n terms of several
embodiments, those skilled 1n the art will recognize that the
invention 1s not limited to the embodiments described, can
be practiced with modification and alteration within the
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spirit and scope of the appended claims. The description 1s
thus to be regarded as illustrative instead of limiting.

What 1s claimed 1s:
1. A method 1n a first electronic device that 1s an edge
router to facilitate communications between a subscriber end
station running Transmission Control Protocol (TCP) and a
second electronic device that 1s one of a second edge router
and server end station, the method comprising the steps of:
registering an Internet Protocol (IP) address of the sub-
scriber end station with a domain name server to
indicate that the subscriber end station 1s Multipath
Transmission Control Protocol (MPTCP) capable,
wherein the edge router runs an MPTCP proxy to
facilitate the subscriber end station having only the
appearance to the second electronic device of being
MPTCP capable but 1n actuality 1s TCP capable and not
MPTCP capable, wherein the second electronic device
1s running at least one of MPTCP and MPTCP proxy;

recerving packets from the subscriber end station destined
for the second electronic device or from the second
clectronic device destined for the subscriber end sta-
tion;

determining that the packets are received from the sub-

scriber end station over a TCP connection or from the

second electronic device over an MPTCP connection;

in response to determining that the packets are received

from the subscriber end station over the TCP connec-

tion, performing the following steps:

demultiplexing the packets to convert the packets for
transmission over the MPTCP connection, whereby
utilizing MPTCP {for the packets rather than main-
taining TCP increases throughput by taking advan-
tage of higher bandwidth capabilities of MPTCP
compared to TCP; and

transmitting the packets over the MPTCP connection to
the second edge router or server end station; and

in response to determining that the packets are received

from the second electronic device over the MPTCP

connection, performing the following steps:

multiplexing the packets to convert the packets for
transmission over the TCP connection, whereby the
edge router converting from MPTCP to TCP allows
the subscriber end station to receive packets from the
MPTCP connection without reconfiguring its own
TCP setup; and

transmitting the packets over the TCP connection to the
subscriber end station.

2. The method of claim 1, wherein upon receiving the
packets from the subscriber end station over the TCP con-
nection, further performing the following steps:

terminating the TCP connection at the edge router; and

imtiating the MPTCP connection at the edge router to
transmit the demultiplexed packets to the second elec-
tronic device.

3. The method of claim 1, wherein upon receiving the
packets from the second electronic device over the MPTCP
connection, further performing the following steps:

terminating the MPTCP connection at the edge router; and

imitiating the TCP connection at the edge router to trans-
mit the multiplexed packets to the subscriber end
station.

4. The method of claim 1, 1n response to determining that
the packets are received from the second electronic device
over the MPTCP connection, further performing the follow-
ing steps:
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storing header information from the packets received
from the second electronic device over the MPTCP
connection;

receiving an acknowledgement from the subscriber end
station over the TCP connection, wherein the acknowl-
edgement corresponds to the packets recerved from the
second electronic device;

parsing the acknowledgement based on the header infor-
mation for MPTCP; and

transmitting the parsed acknowledgement to the second
electronic device over the MPTCP connection.

5. The method of claim 1, in response to determining that
the packets are received from the subscriber end station over
the TCP connection, further performing the following steps:

storing header information from the packets received
from the subscriber end station over the TCP connec-
tion;

receiving an acknowledgement from the second elec-
tronic device over the MPTCP connection, wherein the
acknowledgement corresponds to the packets received
from the subscriber end station;

converting the acknowledgement based on the header
information for TCP; and

transmitting the converted acknowledgement to the sub-
scriber end station over the TCP connection.

6. The method of claim 1, wherein the subscriber end
station 1s a host running TCP and unaware of an MPTCP
conversion and wherein the second electronic device 1s a
second edge router running MPTCP proxy for a second host
running TCP, whereby two hosts running TCP utilize
MPTCP advantages including higher bandwidth.

7. The method of claim 1, wherein the subscriber end
station 1s a host running TCP and unaware of the MPTCP
conversion and wherein the second electronic device 1s a
server running MPTCP.

8. An edge router configured to utilize a Multipath Trans-
mission Control Protocol (MPTCP) connection for a sub-
scriber end station running Transmission Control Protocol
(TCP), the edge router being a first electronic device, the
edge router comprising:

a registration module configured to register an Internet

Protocol (IP) address of the subscriber end station with
a domain name server to indicate that the subscriber
end station 1s MPTCP capable, wherein the edge router
runs MPTCP proxy to {facilitate the subscriber end
station having only the appearance to a second elec-
tronic device running at least one of MPTCP and
MPTCP proxy of being MPTCP capable but in actu-
ality 1s TCP capable and not MPTCP capable;

an input module configured to receive packets from the
subscriber end station over a TCP connection:

a packet conversion module configured to demultiplex the
packets to utilize MPTCP, whereby utilizing MPTCP
for the packets rather than maintaining TCP increases
throughput by taking advantage of higher bandwidth
capabilities of MPTCP compared to TCP; and

an output module configured to transmit the packets out of
the edge router over an MPTCP connection to the
second electronic device, wherein the second electronic
device runs one of MPTCP and MPTCP proxy and is
one of a second edge router and a server end station.

9. The edge router of claim 8, wherein the input module
1s also configured to receive another set of packets from the
second electronic device over the MPTCP connection, the
packet conversion module 1s also configured to multiplex the
another set of packets to accommodate TCP, whereby by
implementing MPTCP to TCP conversion of the another set
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of packets, the edge router allows the subscriber end station
to receive packets from the MPTCP connection without
reconfiguring 1ts own TCP setup, and the output module 1s
also configured to transmit the another set of packets out of
the edge router over the TCP connection to the subscriber
end station.

10. The edge router of claim 9, wherein the packet
conversion module 1s also configured to terminate the
MPTCP connection between the second electronic device
and the edge router and 1nitiate the TCP connection between
the edge router and the subscriber end station.

11. The edge router of claam 9, wherein the packet
conversion module 1s also configured to store header infor-
mation from the packets received from the second electronic
device over the MPTCP connection, the input module 1s also
configured to recerve an acknowledgement from the sub-
scriber end station over the TCP connection, wherein the
acknowledgement corresponds to the packets received from
the second electronic device, wherein the packet conversion
module 1s also configured to parse the acknowledgement
based on the header information for MPTCP, and the output
module to transmit the parsed acknowledgement to the
second electronic device over the MPTCP connection.

12. The edge router of claim 8, wherein the packet
conversion module 1s also configured to terminate the TCP
connection between the subscriber end station and the edge
router and 1nitiate the MPTCP connection between the edge
router and the second electronic device.

13. The edge router of claim 8, wherein the packet
conversion module 1s also configured to store header infor-
mation from the packets received from the subscriber end
station over the TCP connection, the mput module 1s also
configured to receive an acknowledgement from the second
electronic device over the MPTCP connection, wherein the
acknowledgement corresponds to the packets received from
the subscriber end station, the packet conversion module 1s
also configured to convert the acknowledgement based on
the header information for TCP, and the output module 1s
also configured to transmait the converted acknowledgement
to the subscriber end station over the TCP connection.

[14. The edge router of claim 8, wherein the subscriber
end station running TCP 1s unaware of an MPTCP conver-
sion and wherein the second electronic device 1s a second
edge router configured to run MPTCP proxy for a second

subscriber end station running TCP, whereby two subscriber
end stations running TCP utilize MPTCP advantages includ-
ing higher bandwidth.]

[15. The edge router of claim 8, wherein the subscriber
end station running TCP 1s unaware of the MPTCP conver-
sion and wherein the second electronic device 1s a server end
station configured to run MPTCP)]

16. A method in a network element to facilitate commu-
nications between a first end station running ITransmission
Control Protocol (TCP) and a second end station, the
method comprising:

registering an Internet Protocol (IP) address of the first

end station with a domain name server to indicate that
the first end station is Multipath Transmission Control
Protocol (MPTCP) capable, wherein the network ele-
ment runs an MPTCP proxy to facilitate the first end
station having only the appearance to the second end
station of being MPTCP capable but in actuality is TCP
capable and not MPTCP capable, wherein the second
end station is running at least one of MPTCP and
MPTCP proxy;
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receiving packets from the first end station destined for the
second end station or from the second end station
destined for the first end station;

determining that the packets are rveceived from the first
end station over a 1CP connection ov from the second
end station over an MPTCP connection;

in response to determining that the packets ave received
from the first end station over the TCP connection,
performing the following:
converting the packets from TCP to MPTCP for trans-

mission over the MPTCP connection, and
transmitting the packets over the MPTCP connection to
the second end station; and

in response to determining that the packets ave received

from the second end station over the MPTCP connec-

tion, performing the following:

converting the packets from MPTCP to TCP for trans-
mission over the TCP connection, and

transmitting the packets over the TCP connection to the
first end station.

17. The method of claim 16, wherein the network element
is a router, the first end station is a TCP server, and the
second end station is an MPITCP client.

18. The method of claim 17, wherein the router includes
an MPTCP proxy element, and wherein the MPTCP client is
a subscriber terminal.

19. The method of claim 18, whervein the MPTCP proxy
element is an MPTCP proxy application running in a virtual
machine.

20. The method of claim 17, wherein the vouter is an edge
router functioning as an MPTCP proxy.

21. The method of claim 17, wherein the router is a corve
router functioning as an MPTCP proxy.

22. The method of claim 16, wherein the network element
converting the packets from TCP to MPTCP allows the first
end station to send packets to the MPICP connection
without reconfiguring its own TCP setup, and wherein the
network element converting the packets from MPITCP to
TCP allows the first end station to receive packets from the
MPITCP comnnection without reconfiguring its own 1CP
setup.

23. The method of claim 16, wherein converting the
packets from TCP to MPICP includes demultiplexing the
packets for transmission over the MPTCP connection, and
wherein converting the packets from MPICP to TCP
includes multiplexing the packets for transmission over the
1CP comnnection.

16

24. A network element configured to execute program
instructions, which, upon execution, cause the network
element to facilitate communications between a first end
station running Transmission Control Protocol (TCP) and a

> second end station by performing the following:
registering an Internet Protocol (IP) address of the first
end station with a domain name server to indicate that
the first end station is Multipath Transmission Control

Protocol (MPTCP) capable;,

running an MPTCP proxy to facilitate the first end station
having only the appearance to the second end station of

being MPTCP capable but in actuality is TCP capable
and not MPICP capable, wherein the second end
station is running at least one of MPTCP and MPTCP

Droxy;
receiving a first set of packets from the first end station
destined for the second end station,
determining that the first set of packets is veceived from
the first end station over a TCP connection; and
in response to determining that the first set of packets is
received from the first end station over the TCP con-
nection, performing the following:
converting the packets in the first set of packets from
TCP to MPTICP for transmission over an MPTCP
connection, and
transmitting the packets in the first set of packets over
the MPTCP connection to the second end station.
25. The network element of claim 24, wherein the program
3 Instructions, upon execution, cause the network element to
facilitate communications between the first end station and
the second end station by further performing the following:
receiving a second set of packets from the second end
station destined for the first end station;
determining that the second set of packets is received from
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the second end station over the MPITCP connection;
and
in response to determining that the second set of packets
is received from the second end station over the
40 MPTCP connection, performing the following:

converting the packets in the second set of packets from
MPICP to TCP for transmission over the TCP

connection, and
transmitting the packets in the second set of packets

45 over the TCP connection to the first end station.

¥ o # ¥ ¥



UNITED STATES PATENT AND TRADEMARK OFFICE
CERTIFICATE OF CORRECTION

PATENT NO. - RE46,195 E Page 1 of 2
APPLICATION NO. : 14/285910

DATED : November 1, 2016

INVENTOR(S) : Kini

It is certified that error appears in the above-identified patent and that said Letters Patent is hereby corrected as shown below:

On the Title Page

In Item (57), under “ABSTRACT”, in Column 2, Line 5, delete “TCPIP” and insert
-- TCP/IP --, therefor.

In the Specification

In Column 1, Line 44, delete “TCPIP” and insert -- TCP/IP --, therefor.

In Column 1, Line 45, delete “TCPIP” and insert -- TCP/IP --, therefor.

In Column 1, Line 55, delete “TCPIP” and 1nsert -- TCP/IP --, therefor.

In Column 3, Line 46, delete “cooperate” and insert -- co-operate --, therefor.
In Column 4, Line 36, delete “premise” and insert -- premises --, therefor.

In Column 4, Line 44, delete “TACAS+" and insert -- TACACS+ --, therefor.
In Column 35, Line 3, delete “premise™ and insert -- premises --, therefor.

In Column 5, Line 43, delete “private” and insert -- permanent --, therefor.

In Column 5, Line 58, delete “(which” and insert -- which --, therefor.

In Column 7, Line 17, delete “(ISIS),” and insert -- (IS-IS), --, therefor.

In Column 7, Line 26, delete “(e.g..” and insert -- (e.g., --, therefor.

Signed and Sealed this
Tenth Day of January, 2017

e cbatle X Zea

Michelle K. Lee
Director of the United States Patent and Trademark Office



CERTIFICATE OF CORRECTION (continued) Page 2 of 2
U.S. Pat. No. RE46,195 E

In Column 8, Line 5, delete “TCPIP” and insert -- TCP/IP --, therefor.

In Column 9, Lines 17-18, delete “demultiplexer” and insert -- demultiplexes --, therefor.
In Column 11, Line 12, delete “he” and insert -- the --, therefor.

In Column 11, Line 45, delete “though™ and insert -- through --, theretfor.

In the Claims

In Column 13, Line 37, 1n Claim 8, delete “for” and insert -- [for --, therefor.

In Column 13, Line 39, in Claim 8, delete “(TCP),” and insert -- (TCP)], --, therefor.

In Column 13, Line 43, in Claim 8, delete “the” and insert -- [the] a --, therefor.



	Front Page
	Drawings
	Specification
	Claims
	Corrections/Annotated Pages

