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(57) ABSTRACT

One embodiment relates to a method of providing dual-hom-
ing 1n a layer 2 switch. A determination 1s made as to whether
a link 1s available to an upstream network on for a currently
active port. If the link 1s unavailable, then the layer 2 switch a)
performs a switchover such that the currently active port
becomes a newly passive port, and a currently passive port
becomes a newly active port, b) clears entries 1n an address
table of the layer 2 switch, and ¢) spoois MAC addresses out
of the newly active link. Other embodiments are also dis-
closed.

30 Claims, 8 Drawing Sheets
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begin

set _passive link(LINK_2); <+ 304
set active link(LINK 1); +————— 302
clear addr table;

init soft addr table;

active = LINK _1;

passive = LINK_2;

while true
{
linkl =read link(active); - 308
1f(link1 = LINK UP) continue; <4——— 308
else -—— 310
{
set passive limk(active);
set active link(passive); 312
interchange(active,passive);
init clear addr table; 4 314
address = get_first addr;
while(address)
{
send_spoot{address); 316
address = get next addr;
;
init soft addr table;
}
}

FIG. 3



U.S. Patent Apr. 7, 2015 Sheet 4 of 8 US RE45,454 E

Ring Switch
Fﬂl‘ ] D_\

Ring Switch
aluls

Switch
N

\ RinﬁSwitch j

L1 | L

Hinin

Ethernet switches
in a ring structrure

FIG. 4

Node | Node | Node |

\| ods / \

Rln S\mtch __,_,__\[ '
|_ L )

Nodes attached to a failed
switch in a ring are lost,

FIG. 5



U.S. Patent Apr. 7, 2015 Sheet 5 of 8 US RE45,454 E

Ring Switch RinS®itch |
/‘_’L_E_LJD/’\iED [] I}_\

Dual-Homing in a Ring

FIG. 6



U.S. Patent Apr. 7, 2015 Sheet 6 of 8 US RE45,454 E

Ring Switch Ring Switch
| | K’ min 11 t\

Ring Switch Ring Switch Ring Switch - :
s A S | = e o O )
Rin&Switch _/ \ Ring Switch

| | LI HiE]
Dual Rings
FIG. 7
T~
N
Ring Switch Ring Switch
/"_I n _I\ [' o000
Ring Switch | R S : itch . ‘
A RT Sl:wtch \Lleg_’Simrc Rln%SlWiltch

]
\_‘ Ring Switch / Ring Switch
B frg Seitch.

Dual-Homing in Dual Rings

FIG. 8



U.S. Patent

Apr. 7, 2015 Sheet 7 of 8
Mesh Switch
OooOOoad

[ Mesh Switch

H_H:

\

Mesh Switch

~ Mesh Swntch

HjEn

\N

Mesh Technology

FIG. 9

Mesh Switch

~

i

L]

Mesh Swntch

Nl

N

Mesh Switch

JHIEImIE

Mesh Switch

-

OO O

Mesh Switch

Mesh Switch

R

|

US RE45,454 F,

Mesh Switch

10

|
\ Mesh Switch

[

NN

Dual-Homing in a Mesh

FIG. 10




U.S. Patent

Apr. 7, 2015

Sheet 8 of 8

Node
[ Node
—{— Node
Node
\
i Switch ]
I Ll:

Dual-Homing for Media Redundancy

FIG. 11

US RE45,454 &



US RE45,454 E

1
DUAL-HOMING LAYER 2 SWITCH

Matter enclosed in heavy brackets | ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue; a claim printed with strikethrough indi-
cates that the claim was canceled, disclaimed, or held
invalid by a prior post-patent action or proceeding.

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present application claims the benefit of U.S. provi-
sional patent application No. 60/726,331, filed Oct. 12, 2003,
by inventors Dileep Sivasankaran and Frank S. Madren,
entitled “Dual-Homing Layer 2 Switch,” the disclosure of
which 1s hereby incorporated by reference.

NOTICE REGARDING COPYRIGHTED
MAITERIAL

A portion of the disclosure of this patent document con-
tains material which 1s subject to copyright protection. The
copyright owner has no objection to the facsimile reproduc-
tion by anyone of the patent document or the patent disclosure
as 1t appears in the Patent and Trademark Office file or

records, but otherwise reserves all copyright rights whatso-
ever.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates generally to networking.
More particularly, the present invention relates to layer 2
(typically, ethernet) networking.

2. Description of the Background Art

Designing and implementing high-availability Ethernet
L AN topologies 1in industrial networks 1s challenging. While
ring and mesh topologies are coming nto more general use,
finding practical ways to provide for recovery from faults for
edge devices and nodes 1s difficult. While devices such as
computers can be configured with two NICs for dual connec-
tions into the network, the software 1s complex. For industrial
sensors and controllers, very few PLCs and IEDs are designed
by their manufacturer to be equipped with such a feature. In
addition, the serial field buses that have been traditionally
used for industrial control do not offer fault-tolerant options,
and 1industrial systems designers are not accustomed to plan-
ning for redundancy for control devices. The choices have
been too limited and too expensive and too complicated to be
considered 1n most industrial systems.

SUMMARY

One embodiment relates to a method of providing dual-
homing 1n a layer 2 switch. A determination 1s made as to
whether a link 1s available to an upstream network on for a
currently active port. If the link 1s unavailable, then the layer
2 switch a) performs a switchover such that the currently
active port becomes a newly passive port, and a currently
passive port becomes a newly active port, b) clears entries in
an address table of the layer 2 switch, and ¢) spoofs MAC
addresses out of the newly active link.

Other embodiments are also disclosed.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 depicts a dual-homing switch configured in a net-
work topology 1n accordance with an embodiment of the

invention.
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FIG. 2 depicts a Magnum™ ESD42 dual-homing switch
configured 1n a network topology in accordance with a spe-

cific embodiment of the invention.

FIG. 3 shows example pseudo code for implementing dual-
homing in alayer 2 switch 1n accordance with an embodiment
of the mvention.

FIG. 4 depicts Ethernet switches 1n a conventional ring
structure.

FIG. 5 depicts failure of a switch 1n a conventional ring
structure.

FIG. 6 depicts a network configuration where a dual-hom-
ing layer 2 switch 1s connected to two switches 1n a ring
structure 1n accordance with an embodiment of the invention.

FIG. 7 depicts switches 1in a conventional dual-ring struc-
ture.

FIG. 8 depicts a network configuration where a dual-hom-
ing layer 2 switch 1s connected to one switch in each of two
rings 1n accordance with an embodiment of the invention.

FIG. 9 depicts an illustrative mesh topology.

FIG. 10 depicts a dual-homing switch utilized 1n a mesh
topology 1n accordance with an embodiment of the invention.

FIG. 11 depicts a dual homing switch utilized to provide
for media redundancy 1n accordance with an embodiment of
the mvention.

DETAILED DESCRIPTION

The present application discloses a novel dual-homing
technology for small Industrial Ethernet Switches. This dual-
homing technology 1s being implemented 1n the new Mag-
num™ ESD42 Switches by Garrettcom, Inc. of Fremont,
Calif. The Magnum™ ESID42 Switches provide dual-homing
for redundancy at the edge of the network for any attached
nodes. The Magnum™ ESD42 Switches are unmanaged
plug-and-play for simplicity, hardened and rugged for use in
any industrial environment, physically small (about the size
of your fist) to fit into any package, have MTBFs (mean time
betore failures) over 25 years for reliability, and are low in
cost. Redundancy at the edge of industrial networks 1s now
casily accomplished using such switching technology.

In Ethernet LANs (local area networks), dual-homing 1s a
network topology 1n which a device 1s connected to the net-
work by way of two independent access points (points of
attachment). Such a network topology 1s 1llustrated in FIG. 1.
As depicted 1n FIG. 1, one access point (the currently active
port) 1s the operating connection to the “upstream’ network,
and the other (the currently passive port) 1s a standby or
back-up connection to the upstream network that 1s activated
in the event of a failure of the operating connection. Other
ports of the switch may be connected “downstream™ to vari-
ous network nodes.

Advantageously, dual-homing adds reliability by provid-
ing a backup connection 1f the operating link fails. Because a
dual-homing switch has two attachments into the network,
you have two independent media paths and two upstream
switch connections available. Using dual-homing, only one
of the two attachment paths 1s active at a time. Loss of the
Link signal on the operating port indicates a fault, and traffic
1s quickly moved to the standby connection to accomplish a
fault recovery.

FIG. 2 depicts a Magnum™ ESD42 dual-homing switch

configured 1n a network topology in accordance with a spe-
cific embodiment of the mnvention. In the Magnum™ ESID42
Dual-Homing Switch, the two dual-homing ports (port num-
bers 1 and 2) are peers. When the ESD42 1s powered up, port
1 1s mitially used for operation providing that 1t can establish
a Link signal. Thereaftter, all Ethernet traffic upstream to and
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from the attached nodes 1s over port 1, with port 2 in standby
mode. Normally, port 2 will be attached upstream and will
have Link enabled, ready to go into operation at any time.

When there 1s aloss of Link (1.e. aloss of the link signal) on
port 1, the ESD42 Dual-Homing Switch operates to move all
of the traffic quickly to port 2. Thereatter, all Ethernet traflic
upstream to and from the attached nodes 1s over port 2, with
port 1 becoming available for back-up or standby after the
tault 1s repaired and the Link signal on port 1 1s enabled again.
Once port 2 1s 1n operation, 1t will stay 1 operation indefi-
nitely . . . until it experiences a loss of Link, whereupon the
ESD42 will move all of the traffic to port 1 to recover from the
port 2 fault.

The signal for the ESD42 to switch traffic to the other
dual-homing port 1s the loss of Link on the operating port.
There are no configuration variables or set-up choices asso-
ciated with the ESD42 Dual-Homing Switch. It 1s plug-and-
play. The dual-homing switch-over time 1s a few millisec-
onds, during which time the ESD42 changes the state of 1ts
internal address bullers and notifies upstream devices of the
change to the new operating port.

Advantageously, the operation of the ESD42 is the same,
no matter what brand or model of Ethernet switch or switches
1s upstream. The dual-homing redundancy features of the
ESD42 are consistent with industry-standard Ethernet and do
not require GarrettCom’s Magnum™ switches upstream.
While GarrettCom has more thoroughly tested the ESD42
Dual-Homing Switch with Magnum™ Switches and

S-Ring™ Redundancy Manager software and Link-Loss-
Learn™ (LLL) and IEEE 803.1x Rapid Spanning Tree Pro-

tocol (RSTP) seli-healing AN software, some other Ether-
net switch products have been tested and have been found to
work as well.

A 1ull recovery from the fault in the overall network 1s
dependent upon the time used by the upstream switches to
adjust to the movement of the nodes attached to the ESD42
from one connection port to another. In testing the ESD42
using some different brands of Fthernet switches runming
industry standard RSTP software, 1t has been found that this
1s usually less than a second. This rapid fault recovery 1s a
substantially advantageous feature.

FIG. 3 shows example pseudo code for implementing dual-
homing 1n a layer 2 switch 1in accordance with an embodiment

of the invention. As shown at the beginning of the pseudo
code, a first link (LINK_1) 1s set 302 to be the active link

(operational path), and a second link (LINK_2) 1s set 304 to
be the passive link (standby path).

Within the main loop of instructions, the link signal on the
currently active link 1s read 306, and 1f the link 1s up, then
operation of the switch continues 308 without a switchover to
the standby path. In alternate embodiments, the determina-
tion of whether a link 1s available to the upstream network on
the currently active link may be performed by means other
than by detecting the presence or absence of the ethernet link
signal. In one alternate embodiment, this determination 1s
made by detecting the presence or absence of a periodic
“heartbeat” packet. In another alternate embodiment, this
determination 1s made by detecting the presence or absence of
traffic through the link. Other suitable techniques may also be
employed.

However, if the link 1s down (1.¢. the “else” case) 310, then
the status of the links are interchanged 312 1n that the cur-
rently active link 1s set to passive status, and the currently
passive link 1s set to active status. The currently active link
may be set to the passive state by setting the port to drop all
data traffic, or by dropping the ethernet link signal, or by other
suitable techniques. The currently passive link may be set to
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the active state by setting the port so that 1t no longer drops all
data traffic, or by turning on the ethernet link signal, or by
other suitable techniques.

In addition, the entire address table of the switch may be
cleared 314 so that the switch re-learns which MAC addresses
correspond to which ports. Alternatively, the switch may clear
the address table and force a re-learn on the previously active
port. In vet another alternate embodiment, the switch may
move the learned addresses from the previously active port to

the newly active port.

Furthermore, the switch sends 316 a “spoof” of each MAC
address out of the newly active link so that devices upstream
in the topology are iformed that packets destined to these
MAC addresses are to be sent to the newly active link (instead
of the previously active link). Advantageously, such address
“spoofing” makes sure that the traific originating in the
upstream network takes the correct path and so enables the
rapid fault recovery. The address spoofing may be performed
by copying the MAC addresses of the nodes and sending out
broadcast or multicast packets to force the upstream network
to learn the correct path for the addresses. Alternatively, a
suitably coded protocol packet may be sent out of the newly
active port to force the upstream network to learn the correct
path for the addresses.

Application of Dual-Homing Layer 2 Switch i Ring
Topology

In industrial applications, popular redundant Ethernet
L.ANSs usually use a ring structure. FIG. 4 depicts an example
of such a ning structure of Ethernet switches. A ring structure
will recover from faults such as a ring media break or the
failure of one switch 1in the ring. But, as depicted in FIG. 5, the
failure of a switch in the ring takes down the nodes connected
into that switch. Additional up-time for any given node can be
increased by connecting 1t to two switches in the ring, so that
the node’s LAN connection 1s maintained even when there 1s
a Tailure of either switch in the ring. Dual-Homing can do this,
as shown by the configuration of FIG. 6, so as to achieve
improved LAN connection time for critical nodes.

In evaluating the improvement in connection time 1n ring,
structures, i1t should be noted that use of a Dual-Homing,
Switch 1improves reliability 1n two ways. First, 1t uses two
media connections 1nto the LAN so that media faults cause
less down-time. Second, the reliability of the little Dual-
Homing Switch itself (which 1s a single point-of-failure for
the attached nodes) 1s much greater that the reliability of a
large managed Ethernet switch in the ring.

It should also be noted that a dual-homing layer 2 switch
provides connection flexibility that provides maintenance
and service options. In order to upgrade a switch 1n a ring or
to load new soitware, it may need to be temporarily taken out
ol service on a planned basis. During a planned outage, dual-
homing can maintain the connection of critical nodes 1 a
redundant LAN, adding valuable up-time to overall opera-
tions and permitting service work to be done during normal
work time.

Application of Dual-Homing Layer 2 Switch in Dual-Ring
Topology

Single Ethernet rings can recover from only one fault at a
time. Where up-time needs to be increased to levels above
what can be achieved with a single ring, some LAN designs
use two rings for greater redundancy. FIG. 7 depicts a con-
ventional dual ring topology. With two rings, there are two
paths for LAN ftraflic, providing the potential for recovery
from more than one fault at a given time. Dual ring configu-
rations can sometimes be achieved at little cost increase by
breaking up a large ring ito two smaller rings.
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In a dual ring topology, dual-homing of selected high-
availability nodes 1s highly desirable and 1s easily imple-
mented by using a dual-homing layer 2 switch 1n accordance
with an embodiment of the invention. Such a configuration 1s
depicted 1n FIG. 8. The up-time requirements in these appli-
cations make cost considerations secondary. There have been
a few special-purpose dual-homing PL.Cs and dual-NIC com-
puters available, and these have often been called 1nto service
where complex dual ring LANs were being designed and
used. Now, Dual-Homing Switches enable any Ethernet-en-
abled edge device with a single NIC to have the advantage of
dual-homing up-time.

As shown 1n FIG. 8, to use a Dual-Homing ES42D Switch
in a dual ring LAN, connect Port 1 into any switch 1n one ring
and Port 2 1nto any switch in the other ring. The same fault-
recovery logic as for single rings 1s used i1n handling fault
conditions for Dual-Homing Switches used in dual ring
[LANSs. Loss of Link on the Operating Port causes the Dual-
Homing Switch to move all traffic on the upstream connec-
tion to the Standby Port, making 1t the Operating Port.

Application of Dual-Homing Layer 2 Switch in Mesh
Structure

For redundant LAN structures more robust than rings, a
mesh can provide advantages. FIG. 9 depicts an illustrative
mesh topology. Meshes can be made very complex almost
without limit, with many switches and multiple interconnects
adding to the fault recovery capability to achieve operations
even with multiple faults. Of course, the cost of the Ethernet
LAN equipment and cabling used in constructing the mesh
goes up as the complexity increases. If cost 1s no problem,
meshes can be good solutions for high-availability networks.

In a mesh structure, dual-homing provides the capability to
insert selected critical nodes that are conmected to two
switches so as to maintain connectivity into the LAN even
when one switch or one media link fails. FIG. 10 depicts a
dual-homing switch utilized within a mesh topology 1n accor-
dance with an embodiment of the invention. A simple mesh 1s
suificient to 1llustrate the principles of meshes for redun-
dancy. The same fault-recovery logic in the dual-homing
switch as for single ring and dual ring structures applies for
meshes.

Of course, the connectivity and correspondingly increased
up-time gain 1n a mesh 1s the same for a dual-homing switch
as 1t 1s for any other switch in the mesh. Note that every switch
in a mesh has at least two connections into the LAN, and can
therefore support continued operation of its attached nodes 11
a connection switch or media fails. The reliability advantage
of the Dual-Homing Switch in a mesh comes from the fact
thatitis a small, simple, inherently much more reliable device
than the typical managed mesh switch.

Dual-Homing for Media Redundancy

Another usetul application for a dual-homing switch is to
provide for media redundancy. Where there 1s significant risk
of media faults (for example, where the media 1s attached to a
movable device and 1s flexed during normal operation, or
where undependable wireless interconnects are utilized, or
where part of the media path 1s exposed 1n a high-security
situation), media redundancy adds essential connectivity
uptime.

FI1G. 11 depicts an example configuration of a dual-homing
switch utilized for media redundancy 1n accordance with an
embodiment of the mvention. For media redundancy, both
ports 1 and 2 (the Operating Port and the Standby Port) are
connected to the same switch upstream. Media types for ports
1 and 2 may be copper or fiber, may be the same or may be
different, and different media types (such as wireless) may be
inserted so long as the Link signal 1s passed through to pro-
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vide a reliable signal for switchovers between the Operating
and Standby Ports of the ESD42.

CONCLUSION

The present application discloses a dual-homing Ethernet
Switch. Using such a switch, the dual-homing function may
be advantageously moved from the node into the layer 2
switch. This enables the designer of redundant LANSs to pick
any industrial control device (i.e. node) that has an Ethernet
port (not just those few designed with dual NICs configurable
for dual-homing) and make 1t dual-homing for increased reli-
ability and up-time.

Such a new Dual-Homing Switch provides a new plug-
and-play redundancy tool, making new design options and
choices available. Many more 1industrial SCADA (supervi-
sory control and data acquisition) devices can now be used
creatively in redundant LANs, and more robust LANs are
made cost effective and less complex with this new tool.

In the above description, numerous specific details are
given to provide a thorough understanding of embodiments of
the 1nvention. However, the above description of 1llustrated
embodiments of the invention 1s not intended to be exhaustive
or to limit the mvention to the precise forms disclosed. One
skilled 1n the relevant art will recognize that the invention can
be practiced without one or more of the specific details, or
with other methods, components, etc. In other instances,
well-known structures or operations are not shown or
described 1n detail to avoid obscuring aspects of the invention.
While specific embodiments of, and examples for, the inven-
tion are described herein for illustrative purposes, various
equivalent modifications are possible within the scope of the
invention, as those skilled 1n the relevant art will recognize.

These modifications can be made to the invention in light of
the above detailed description. The terms used 1n the follow-
ing claims should not be construed to limait the invention to the
specific embodiments disclosed 1n the specification and the
claims. Rather, the scope of the invention 1s to be determined
by the following claims, which are to be construed 1n accor-
dance with established doctrines of claim interpretation.

What 1s claimed 1s:

1. A method of providing dual-homing in a layer 2 switch,
the method comprising;:

determining whether a link 1s available to an upstream

network on a currently active port; and

11 the link 1s unavailable, then a) performing a switchover

such that the currently active port becomes a newly
passive port, and a currently passive port becomes a
newly active port, b) clearing entries 1n an address table
of the layer 2 switch, and ¢) spoofing MAC addresses out
of the newly active port, wherein spoofing MAC
addresses out of the newly active port comprises sending
broadcast or multicast packets out of the newly active
port and formatting the packets such that addresses of
the downstream nodes are adopted as MAC addresses of
the packets, wherein the packets are configured to
instruct upstream devices that packets directed to the
addresses of the downstream nodes should be sent to the
newly active port.

2. The method of claim 1, wherein the determination of
whether the link 1s available 1s performed by detecting a
presence or an absence of an ethernet link signal.

3. The method of claim 1, wherein the determination of
whether the link 1s available 1s performed by detecting a
presence or an absence of a heartbeat type signal.
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4. The method of claim 1, wherein the determination of
whether the link 1s available 1s performed by detecting a
presence or an absence of traffic through the link.

5. The method of claim 1, wherein the switchover 1s per-
formed by setting the currently active port to drop traffic and
by setting the currently passive port to not drop traffic.

6. The method of claim 1, wherein the switchover 1s per-
formed by dropping a link signal on the currently active port
and by turning on the link signal on the currently passive port.

7. The method of claim 1, wherein the clearing of entries in
the address table 1s performed while moving addresses for
downstream nodes coupled to the switch from being associ-
ated with the newly passive port to being associated with the
newly active port.

8. The method of claim 1, wherein the clearing of entries in
the address table forces the switch to re-learn addresses for
downstream nodes coupled to the switch.

[9. The method of claim 1, wherein said spoofing com-
prises copying addresses of downstream nodes coupled to the
switch and sending broadcast or multicast packets out of the
newly active port.]

[10. The method of claim 1, wherein said spoofing com-
prises sending a suitably coded protocol packet out of the
newly active port so as to instruct the upstream network
devices to learn a correct path for the addresses of the down-
stream nodes. ]

11. A network apparatus with layer 2 switching capabilities
configured to provide dual-homing via two ports, the appa-
ratus comprising:

a currently active port and a newly passive port;

processor-executable code configured to determine

whether a link 1s available to an upstream network on [a]
the currently active port; and

processor-executable code configured, 1t the link 1s

unavailable, to a) perform a switchover such that the
currently active port becomes [a] e newly passive port,
and [a] e currently passive port becomes a newly active
port, b) clear entries 1n an address table of the layer 2
switch, and ¢) spoolf MAC addresses out of the newly
active port, wherein the processorv-executable code is
configured to spoof MAC addresses out of the newly
active port by sending broadcast or multicast packets
out of the newly active port and formatting the packets
such that addrvesses of the downstream nodes are
adopted as MAC addrvesses of the packets, wherein the
packets arve configured to instruct upstream devices that
packets dirvected to the addresses of the downstream
nodes should be sent to the newly active port.

12. The apparatus of claim 11, wherein the determination
of whether the link 1s available 1s performed by detecting a
presence or an absence of an ethernet link signal.

13. The apparatus of claim 11, wherein the determination
of whether the link 1s available 1s performed by detecting a
presence or an absence of a heartbeat type signal.

14. The apparatus of claim 11, wherein the determination
of whether the link 1s available 1s performed by detecting a
presence or an absence of traffic through the link.

15. The apparatus of claim 11, wherein the switchover 1s
performed by setting the currently active port to drop traific
and by setting the currently passive port to not drop traflic.

16. The apparatus of claim 11, wherein the switchover 1s
performed by dropping a link signal on the currently active
port and by turning on the link signal on the currently passive
port.

17. The apparatus of claim 11, wherein the clearing of
entries 1n the address table 1s performed while moving
addresses for downstream nodes coupled to the switch from
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being associated with the newly passive port to being associ-
ated with the newly active port.

18. The apparatus of claim 11, wherein the clearing of
entries 1n the address table forces the switch to re-learn
addresses for downstream nodes coupled to the switch.

[19. The apparatus of claim 11, wherein said spoofing
comprises copying addresses of downstream nodes coupled
to the switch and sending broadcast or multicast packets out
of the newly active port.]

[20. The apparatus of claim 11, wherein said spoofing
comprises sending a suitably coded protocol packet out of the
newly active port so as to instruct the upstream network
devices to learn a correct path for the addresses of the down-
stream nodes. }

21. The method of claim 1, wherein an entire address table
of the layer 2 switch 1s cleared 1f the link to the upstream
network 1s unavailable.

22. The network apparatus of claim 11, wherein the net-
work apparatus comprises infrastructure equipment and does
not comprise terminal equipment.

23. A network apparatus with layer 2 switching capabili-
ties, the apparatus comprising:

a currently active port and a newly passive port;

a switching device configured to:

determine whether the link is available to an upstream
network on a curvently active port; and
if the link is unavailable, to:

switch ports such that the currently active port
becomes the newly passive port, and the curvently
passive port becomes the newly active port,

modify entries in an addrvess table of the layer 2 switch
by performing at least one of clearing the entries or
moving one or move entries from the newly passive
port to the newly active port, and

spoof MAC addresses out of the newly active port,
whevrein the switching device is configured to spoof
MAC addresses out of the newly active port by
sending broadcast or multicast packets out of the
newly active port and formatting the packets such
that addresses of the downstream nodes are
adopted as MAC addresses of the packets, wherein
the packets are configured to instruct upstream
devices that packets divected to the addresses of the
downstream nodes should be sent to the newly
active port.

24. The apparatus of claim 23, wherein the determination
of whether the link is available is performed by detecting a
presence or an absence of an ethernet link signal.

25. The apparatus of claim 23, wherein the determination
of whether the link is available is performed by detecting a
presence or an absence of a heartbeat type signal.

26. The apparatus of claim 23, wherein the determination
of whether the link is available is performed by detecting a
presence or an absence of traffic through the link.

27. The apparatus of claim 23, wherein the ports are
switched by setting the currently active port to drop traffic and
by setting the currently passive port to not drop traffic.

28. The apparatus of claim 23, wherein the ports are
switched by dropping a link signal on the currently active port
and by turning on the link signal on the currently passive port.

29. The apparatus of claim 23, wherein the modifying of
entries in the addrvess table is performed while moving
addresses for downstream nodes coupled to the switch from
being associated with the newly passive port to being asso-
ciated with the newly active port.
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30. The apparatus of claim 23, wherein the modifving of send packets out of the newly active port to one or
entries in the address table forces the switch to re-learn more upstream devices in the upstream network,
addresses for downstream nodes coupled to the switch. wherein the packets are formatted such that

31. The network apparatus of claim 23, wherein the net- addresses of the downstream nodes are adopted as

work apparatus comprises infrastructurve equipment and does 5 MAC addresses of the packets, and wherein the
not comprise terminal equipment.

32. A network apparatus with layver 2 switching capabili-
ties, the apparatus comprising:
a currently active port and a newly passive port;
a switching device configured to: 10
determine whether the link is available to an upstream
network on a curvently active port; and
if the link is unavailable, to:
switch ports such that the currvently active port
becomes the newly passive port, and the curvently 15
passive port becomes the newly active port,
modify entries in an address table of the laver 2 switch
by performing at least one of clearing the entries or
moving one or movre entries from the newly passive
port to the newly active port, and S I

packets are configured to inform the upstream

devices that packets divected to the addresses of the
downstream nodes should be sent to the newly
active port.

33. The apparatus of claim 32, wherein said sending com-
prises copving the addresses of the downstream nodes and
sending broadcast or multicast packets out of the newly active
port.

34. The apparatus of claim 32, wherein said sending com-
prises sending a suitably coded protocol packet out of the
newly active port so as to instruct the upstream network
devices to learn a correct path for the addvesses of the down-
stream nodes.
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