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METHOD AND APPARATUS FOR CHANGING
MICROCODE TO BE EXECUTED IN A
PROCESSOR

Matter enclosed in heavy brackets | ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue.

This application 1s a continuation of prior application Ser.
No. 09/475,927 filed on Dec. 30, 1999 now U.S. Pat. No.

6,691,308.

BACKGROUND OF THE INVENTION

1. Field of the Invention

This invention relates generally to a processors and, more
specifically, to a method and apparatus which provides run-
time correction for microcode, code enhancement, and/or
interrupt vector reassignment.

2. Description of the Prior Art

For integrated circuits which are driven by microcode
which 1s embedded 1n internal memory, many times 1t 1s
necessary to either have the mstruction content of the embed-
ded memory device or the behavior of the Central Processing
Unit (CPU) pipeline 1tself corrected or debugged in the field.
This may require on-the-1ly modifications driven by customer
request or updates due to evolution of industry protocol stan-
dards. However, this creates problems since 1t 1s difficult to
correct and/or debug these types of circuits. Debugging and/
or changing the embedded microcode 1s a time consuming
cifort which generally requires messy CRC changes or
related checksum modifications.

Therefore, a need existed to provide a circuit by which
either the 1nstruction content of the internal memory and/or
the behavior of the CPU pipeline 1tself could be corrected
and/or debugged 1n the field. The debug circuit should con-
sume only a small amount of silicon real estate, be inexpen-
stve to 1mplement and allow changes at a faster rate then
current techniques. The debug circuit must also provide a
means by which the debug circuit could download data to
debug the device. Data could be downloaded by the host
system or managed via a simplistic communication scheme
as described 1n the ST52T3 data book written by STMicro-

electronics, Inc.

SUMMARY OF THE INVENTION

It 1s object of the present invention to provide a circuit by
which either the instruction content of an internal memory
and/or the behavior of the CPU pipeline itself could be cor-
rected and/or debugged 1n the field.

It 1s another object of the present mvention to provide a
debug circuit which consumes only a small amount of silicon
real estate, 1s inexpensive to implement and allow changes at
a faster rate then current techniques.

It 1s still a further object of the present invention to provide
a debug circuit which provides a means by which the debug
circuit could download data to debug the device.

BRIEF DESCRIPTION OF THE PREFERRED
EMBODIMENTS

In accordance with one embodiment of the present imven-
tion, a hot patch system for changing of code 1n a processor 1s
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disclosed. The hot patch system has a memory, such as a Read
Only Memory (ROM), for storing a plurality of instructions.
A program counter 1s coupled to the memory for indexing of
the memory to access an instruction. A cache system 1s
coupled to the memory and to the program counter. The cache
system 1s used for comparing information associated with the
instruction from memory with information stored 1n the cache
system. If there 1s a comparison match, the cache system
alters the instruction stream as designated by information
stored 1n the cache system. If no match occurs, the cache
system sends the instruction from memory into the instruc-
tion stream.

In accordance with another embodiment of the present
invention, a method of altering the code of a pipeline proces-
sor 1s disclosed. The method requires that a plurality of
istructions be stored 1n memory. A cache 1s provided and
information 1s stored in the cache. The memory 1s indexed to
access one of the mnstructions stored 1n memory. Information
associated with the instruction from memory 1s compared
with information stored 1n the cache. If a comparison match 1s
made, the mstruction stream 1s altered as designated by the
information stored in the cache. If no comparison match 1s
made, the instruction from memory i1s inserted into the
instruction stream.

The foregoing and other objects, features, and advantages
of the mvention will be apparent from the following, more
particular, description of the preferred embodiments of the
invention, as illustrated 1n the accompanying drawing.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a simplified block diagram of one embodiment of
the hot patch circuit of the present invention.

FIG. 2 1s a simplified block diagram of a second embodi-
ment of the hot patch circuit of the present invention.

FIG. 3 shows one example of the different fields associated
with the cache used 1n the present invention.

FIG. 4 shows one example of the control codes used in the
control flag field of FIG. 3.

FIG. 5 shows one example of the bit configuration of the
cache control register used 1n the present invention.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

Referring to FIG. 1, one embodiment of a hot patch circuit
10 (heremafter circuit 10) 1s shown. The circuit 10 provides a
means whereby the instruction content of an embedded
memory device or the behavior of the Central Processing Unit
(CPU) may be corrected, modified and/or debugged. The
circuit 10 1s preferably used 1n a pipeline CPU.

The circuit 10 has a program counter 12. The program
counter 12 1s coupled to a memory device 14 and to a register
18. The program counter 12 1s used to generate an address of
an 1nstruction to be executed. When the address 1s generated,
the program counter 12 will index the memory unit 14. The
memory unit 14 stores instructions which are to be executed
by the CPU. The memory unit 14 1s a nonvolatile memory
device like a Read Only Memory (ROM) device. Once the
program counter 12 access the instruction which is stored in
the memory unit 14, the instruction 1s sent to a multiplexer 16.

The register 18 1s coupled to the memory unit 14, the
program counter 12, and to a cache unit 20. The register 18 1s
used to store data which will be compared to data which 1s
stored 1n the cache unit 20. The register 18 may either store
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the address sent from the program counter 12 or the instruc-
tion which the program counter 12 access from the memory
unit 14.

As may be seen 1n FIG. 4, the cache unit 20 1s comprised of
a plurality of cache lines 30. Each cache line 30 1s comprised
of at least three different fields: a control flag field 30A, an
op-code field 30B which stores the new instruction to be
inserted into the instruction stream, and an address/op-code
field 30C which stores the data which 1s to be compared to the
data stored 1n the register 18. The size of the fields will vary
based on the implementation of the circuit 10. In accordance
with one embodiment of the present invention, the width of

the cache line 30 would be able to accommodate at least a

32-bit op-code (field 30B) along with a 10 to 32-bit address/
op-code (field 30C) and a 2 to 8-bit control tlag field (field
30A). This would vyield a cache line width between 44 to
72-bits. However, 1t should be noted that these field lengths
are only given as one example and should not be seen as
limiting the scope of the present invention. As stated above,
bit field dimensions will vary depending on the size of the
memory unit 14.

The control flag field 30 A 1s used to dictate both the seman-
tic content and the execution behavior of individual or mul-
tiple cache lines 30. The number of control flags 1s dependent
upon the allocated field size. In some cases, combination of
control tlags may be useful. Control flags may be used to
either delete or enable cache unit entries, or provide alternate
semantic information regarding the register content. Refer-
ring to FIG. 3, some examples of the control flag code 1s
shown. The valid flag “V” indicates whether the entry in the
cache unit 20 1s valid. The “A” and “O” flags indicate whether
the information to be compared 1s an address or an op-code.
The global flag “G” allows for greater than a 1:1 mapping. For
example, 1f the address flag “A” 1s set, one would only be
comparing the one particular address 1n the memory unit 14.
Thus, there 1s only a 1:1 mapping. However, if the op-code
“0” and global “G” tlags are set, one would be able to replace
every occurrence ol a particular mstruction that 1s accessed
from the memory unit 14. Thus, the global flag “G” allows
one to make better use of the space in the cache unit 20. The
isert “I”’, match “M”, block assignment “B”, and delete “X”
flags are used by the cache control logic 22 to control access
to the instruction stream. The “I” flag implies that the asso-
ciated op-code 1n the cache 1s to be mserted 1nto the mstruc-
tion stream. The “M” flag indicates that when the contents of
the register 18 matches that in the cache unit 20, the cache unit
instruction 1s to replace the instruction from the memory unit
14 in the instruction stream. The “B” flag allows for more than
one struction (1.e., a block of instructions) that 1s stored 1n
the cache unit 20 1s to be clocked into the mstruction stream.
The “X” indicates that the relevant instruction 1s to be 1ignored
or deleted (1.e., no operation (NOP)). The “E”, “H”, “L”", and
“Q” tlags are pipeline control flags. The “E” flags indicates
that if there 1s a match to jump to external memory using the
address 1n the “opcode field” and to execute the instructions 1in
external memory starting at that location. The “H” flag allows
one to stop the clock for purposes of debugging the pipeline.
The “L” flag allows one to lock the cache unit 20 and the “Q”
flag 1s a generate trap tlag. The control codes shown 1n FIG. 3
are Just examples and should not be seen to limit the scope of
the present invention. Different sets or embodiments of tlags
could be used depending on the particular implementation.

In the embodiment depicted 1n FIG. 1, the cache unit 1s a
tully associative or direct-mapped cache which would con-
tain memory unit addresses with associated control flags,
executable mstructions, and tag information. The cache unit
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20 may be a content addressable memory whereby the data in
the register 18 1s compared to all the contents in the cache unit
20.

The cache 20 1s also coupled to a bus 21. The bus 21 could
be coupled to a host bus or to external memory. The bus 21
allows data to be downloaded 1nto the cache 20 or for allow-
ing instructions to be executed from the external memory.
Contents of the cache 20 could be downloaded by the host
system or managed via a simple communication scheme as
described 1n the ST5213 data book written by STMicroelec-
tronics, Inc.

Cache control logic 22 1s coupled to the cache umt 20 and
to te multiplexer 16. The cache control logic 22 controls the
operation of the cache unit 20 and when a particular instruc-
tion will be inserted into the instruction stream of the pipeline
24. [T there 1s no comparison match, the cache control logic 22
will let the mstruction from the memory unit 14 flow through
the multiplexer 16 to the pipeline 24. When there 1s a com-
parison match, the instruction from the memory unit 14 1s
replaced by a new 1nstruction from the cache unit 20 in the
pipeline 24. The cache control logic 22 will have a cache
control register 23. The cache control register 23 allows one to
control the cache unit 20 and to control insertion of an 1mstruc-
tion 1nto the pipeline 24. By setting various bits 1n the cache
control register 23, one would be able to enable/disable the
cache unmit 20, modily the contents of the cache unit 20 and
control the general operation of the cache unit 20. The cache
control register 23 will be described 1n further detail 1n rela-
tion to the dual cache system of FIG. 2.

A mask register 26 may be coupled to the cache unit 20.
The mask register 26 may be a global mask register which
would aflect the entire cache umit 20 or a local mask register
32 (FIG. 3) whereby a single cache line 30 would have an
associated local mask register 32. The mask register 26 pro-
vides flexibility to the circuit 10. The mask register 26 allows
flexibility by allowing one to control how the data from the
memory unit 14 1s matched with data in the cache unit 20. For
example, if all of the bits 1n the global mask register 26 were
set to 1, then what ever data came through the register 18
would be matched one to one against that of the cache unit 20.
One could also set the global mask register 26 to invalidating
the cache unit 20 and let the memory unit instructions be
executed as accessed by the program control 12. The mask
register 26 may also be used to modily the contents of the
cache unit 20 by using simple write 1nstructions.

Referring to FIG. 2, a second embodiment of the present
invention 1s shown wherein like numerals represent like ele-
ments with the exception of a *“"” to indicate another embodi-
ment. The circuit 10' looks and operates 1n a similar fashion as
circuit 10 depicted in FIG. 1. One difference 1n circuit 10' 1s
that the cache 20' 1s divided into two separate caches: an
address cache 20A' and an instruction cache 20B'. Thus, for
the address cache 20A’, the third field of the cache line will
contain the memory unit address location to be matched, and
for the instruction cache 20A', the third field of the cache line
will contain the memory unit instruction to be matched.

The cache control logic 22! operates 1n a similar fashion as
disclosed above. For the dual cache system, one implemen-
tation of the cache control register 23" 1s shown 1n FIG. 5. As
can be seen 1 FIG. 5, by setting different bits 1n the cache
control register 23", one 1s able to control the operation of the
cache unit 20'. The catch control register 23' depicted in FIG.
5 would be used 1n the dual cache system of FIG. 2. In this
particular embodiment, the cache control register 23" has
locking, enabling, indexing, and match status bits for both the
address cache 20A' and the index cache 20B'. Bits like the

enable operation bit and the debug mode bit could be used 1n
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either the single cache system of FIG. 1 or the dual cache
system of FIG. 2. The cache control register bit definition as
shown 1n FIG. 5 1s just one example and should not be seen to
limit the scope of the present invention. Different configura-
tion of bits could be used depending on the particular imple-
mentation.

The dual cache system also uses two multiplexers 16 A’ and
16B'. The first multiplexer 16 A' has a first input coupled to the
output of the address cache 20A', a second 1nput coupled to
the output of the istruction cache 20B', a third input coupled
to the cache control logic 22", and an output coupled to the
second multiplexer 16B'. The second multiplexer 16B' has a
first input coupled to the output of the first multiplexer 16 A,
a second 1mput coupled to the output of the memory device
14', a third mput coupled to the cache control logic 22', and
outputs coupled to the pipeline 24" and the status butler 34'. In
operation, the cache control logic 23' will control which cache
20A" or 20B' 1s enabled and if there 1s a dual match if both
caches 20A" and 20B' are enabled, which cache has priority. If
there 1s a comparison match, the cache control logic 22' will
cause the multiplexer 16 A' to send an output from the cache
unit 20' to the second multiplexer 16B'. The cache control
logic 22' will then cause the multiplexer 16B' to 1nsert the
output from the cache unit 20" into the instruction stream to be
executed. If there 1s no comparison match, the cache control
logic 22' will cause the multiplexer 16B' to insert the mstruc-
tion from the memory umt 14' into the pipeline 24"

In the embodiment depicted in FIG. 2, the circuit 10" has a
status builer 34'. The status buffer 34' has an input coupled to
the cache control logic 22', an mput coupled to the second
multiplexer 16B', and an mput coupled to the bus 36'. The
status buffer 1s used to store information related to the opera-
tion of the circuit 10'. For example, the status butler could be
used to gather debug information such as what line of code
was matched. Although not shown i FIG. 1, 1t should be
noted that the status buffer 34' could also be used in the
embodiment depicted in FIG. 1.

OPERATION

Referring now to Table 1 below, the operation of circuit 10
will be described. It should be noted that the operation of
circuit 10' 1s similar to 10 and will not be described 1n detail.

TABLE 1
Cache
Flags Address  Op-code Program Counter Code Stream

1 MA 0111111 CP32A.C 0111111 CP32AC

2 IR 1000000 MOV A,B 1000000 100000

3 RA 1000010 SAV B 1000001 MOV A.B

4 RA 1000011  ADD B.,C 1000010 100001

5 XA 1000101 1000011 SAV B
1000101 ADD B.C
1000110 NOP
1000111 1000110

1000111

When the program counter 12 generates the address
0111111, the program counter 12 will index the memory unit
14. The instruction associated with address 0111111 from the
memory unit 14 will be stored in the multiplexer 16. The
address from the program counter 12 1s also sent to the reg-
ister 18 where 1t 1s compared to the data stored in the cache
unit 20. As can be seen above, for address 0111111 there i1s a
comparison match with cache line 1. Since the “M” flag 1s set
tor cache line 1, the op-code in cache line 1 will replace the
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instruction from memory. Thus the cache control logic 23 will
send the CP32 A.C instruction associated with cache line 1
through the multiplexer 16 into the pipeline 24 to be execute.

The next address generated by the program counter 12 1s
1000000. The memory umt instruction associated with
address 1000000 1s sent from the memory unit 14 and stored
in the multiplexer 16. The address generated by the program
counter 12 1s sent to the register 18 where 1t1s compared to the
data stored in the cache unit 20. For the address 1000000 there
1s a comparison match with cache line 2. Since the “I” flag 1s
set for cache line 2, the op-code 1n cache line 2 (1.e., MOV
A.B) will be inserted into the instruction stream after the
instruction associated with the memory unit address location
1000000.

The next address generated by the program counter 12 1s
1000001. For this address there 1s no comparison match.
Thus, the cache control logic 23 will send the instruction
associated with memory unit address location 1000001
through the multiplexer 16 into the pipeline 24 to be execute.

For the next address, 1000010, there 1s a comparison match
with cache line 3. Since the “R” flag 1s set in cache line 3, the
op-code incache line 3 (1.e., SAV B) replaces the memory unit
instruction associated with the address 1000010 in the
instruction stream.

The next address generated by the program counter 1s
1000011. For this address, there 1s a comparison match with
cache line 4. Since the “R” flag i1s set 1n cache line 4, the
op-code ADD B,C 1n cache line 4 replaces the memory unit
instruction associated with the address 1000011 in the
instruction stream.

The next address 1n the program counter 1s 1000101. Again
there 1s a comparison match. This time the match 1s with
cache line 5. Cache line 5 has the “X” flag set so the mstruc-
tion 1s 1gnored or deleted (1.e., no operation (NOP)).

For the last two addresses 1n the program counter, 1000110
and 1000101, this 1s no comparison match. Thus, the cache
control logic 23 will send the instruction associated with
these memory unit address locations through the multiplexer
16 1nto the pipeline 24 to be execute.

While the mnvention has been particularly shown and
described with reference to preferred embodiments thereof, 1t
will be understood by those skilled 1n the art that the forego-
ing and other exchanges 1n form and details may be made
therein without departing from the spirit and scope of the
invention.

What 1s claimed 1s:

1. A hot patch system comprising:

a read only memory storing a plurality of instructions;

a cache memory storing alternate instructions for at least
one 1nstruction stored within the read only memory, each
cache line within the cache memory having associated
therewith one or more selection tlags;

a program counter coupled to the read only memory and to
the cache memory, the program counter transmitting an
address to both the read only memory and the cache
memory; and

cache control logic coupled to the cache memory, the cache
control logic comparing selected information associated
with an instruction stored at the address 1n the read only
memory with counterpart selected information associ-
ated with an instruction stored at the address in the cache
memory, wherein the selected information and counter-
part selected information are selected based upon the
one or more selection flags associated with a cache line
corresponding to the address.

2. The hot patch system according to claim 1, wherein the

one or more selection flags include a first flag indicating
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whether the cache control logic 1s to compare addresses and a
second tlag indicating whether the cache control logic 1s to
compare opcodes.

3. The hot patch system according to claim 2, wherein the
second flag, when set, indicates that the cache control logic 1s
to compare an opcode stored at the address within the read
only memory with an opcode stored at the address within the
cache memory.

4. The hot patch system according to claim 2, wherein the
first and second flags may be individually set, so that both
flags may be set, one flag may be set while the other flag 1s not
set, or both flags may be not set.

5. The hot patch system according to claim 2, wherein the
one or more selection flags further include a third flag indi-
cating whether an opcode comparison should be performed
for every instance of an opcode within the read only memory.

6. The hot patch system according to claim 1, wherein each
cache line within the cache memory has associated therewith
one or more mstruction flow control flags, wherein the cache
control logic causes a change in 1nstruction flow based upon
the one or more 1nstruction flow control flags associated with
the cache line corresponding to the address when there 1s a
comparison match between the selected information and the
counterpart selected information.

7. The hot patch system according to claim 6, wherein the
one or more instruction flow control tlags include an insert
flag indicating that an opcode at the address within the cache
memory 1s to be inserted prior to execution of an opcode at the
address within the read only memory.

8. The hot patch system according to claim 6, wherein the
one or more instruction flow control flags include a replace
flag indicating that an opcode at the address within the cache
memory 1s to be executed 1nstead of an opcode at the address
within the read only memory.

9. The hot patch system according to claim 6, wherein the
one or more 1mstruction tlow control flags include a block flag
indicating that more than one opcode starting at the address
within the cache memory are to be executed instead of or
betore an opcode at the address within the read only memory.

10. The hot patch system according to claim 6, wherein the
one or more mstruction flow control flags include a noop flag
indicating that an opcode at the address within the read only
memory 1s to be skipped.

11. A processor-implemented hot patch method, compris-
ng:

storing a plurality of instructions within a read only

memory;

storing alternate istructions for at least one instruction 1n

the read only memory within a cache memory, each
cache line within the cache memory having associated
therewith one or more selection flags;

transmitting an address to both the read only memory and

the cache memory; and

comparing selected information associated with an instruc-

tion stored at the address 1n the read only memory with
counterpart selected information associated with an
instruction stored at the address 1n the cache memory,
wherein the selected information and counterpart
selected information are selected based upon the one or
more selection flags associated with a cache line corre-
sponding to the address.

12. The hot patch method according to claim 11, wherein
the one or more selection flags include a first flag indicating,
whether addresses are to he compared and a second flag
indicating whether opcodes are to be compared.

13. The hot patch method according to claim 12, wherein
the second flag, when set, indicates that an opcode stored at
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the address within the read only memory 1s to be compared
with an opcode stored at the address within the cache
memory.

14. The hot patch method according to claim 12, wherein
the first and second flags may be individually set, so that
cither both flags may be set, one tlag may be set while the
other flag 1s not set, or both flags may be not set.

15. The hot patch method according to claim 12, wherein
the one or more selection flags further include a third flag
indicating whether an opcode comparison should be per-
formed for every instance of an opcode within the read only
memory.

16. The hot patch method according to claim 11, wherein
cach cache line within the cache memory has associated
therewith one or more 1nstruction flow control flags, wherein
istruction flow 1s changed based upon the one or more
istruction tlow control flags associated with a cache line
corresponding to the address when there 1s a comparison
match between the selected information and the counterpart
selected information.

17. The hot patch method according to claim 16, wherein
the one or more 1nstruction flow control flags include an insert

flag indicating that an opcode at the address within the cache
memory 1s to be inserted prior to execution of an opcode at the
address within the read only memory.

18. The hot patch method according to claim 16, wherein
the one or more instruction flow control flags include a
replace flag indicating that an opcode at the address within the
cache memory 1s to be executed instead of an opcode at the
address within the read only memory.

19. The hot patch method according to claim 16, wherein
the one or more 1nstruction flow control flags include a block
flag indicating that more than one opcode starting at the
address within the cache memory are to be executed instead
of or before an opcode at the address within the read only
memory.

20. The hot patch method according to claim 16, wherein
the one or more instruction tlow control tlags include a noop
flag indicating that an opcode at the address within the read
only memory 1s to be skipped.

21. A hot patch system, comprising:
a read only memory storing a plurality of instructions;

a cache memory storing alternate instructions for at least
one 1struction stored within the read only memory, each
cache line within the cache memory having associated
therewith one or more selection flags and one or more
instruction flow control flags; and

cache control logic coupled to the cache memory, the cache
control logic comparing selected information associated
with an instruction stored at a specified address 1n the
read only memory with counterpart selected information
associated with an instruction stored at the specified
address 1n the cache memory,

wherein the selected information and counterpart selected
information are selected based upon the one or more
selection flags associated with a cache line correspond-
ing to the specified address, and

wherein the cache control logic causes a change 1n mstruc-
tion flow based upon the one or more nstruction flow
control flags associated with the cache line correspond-
ing to the address when there 1s a comparison match
between the selected information and the counterpart
selected information.
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22. The hot patch system according to claim 21, wherein

the one or more selection flags include:

a first flag indicating whether the cache control logic 1s to
compare the specified address with an address of one or
more instructions within the cache memory;

a second flag indicating whether the cache control logic 1s
to compare an opcode stored at least at the specified
address within the read only memory with an opcode
stored at the specified address within the cache memory;
and

a third tlag indicating whether the cache control logic is to
compare an opcode stored at any address within the read
only memory with an opcode stored at the specified
address within the cache memory.

23. The hot patch system according to claim 21, wherein

the one or more 1nstruction flow control tlags mclude:

a replace flag indicating that an opcode at the specified
address within the cache memory 1s to be executed
instead of an opcode at the specified address within the
read only memory;

a block tlag indicating that more than one opcodes starting,
at the specified address within the cache memory are to
be executed 1nstead of or before an opcode at the speci-
fied address within the read only memory; and

a noop flag indicating that an opcode at the specified
address within the read only memory 1s to be skipped.

24. A processor-implemented method of executing instruc-

tions, COmprising.

storing an instruction address compare value at a first
instruction address in a cache memory store configured
to hold alternate instructions for at least one instruction
stored within a read only memory, each cache line within
the cache memory store having associated therewith one
or movre selection flags;

receiving the first instruction address for an instruction
within the vead only memory from a program counter at
the read only memory and the cache memory storve;

based on one or more selection flags associated with a
cache line at the first instruction address within the
cache memory stove, selecting and comparing the first
instruction address with the instruction address com-
pare value; and

selectively executing at least one instruction from a second
instruction address, or executing a trap, if the first
instruction address matches the instruction address
compare value.

25. The method of claim 24, further comprising executing

a trap if a predetermined sub-set of the bits comprising the
program counter value match a corresponding sub-set of bits
in the instruction address compare value.

26. A processor-implemented method of executing instruc-

tions, comprising:

storing an instruction opcode compare value at a first
instruction address in a cache memory store configured
to hold alternate instructions for at least one instruction
stored within a read only program memory, each cache
line within the cache memory storve having associated
therewith one or more selection flags;

receiving the first instruction address from a program
counter;

vetrieving a first instruction opcode from the vead only
program memory at the first instruction address;

based on one or more selection flags associated with a
cache line at the first instruction address within the
cache memory storve, selecting and comparing the first
instruction opcode with the instruction opcode compare
value; and
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executing at least one instruction from a second instruction
address if the first instruction opcode matches the
instruction opcode compare value.

27. A processor-implemented method of executing instruc-

tions, COmprising.

storing an instruction opcode compare value at a first
instruction address in a cache memory store configured
to hold alternate instructions for at least one instruction
stored within a read only program memory, each cache
line within the cache memory stove having associated
therewith one or move selection flags;

receiving the first instruction address from a program
colnlter;

retrieving an instruction opcode from the read only pro-
gram memory at the first instruction address;

based on one or more selection flags associated with a
cache line at the first instruction address within the
cache memory storve, selecting and comparing the
instruction opcode with the instruction opcode compare
value; and

selectively executing at least one instruction from a second
instruction address, ov executing a trap, if the instruc-
tion opcode matches the instruction opcode compare
value.

28. An apparatus, comprising.

a processor,

a program counter,

a cache memory address storve configured to store am
instruction address compare value and alternate
instructions for at least one instruction stoved within a
read only memory;

a configurable selection bit associated with each cache line
within the cache memory address stove;

an address comparator configurable to select and compare
an address from the program counter for an instruction
stored at the address in the vead only memory with an
instruction addrvess compare value contained at the
address in the cache memory address stove based on the
configurable selection bit; and

control logic operable to cause execution of an instruction
from an instruction addvess diffevent than the instruction
address compare value contained in the memory address
store if the instruction address compare value contained
in the cache memory address store matches the value of
the program counter if the selection bit is of a first value
and operable to cause execution of a trap if the selection
bit is of a second value.

29. The apparatus of claim 28, further comprising a vegis-

ter to store a value of the program counter.

30. The apparatus of claim 28, further comprising logic to
compare only a subset of bits comprising the program counter
value and the instruction addvess compare value to cause a
trap to occur upon the match of corresponding subsets of bits.

31. An apparatus, comprising:

a processor,

a program counter,

a cache memory opcode stove operable to stove an instruc-
tion opcode compare value and alternate instructions
for at least one instruction stoved within a read only
Memory;,

a comnfigurable selection bit associated with each line
within the cache memory opcode storve;

an opcode comparator configurable to select and compare
an opcode retrieved from an address specified by the
program counter for an instruction stoved at the address
in the vead only memory with the opcode compare value
contained in the memory opcode stove based on the
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configurable selection bit associated within an instruc-
tion opcode at the address; and

control logic operable to cause execution of an instruction
from an instruction address different than the value con-
tained in the program counter if the instruction opcode
compare value contained in the address stove matches
the value of a retrieved opcode if the selection bit is of a

firstvalue and operable to cause execution of a trap if the
selection bit is of a second value.
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