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SYSTEM METHOD AND FOR GENERATING
VIDEO FRAMES AND CORRECTING
MOTION

Matter enclosed in heavy brackets | ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue.

RELATED APPLICATIONS

This application 1s a continuation of U.S. patent applica-
tion Ser. No. 09/345,577, filed on Jun. 30, 1999, now U.S. Pat.
No. 6,760,378 which 1s hereby incorporated by reference in
its entirety. The present application 1s also related to and
incorporates by reference in their entirety the following U.S.
Patent Applications: application Ser. No. 09/345,686, entitled
“System and Method for Generating Video Frames,” filed
Jun. 30, 1999; application Ser. No. 09/345,576, entitled “Sys-
tem and Method for Generating Video Frames and Detecting,
Text,” filed Jun. 30, 1999; and application Ser. No. 09/345,
584, entitled “System and Method for Generating Video
Frames and Post Filtering,” filed Jun. 30, 1999.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The 1nvention pertains to the field of video transmissions.
More particularly, the invention pertains to a system and a
method for generating video frames.

2. Description of the Related Art

Virtually all applications of video and visual communica-
tion deal with large quantities of video data. To create a video
presentation, a rendering computer displays a plurality of
digital images (“frames™) in succession, thereby simulating
movement.

Currently, certain technical problems exist relating to
transmitting and rendering a video presentation across low
bandwidth computer networks. FIG. 1 1llustrates a conven-
tional streaming video system 100. In the video system 100,
a media server 102 1s connected via a network 104 to a
rendering computer 106. The media server 102 typically
includes one or more video presentations 110 for transmis-
s1on to the rendering computer 106.

One problem that 1s encountered in current streaming sys-
tems 1s that the transmission bandwidth between the media
server 102 and the rendering computer 106 1s not suilicient to
support a real-time seamless presentation, such as 1s provided
by a standard television set. To overcome this problem and
allow the user to recerve the presentation in real-time, the
video presentation 1s often spatially and temporally com-
pressed. Further, to reduce the amount of data that 1s trans-
mitted, the media server 102 skips selected frames of the
presentation, or, alternatively, the video presentation can be
developed having only a few frames per second. The resulting
presentations, however, are jittery and strobe-like and are
simply not as smooth as a presentation that has a higher frame
rate.

To 1ncrease the rate at which the frames are displayed to a
user, a frame generator 112 may be used to provide interme-
diate frames between two selected reference frames of the
video presentation 110. Typically, frame generators fall
within one of two categories: linear motion interpolation
systems and motion compensated frame interpolation sys-
tems. Linear motion interpolation systems superimpose two
reference frames of the video presentation 110 to create one
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2

or more intermediate frames. Motion compensated frame
interpolation systems use motion vectors for frame interpo-
lation.

FIG. 2 illustrates the data format of a frame 200 according,
to one motion compensated frame interpolation system. The
frame 200 of FIG. 2 1s divided 1nto nine horizontal groups of
blocks (GOB). Each GOB includes eleven macroblocks.
Each macroblock has four luminance blocks of 8 pixels by 8
lines followed by two downsampled chrominance blocks (Cb
and Cr).

In motion compensated interpolation systems, selected
macroblocks are assigned a motion vector based upon a ret-
erence frame. FIG. 3 1llustrates an exemplary reference frame
300. Usually, the reference frame 1s the last frame that was
transmitted to the rendering computer 106. Each motion vec-
tor points to an equivalently sized region in the reference
frame that 1s a good match for the macroblock that 1s to be
transmitted. If a good representation cannot be found, the
block 1s independently coded.

By sending motion vectors that point to regions in the
reference frame already transmitted to the rendering com-
puter 106, the media server 102 can transmit a representation
ol a frame using less data than 11 the pixel information for each
pixel 1 each block 1s transmaitted.

Although current frame generators increase the frame rate,
they are simplistic 1n design. These systems do not account
for certain 1diosyncrasies within selected streaming presen-
tations. For example, current frame generators that use
motion compensated frame mterpolation do not account for
video presentations that have textual characters. Often a video
image 1s overlaid with video text to convey additional 1nfor-
mation to the viewer. If motion compensated frame interpo-
lation generates an intermediate frame having textual charac-
ters, the generated frame may inappropriately move the text to
a new position, thereby creating some floating text that was
not intended by the creator of the video presentation.

Another problem associated with existing frame genera-
tors 1s that they unintelligently perform irame generation
regardless of whether such interpolation results 1n a better
quality video presentation. Although frame interpolation
does increase the number of frames presented to the viewer,
such frame generation can produce strange results under cer-
tain circumstances. Some encoders, for example, choose a
motion vector for a selected block based only upon the fact
that the motion vector references a block that 1s a good match
for the selected block even though there 1s no actual motion
from one corresponding frame to the other. Thus, since all of
the vectors do not represent motion, frame generation in these
instances should not always be employed.

Additionally, current frame generators do not perform any
type of post filtering to the generated frames. As can be
readily appreciated, since motion compensated interpolation
systems build an intermediate frame using blocks of pixels,
1.€., macroblocks, the pixels at the border of each block may
not be a close match to the pixels in the neighboring block.
Accordingly, the borders of each of the blocks may be readily
visible to a viewer of the media presentation.

There 1s a need for a frame generator that behaves intelli-
gently about the frame generation process. If frame genera-
tion would produce anomalous results, frame generation

should not be performed. A frame generator should also
determine whether the reference frames include textual char-
acters and account for them 1n the frame generation process.
A frame generator should also filter iterpolation artifacts
from the intermediate frame.

SUMMARY OF THE INVENTION

The frame generator of the present mvention has several
features, no single one of which 1s solely responsible for 1ts
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desirable attributes. Without limiting the scope of this mven-
tion as expressed by the claims which follow, 1its more promi-
nent features will now be discussed briefly. After considering
this discussion, and particularly after reading the section
entitled “Detailed Description of the Invention” one will
understand how the features of this mnvention provide advan-
tages over other frame generators.

One embodiment of the mvention includes a method of
generating video frames, the method comprising recerving a
first frame 1n a memory 1n the computer system, the first frame
representative of an 1image at a {irst instance in time, the first
frame 1including a plurality of first elements and a plurality of
motion vectors, each of the motion vectors being associated
with one of the plurality of first elements, receiving a second
frame 1n a memory 1n the computer system, the second frame
representative of an 1mage at a second instance 1n time, the
second frame including a plurality of second elements and a
plurality of motion vectors, each of the motion vectors being
associated with one ol the plurality of second elements, modi-
tying at least one of the motion vectors 1n the first and/or
second frames based upon the value of one of the other
motion vectors 1n the first and/or the second frame, and gen-
erating at least one mtermediate frame based upon the first
and/or second elements and the associated motion vectors.

Another embodiment of the invention includes a system for
generating frames, the system comprising means for receiv-
ing a first frame 1n a memory 1n the computer system, the first
frame representative of an 1image at a first instance 1n time, the
first frame 1ncluding a plurality of first elements and a plural-
ity of motion vectors, each of the motion vectors being asso-
ciated with one of the plurality of first elements, means for
receiving a second frame 1n a memory in the computer sys-
tem, the second frame representative of an 1mage at a second
instance in time, the second frame including a plurality of
second elements and a plurality of motion vectors, each of the
motion vectors being associated with one of the plurality of
second elements, means for modifying at least one of the
motion vectors 1n the first and/or second frames based upon
the value of one of the other motion vectors in the first and/or
second frame, and means for generating at least one interme-
diate frame based upon the first and/or second elements and
the associated motion vectors.

Yet another embodiment of the invention includes a system
for generating frames, comprising a frame analysis module
for receiving frames, each of the frames having a plurality of
clements, one or more of the elements having an associated
motion vector that identifies a base element, the frame analy-
s1s module 1dentifying at least one candidate motion vector,
the frame analysis module determining with respect to each
of the plurality of elements whether the at least one candidate
motion vector identifies a base element which provides a
better match than the base element referenced by the motion
vector currently associated with a respective element, and 11
the candidate motion vector 1dentifies a better matching base
clement, the frame analysis module replacing the motion
vector currently associated with the respective element with
the candidate motion vector, and a frame synthesis module for
generating frames based upon the received frames.

Yet another embodiment of the invention includes a system
for generating frames, comprising a {frame analysis module
for receiving frames, each of the frames having a plurality of
clements, one or more of the elements having an associated
motion vector that identifies a base element, the frame analy-
s1s module determining, with respect to each of the plurality
of elements, a median value vector for a group of motion
vectors being associated with elements that are positioned
proximate to a respective one of the elements, the frame
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analysis module assigning the median value vector to the
respective element, and a frame synthesis module for gener-
ating frames based upon the received frames.

Yet another embodiment of the invention includes a
method of generating frames, the method comprising receiv-
ing a {irst frame 1n a memory 1n the computer system, the first
frame representative of an image at a first instance in time, the
first frame 1ncluding a plurality of first elements and a plural-
ity of motion vectors, each of the motion vectors being asso-
ciated with one of the plurality of first elements, receving a
second frame 1n a memory 1n the computer system, the second
frame representative of an image at a second instance 1n time,
the second frame including a plurality of second elements and
a plurality of motion vectors, each of the motion vectors being
associated with one of the plurality of second elements, modi-
tying each of the motion vectors associated with each of the
clements based upon the value of at least one of the other
motion vectors, and generating at least one intermediate
frame based upon the first and second elements and the asso-
ciated motion vectors.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a high-level block diagram of a streaming video
system having a media server and at least one rendering
computer.

FIG. 2 1s a diagram 1illustrating the composition of a video
frame that may be used 1n a streaming video presentation.

FIG. 3 1s a block diagram 1llustrating a motion vector based
encoding scheme that may be used in the media server of FIG.
1.

FIG. 4 1s a block diagram illustrating the components of the
frame generator of the present invention.

FIG. 5 1s a high level flowchart 1llustrating the frame gen-
eration process of the frame generator of FIG. 4, the process
comprising: analyzing two base frames, determining whether
frame generation should occur based upon the two base
frames, and generating one or more 1intermediate frames.

FIGS. 6-10 are collectively a flowchart illustrating the
steps that occur 1n FIG. 5 1n regard to analyzing the two base
frames and determining whether frame generation should
OCCUL.

FIG. 11 1s arepresentational diagram 1llustrating the layout
of an exemplary base frame.

FIG. 12 1s a flowchart illustrating a global motion correc-
tion process for recalculating each of the macroblocks that are
dependently coded in two base frames of FIG. 5.

FIG. 13A 1s a flowchart illustrating four blocks of the
second frame that are analyzed as apart of the global motion
correction process of FIG. 12.

FIG. 13B i1s a flowchart illustrating four blocks of the
second frame that are analyzed as apart of the global motion
correction process of FIG. 12.

FIGS. 14 and 15 are representational diagrams that 1llus-
trate various blocks in addition to the blocks shown 1n FIG. 13
that are analyzed as part of the global motion correction
process of FIG. 12.

FIG. 16 1s a flowchart 1llustrating motion vector filtering
process for moditying the motion vectors of the base frame
prior to the frame generation process.

FIG. 17 1s a representational diagram that 1llustrates which
blocks are analyzed during the motion vector filtering process
of FIG. 16 for a selected macroblock (designated by a circled
X).
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FIG. 18 1s a representation diagram that illustrates which
blocks are analyzed during the motion vector filtering process

of FIG. 16 for a selected macroblock (also designated by a
circled X).

FI1G. 19 a flowchart illustrating a text detection process that
occurs as part of the frame analysis step shown 1n FIG. 5.

FI1G. 20 1s a representational diagram 1llustrating a number
of blocks that have been putatively marked as text blocks
during the text detection process of FI1G. 19.

FI1G. 21 1s a flowchart 1llustrating 1n further detail the steps
contained 1n the frame generation step shown 1n FIG. 5.

FI1G. 22 1s a lowchart 1llustrating 1n further detail the steps
contained 1n an exemplar post filtering step.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENT

The following detailed description 1s directed to certain
specific embodiments of the invention. However, the inven-
tion can be embodied in a multitude of different ways as
defined and covered by the claims. In this description, refer-
ence 1s made to the drawings wherein like parts are designated
with like numerals throughout.

System Overview

FIG. 1 i1llustrates a high-level block diagram of a streaming,
video system 100 that can be used with an embodiment of the
present invention. The streaming video system 100 includes a
media server 102 connected to a rendering computer 106 via
a network 104.

It 1s noted that the media server 102 and the rendering
computer 106 may each be any conventional general purpose
computer using one or more microprocessors, such as a Pen-
tium processor, a Pentium II processor, a Pentium Pro pro-
cessor, an xx386 processor, an 3051 processor, a MIPS pro-
cessor, a Power PC processor, or an ALPHA processor.

The media server 102 includes an encoder 116 for encod-
ing video images. The rendering computer 106 includes a
decoder 118 for decoding the video 1mages that have been
encoded by the encoder 116 and subsequently transmitted to
the rendering computer 106. For convenience of description,
the following description will describe the use of an encoder
and decoder that are configured to meet the H.263 and/or the
H.263(+) Version 2 standards. However, the processes of the
present invention may used with other standard encoding and
decoding schemes, such as, for example, H.261, MPEG-1,
and MPEG-2. Further, a proprietary encoding and decoding
scheme may be used.

A frame generator 112 recerves from the decoder 118 two
frames at a time, each of the frames respectively acting as a
first base frame and a second base frame which may be used
tor the interpolation of one or more intermediate frames.

The frame generator 112, as part of the frame generation
process, uses and/or calculates a number of thresholds, each
of which are discussed below. Each of the values of these
thresholds has been dertved analytically and using heuristical
testing. Accordingly, each of the values can vary depending
on the transmission rate of the network 104, the processing
speed of the media server 102 and the rendering computer
106, and the encoding and decoding algorithms that are
respectively employed by the encoder 116 and the decoder
118.

FI1G. 4 1llustrates components of the frame generator 112 in
accordance with one embodiment of the present invention.
The frame generator 112 includes a frame analysis module
400 and a frame synthesis module 402. In one embodiment,
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the frame analysis module 400 and the frame synthesis mod-
ule 402 each consist of various software modules that are
typically separately compiled and linked 1nto a single execut-
able program. Accordingly, the frame analysis module 400
and the frame synthesis module 402 may be optionally inte-
grated ito one or more soltware modules that reside and
execute on the rendering system 106.

In one embodiment, the frame generator 112 operates
using a state machine 404. In one embodiment the state
machine 404 1s a software module, similar in kind to the frame
analysis module and/or the frame synthesis module 402. The
state machine 404 1s operably connected to the frame analysis
module 400 and the frame synthesis module 402. In one
embodiment of the invention, the state machine 404 has seven

states, including: KEYFRAME, ABORT, LOW_ACTION,
MODERATE_ACTION, HIGH_ACTION, BIG_CHANGFE,
and SMALL_CHANGE. However, as can be readily appre-
ciated by one of ordinary skill 1n the art, a stmpler or a more
complex state machine can be employed.

The frame generator 112 uses one or more states of the state
machine 404 to determine which actions need be performed
during frame analysis and frame generation. Table 1 provides
a brietf description of each of the states.

TABLE 1
State State Description
KEYFRAME The second frame is independently coded.
ABORT Frame generation should not proceed.
LOW_ACTION The motion vectors of the second base

frame are below a selected threshold.
Moderate action 1s detected between the
first and second base frames

Significant action 1s detected between the
first and second base frames.

Minor differences are identified between
the first and second base frames.
Significant differences are identified
between the first and second base frames.

MODERATE_ACTION
HIGH_ACTION
SMALL_CHANGE

BIG_CHANGE

The significance of each of the states of the state machine
404 1n relation to the frame generation process will be dis-
cussed 1n further detail below.

Referring again to FIG. 4, the frame analysis module 400,
the frame synthesis module 402, and the state machine 404
may be each written in any programming language such as C,
C++, BASIC, Pascal, JAVA, and FORTRAN. C, C++,
BASIC, Pascal, JAVA, and FORTRAN are industry standard
programming languages for which many commercial com-
pilers can be used to create executable code. Further, the
foregoing components of the frame generator 112 may be
used 1n connection with various operating systems such as:
UNIX, Solaris, Disk Operating System (DOS), OS/2, Win-
dows 3.X, Windows 95, Windows 98, and Windows NT.

Alternatively, the frame analysis module 400, the frame
synthesis module 402, and/or the state machine 404 may each
be implemented as a hardware device.

System Operation

FIG. 5 1s a high-level flowchart 1llustrating the frame gen-
eration process of the frame generator 112 (FIG. 1). Belore
starting, the frame generator 112 has received at least a first
and second base frame from the decoder 118. Further, the
decoder 118 has provided the frame generator 112 various
items of statistical information. Starting at a step 502, the
frame generator 112 analyzes the first and second base frames
and the statistical information. The process for analyzing the
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base frames 1s described below with reference to FIGS. 6-21.
It 1s noted that, as used herein, the term “frame generation™ 1s

intended to include frame interpolation.

Next, at a decision step 504, the frame generator 112 (FIG.
1) determines whether to generate an intermediate frame,
based upon the first and second base frames and the statistical
information. The process for determining whether to generate
an 1mtermediate frame 1s described below with reference to
FIGS. 6-20. However, 1n briel, some of the factors that the
frame generator 112 considers when determining whether to
perform frame generation include: the presence of textual
characters, the size of the motions vectors that are associated
with the base frames, the number of macroblocks that have
been independently coded 1n the base frames, the duration of
times between the base frames, whether the motion vectors
that are associated with each of the macroblocks 1n the base
frames can be corrected, and comparison information regard-
ing the vectors of each of the macroblocks 1n the base frames.

If the frame generator 112 determines it 1s acceptable to
generate intermediate frames, the frame generator 112 pro-
ceeds to the step 506. Atthe step 506, the frame generator 112,
depending on the implementation, generates one or more
intermediate frames. The process for generating intermediate
frames 1s described in further detail below with reference to
FIG. 21. At the step 506, the frame generator 112 may also
filter the generated frames. The process for filtering the gen-
erated frames 1s described below with reference to FIG. 22.

Referring again to the decision step 504, 1f the frame gen-
erator 112 (FIG. 1) determines that it 1s not acceptable to

generate intermediate frames, the process ends at the step
508.

State Determination

FIGS. 6-10, in combination, are a tlowchart illustrating a
state determination process. The frame generator 112 uses the
state to determine whether frame generation 1s appropriate
and also to select an appropriate frame generation method.
FIGS. 6-10 1llustrate in further detail the steps that are per-
formed 1n step 502 of FIG. 5.

Starting at a step 600, the decoder 118 (FIG. 1) sends a first
base frame, a second base frame, and statistical information
regarding the first and second base frames to the frame gen-
erator 112 (FIG. 1). The frame generator 112 1n subsequent
steps will analyze each of these two base frames as part of the
process of generating an intermediate frame. After the frame
generator 112 (FIG. 1) has completed its analysis regarding
the first and second base frames, the next two base frames that
are provided to the frame generator 112 will include the
second base frame and a new base frame, the second base
frame being a replacement of the first base frame. Thus, each
base frame 1n the video presentation 110 (FIG. 1) 1s passed at
least twice to the frame generator 112, once as a first base
frame, and once a second base frame. It 1s also noted that 1n a
preferred embodiment, no frame generation 1s performed
until the frame generator 112 receives data representing at
least two frames from the decoder 118.

In an embodiment of the mnvention using the H.263 stan-
dard, the statistical information that 1s transmitted from the
decoder 118 (FIG. 1) may include the following information.
First, the statistical information includes an indicator as to
whether the second base frame was independently coded.
According to the H.263 standard, a frame can be indepen-
dently coded or dependently coded. If a frame 1s indepen-
dently coded, each macroblock of the frame 1s transmitted
from the media server 102 to the rendering computer 106. If
the frame 1s dependently coded, a motion vector associated
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with each of the dependently coded macroblocks 1s sent to the
rendering computer 106. Each of the motion vectors 1identify
regions 1n a previously sent frame. Second, the statistical
information includes a quantizer for the second base frame.
The quantizer 1s an integer ranging from 1 to 31 that identifies
the clarity of the second base frame. Generally, the lower the
value of the quantizer, the higher is the clanty of the second
base frame. Third, the statistical information includes the
time 1 milliseconds between the first base frame and the
second base frame. Also, the statistical information may
include the macroblock information for the first and second
base frames. The macroblock information 1includes for each
macroblock, at least one of two items: (1) 1f the macroblock
was dependently coded, an associated motion vector, or (11) 1f
the macroblock was independently coded, statistical informa-
tion regarding the macroblock.

At a next step 602, the frame generator 112 (FIG. 1) per-
forms various error checking routines on the first and second
base frames to determine whether the base frames contain
valid information. If the first and second base frames are not
valid, the frame generator 112 aborts the frame generation
process. Otherwise, 11 the first and second base frames are
valid, the frame generator 112 continues to a step 604 to
determine whether the second base frame 1s independently
coded or was coded using motion vectors.

If the second base frame was independently coded, the
frame generator 112 (FIG. 1) proceeds to a step 610 and
assigns the state of the frame generator 112 to “KEY-
FRAME.” Continuing to a decision step 612, the frame gen-
crator 112 determines whether the time interval, 1identified by
the statistical information, between the two base frames 1s
greater than a first threshold. In one embodiment of the inven-
tion, the first threshold 1s about 67 milliseconds. 67 millisec-
onds represents the time that 1s between two base frames that
are presented at a rate of 15 frames per second. It will be
appreciated by those of ordinary skill 1in the art that the thresh-
old may change from implementation to implementation.

If the time between the first and second base frames 1s
greater than the first threshold, the frame generator 112 (FIG.
1) proceeds to a step 614. At a step 614, the frame generator
112 makes the state equal to “BIG_CHANGE” due to the
relatively large time interval between the two base frames. As
was discussed above, the state “BIG_CHANGE” indicates
that there may be significant differences between the images
in the first and second base frames. Next, at the exit step 616,
the frame generator 112 finishes 1ts preliminary frame analy-
S18S.

Referring again to the decision step 612, i1 the frame gen-
erator 112 (FIG. 1) determines that the time between to the
two base frames i1s less than the first threshold, the frame
generator 112 maintains the state equal to “KEYFRAME.”
Further, the frame generator 112 proceeds to the exit step 616
and finishes the state determination process.

Now, referring again to the decision step 604 (F1G. 6), 11 the
frame generator 112 (FIG. 1) determines that the second base
frame 1s not independently coded, the frame generator 112
proceeds to a decision step 618. At the decision step 618, the
frame generator 112 determines whether the duration of time
between the first base frame and second base frame 1s greater
than a second threshold. The frame generator 112 assumes
that 1f there 1s a large interval between the base frames, there
1s likely to be a big change in the images of each of base
frames. Further, as was discussed above, 11 the value of the
quantizer 1s high, the image 1n a frame will have less clarity
than a frame having a lower quantizer. Thus, any changes in a
frame having a low quantizer are more readily noticeable than
in a frame having a lower quantizer. In one embodiment of the
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invention, the second threshold 1s equal to the value of the
quantizer multiplied by twenty (20). The value of twenty has
been obtained by various heuristics and analysis and pro-
vides, 1n one embodiment, a desirable threshold when used 1n
connection with the quantizer.

If the duration between the first base frame and second base

frame 1s greater than the second threshold, the frame genera-
tor 112 (FIG. 1) proceeds to the step 614 and assigns the state
in the state machine 404 (FIG. 4) to be “BIG_CHANGE.”

Otherwise, 1f the duration between the first base frame and the
second base frame 1s less than the value of the second thresh-
old, the frame generator 112 proceeds to a step 622 and counts
the number of blocks 1n the second base frame that are inde-
pendently coded.

Next, at a decision step 624, the frame generator 112 (FIG.
1) determines whether the percentage of blocks that were
counted 1n the step 622 1s greater than a third threshold. In one
embodiment of the invention, the third threshold 1s about
624% of the number of macroblocks 1n the second frame. As
can be readily appreciated by one of ordinary skill, macrob-
locks are usually independently coded when the encoder 116
(FIG. 1) cannot find a good match between the macroblock
and a equivalently s1zed region 1n a selected one or more of the
previous frames. As the number of independently coded mac-
roblocks increases, the frame generator 112 assumes that
there 1s a higher likelihood that there 1s a large change
between the first and second base frames and that frame
generation may be mappropriate.

If the number of macroblocks 1n the second base frame that
have been independently coded i1s greater than the third
threshold, the frame generator 112 proceeds to the step 614.
Otherwise, 11 the number of macroblocks 1n the second frame
that have been independently coded 1s less than the third
threshold, the frame generator 112 proceeds to a decision step
626.

At a decision step 626, the frame generator 112 (FIG. 1)
determines whether the maximum motion vector 1n the sec-
ond frame 1s less than a fourth threshold. In one embodiment
of the invention, the frame generator 112 determines the
maximum motion vector as follows. First, a scalar 1s deter-
mined for each motion vector. The scalar 1s equal to the sum
of the square of each of the x and the y components of a
motion vector. Second, the scalar having the highest value 1s
selected.

In one embodiment of the invention, the value of the fourth
threshold depends on the value of the quantizer for the second
frame. The frame generator 112 uses the quantizer to deter-
mine whether any of the motion vectors in the second frame
1s relatively large in relation to the quantizer. Table 2 1llus-
trates the values of the fourth threshold depending on the
value of the quantizer.

TABLE 2
Quantizer Value Fourth Threshold
quantizer <5 6
5 = quantizer < 11 12
quantizer = 12 24

It the scalar associated with the maximum motion vector 1s

less than the fourth threshold, the frame generator 112 pro-
ceeds to a step 630. At a step 630, the frame generator 112

assigns the state 1n the state machine 404 (FIG. 4) to be

“LOW_ACTION.” Continuing to the step 616, the frame
generator 112 has completed 1ts preliminary state determina-
tion process.
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Referring again to the step decision step 626, 1 the frame
generator 112 (FIG. 1) determines that the maximum motion
vector 1s greater than the fourth threshold, the frame generator
112 proceeds to a step 632. At the step 632, the frame gen-
erator 112, calculates, for each macroblock 1n the second
frame: (1) the average distance between the motion vector
associated with a respective macroblock and the motion vec-
tor associated with the macroblock to the right of the respec-
tive macroblock; and (11) the average distance between the

motion vector associated with the respective macroblock and
the motion vector associated with the macroblock below the
respective macroblock. In one embodiment, the distance
between two motion vectors 1s calculated by taking the abso-
lute value of the difference between the x components and the
y components of each of the two motion vectors.

For example, FIG. 11 1llustrates an exemplary frame 900
having a plurality of macroblocks 902. The frame 900 is the
second of two base frames that has been sent to the frame

generator 112 (FIG. 1) by the decoder 118 (FIG. 1). A mac-
roblock 906 1n a first spatial position as shown 1n FIG. 9, has
an associated motion vector 908 that references a region 1n a
previous base frame having the same spatial positioning as
macroblock 910. In this example, the value of the x compo-
nent of the motion vector 908 1s 2, and the value of the y
component of the motion vector 908 1s -2. As another
example, a macroblock 914 has an associated motion vector
918 that references a region 1n a previous base frame, such as
the first base frame, having the same spatial positioning as the
macroblock 920. The value of the x component of the motion
vector 918 1s 0, and the value of the v component of the
motion vector 918 1s -2.

Continuing the example, to calculate the difference
between the motion vector 908 and the motion vector 918, the
following calculations are performed. First, the absolute
value of the differences in the x components of each vector 1s
determined, 1.e., 2-0=2. Second, the absolute value of the
differences in the y components of each component 1s deter-
mined, 1.e., 2—-2=0.

Next, at a step 634 of FIG. 6, the frame generator 112 (FIG.
1) divides the second frame 1nto sections. In one embodiment
of the invention, the second base frame 1s roughly divided into
four quadrants 926, 928, 930, 932 (FIG. 11). In one embodi-
ment of the ivention, the nght-most column and the bottom-
most row ol macroblocks are not included in any of the
sections.

Once the frames are divided 1nto sections, the frame gen-
crator 112 (FIG. 1) proceeds to a step 638 (FI1G. 7). At the step
638, the frame generator 112, for each of the sections, sums
the calculated motion vector differences (determined in the
step 632) for the macroblocks within a respective section, 1.e.,
the sum of the differences for each of the x and y components
between each of the macroblocks and the macroblock’s
neighbors to the right and below.

Proceeding to a step 640 (FI1G. 7), the frame generator 112
compares each of the sums associated with each of the sec-
tions (determined 1n the step 632) against a fifth threshold. In
one embodiment of the invention, the fifth threshold 1s set to
equal about 64. It 1s noted that the value of 64 has been
determined using various heuristical analysis and testing
techniques.

Continuing to a step 642, 11 any of the sums exceeds the
fifth threshold, the frame generator 112 proceeds to a step 644
and assigns the state in the state machine 404 (FI1G. 4) to be
“HIGH_ACTION.” Proceeding to the step 616 (FIG. 6) via
off-page-connector “B”, the frame generator 112 exits the
state determination process.
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Referring again to the step 642 (FI1G. 7), if none of the sums
associated with any of the sections exceed the threshold, the
frame generator 112 (FI1G. 1) proceeds to a step 800 (FIG. 8)

via olif-page-connector “C.” At a step 800, the frame genera-
tor 112 calculates a sum squared difference between the pixel
intensity of each of the pixels 1n the second base frame with
respect to pixels 1 the first base frame.

For example, referring again to FI1G. 9, the frame generator
112 compares the pixel itensity of each pixel 1n a macrob-
lock 906 with the pixel intensity of pixels 1n a macroblock 1n
the same spatial location in a previous base frame, such as the
first base frame. In one embodiment of the present invention,
cach pixel in the macroblock 1s represented by an integer
ranging from O to 255, the integer 1dentiiying the “intensity™
of each of the pixels, a value of 0 representing black, a value
of 255 representing white, and intermediary values represent-
ing a relative mix of the two.

Proceeding to a step 802 (FIG. 8), the frame generator 112
(FIG. 1) uses the values calculated 1n the step 800 to calculate
the average sum-squared difference i1n intensity levels
between the pixels in each of the macroblocks. This average
sum squared difference 1s calculated by summing the differ-
ences calculated in the step 802, and then dividing the sum by
the number of pixels 1 the macroblock.

At a next step 804, the frame generator 112 calculates the
average sum-squared difference of pixel intensity for each of
the macroblocks. The average sum-squared difference 1s cal-
culated by summing the average sum-squared difference for
cach macroblock (calculated 1n the step 802) and dividing the
sum by the number of macroblocks.

Continuing to a decision step 808, the frame generator 112
determines whether the average sum-squared pixel intensity
1s greater than a sixth threshold. In one embodiment of the
invention, the sixth threshold is calculated by Equation 1.

sixth threshold=quantizer*4*(133/A)". (1)

quantizer=Level of clarity of the second frame time.
A=Duration of time 1n milliseconds between the first base
frame and the second base frame.

It 1s noted that the value of 133 corresponds to the time in
milliseconds between two frames that are sent at a rate of 7.5
frames per second (a typical transmission rate for a 28.8 kbps
communications device).

If the average sum-squared pixel intensity 1s greater than
the sixth threshold, the frame generator 112 (FI1G. 1) proceeds
to a step 812 and assigns the state in the state machine 404 to
be “BIG_CHANGE.” Next, the process returns through the
off-page connector “B” to the exit step 616 (FIG. 6), and the
frame generator 112 completes 1ts preliminary state determi-
nation process.

Referring again to the decision step 808 (FIG. 8), 1f the
average 1s less than the sixth threshold, the frame generator
112 (FIG. 1) proceeds to a step 814. At the step 814, the frame
generator 112 determines whether the sum-squared differ-
ence 1n pixel intensity between the pixels 1n first and second
base frames 1s less than the seventh threshold. In one embodi-
ment of the invention, the seventh threshold 1s set to about
2500, but 1t will be appreciated that other thresholds may be
used, particularly for differing implementations.

If the sum-squared differences 1n pixel intensity 1s less than
the seventh threshold, the frame generator 112 (FIG. 1) pro-
ceeds to a step 816. At the step 816, the frame generator 112
assigns the state 1 the state machine 404 to be
“SMALL_CHANGE.” Next, the frame generator 112 pro-
ceeds to the exit step 616 via off-the-page connector “B” and
completes the state determination process.
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Referring again to the decision step 814, 1f the frame gen-
erator 112 (FIG. 1) determines that the sum-squared ditfer-

ence 1n pixel intensity between the first and second frames 1s
greater than or equal to the seventh threshold, the frame
generator 112 proceeds to a step 818. At the step 818, the
frame generator 112 assigns the state in the state machine 404
to be “MODERATE_ACTION.” Next, the frame generator
112 proceeds to the exit step 616 via the off-page-connector
“B” and completes the step determination process.

Frame Analysis

FIGS. 9 and 10 1illustrate 1n combination a flowchart for
performing additional analysis regarding the first and second
base frames. In particular, FIGS. 9 and 10 illustrate a process
for determining, depending on the value of the state main-
tained by the state machine 404, the appropriateness of gen-
crating intermediate frames between the first base frame and
the second base frame. The frame generator 112 (FIG. 1)
proceeds to a step 1000 (FI1G. 9) from the exit step 616 (FIG.
6).

Depending on the state of the state machine 404, the frame
generator 112 (FIG. 1) proceeds to either a step 1004, a step
1008, or a step 1009. If the state 1n the state machine 404 (FIG.
4) 1s etther “LOW_ACTION” or “KEYFRAME”, the frame
generator 112 proceeds to the step 1004. From the step 1004,
the frame generator 112 proceeds to a step 1012 to determine
whether the frame generator 112 can detect text in the first and
second base frames. The text detection process 1s described 1n
further detail below with reterence to FIG. 20.

Next, at a decision step 1016, the frame generator 112
(F1G. 1) determines whether the state 1n the state machine 404
(FIG. 4) 1s one of the states: “ABORT”,
“SMALL_CHANGE”, “BIG_CHANGE”, or “HIGH_AC-
TION.” If the  state 1S either “ABORT™,
“SMALL_CHANGE”, “BIG_CHANGE”, or “HIGH_AC-
TION”, the frame generator 112 fails the frame generation
and proceeds to a fail step 1020. At the fail step 1020, to assist
in determining the appropriateness of frame generation 1n
subsequent frames, the frame generator 112 records that the
frame generation was not appropriate.

Referring again to the decision step 1016 (FIG. 9), 1f the
state 1s 1n the state machine 404 (FIG. 4) 1s not 1s one
of the states: “ABORT”, “SMALL_CHANGE”,
“BIG_CHANGE”, or “HIGH_ACTION?, the frame genera-
tor 112 (FIG. 1) proceeds to a step 1102 (FIG. 10) via the
off-page connector “D.”

At the step 1102 (FI1G. 10), the frame generator 112 exam-
ines the status of the state of the state machine 404 during the
last two attempts at frame generation. As was discussed with
reference to the fail step 1020, subsequent to processing the
first and second base frames, the frame generator 112 records
whether the frame generation was determined to be appropri-
ate with respect to the two frames.

Continuing to a decision step 1106, 11 the frame generator
112 (FIG. 1) determines that frame generation was deter-
mined to be inappropriate 1 one of the last two attempts at
frame generation, the frame generator 112 proceeds to a step
1108 and fails the frame generation process. It 1s noted that to
prevent the frame generator 112 from becoming permanently
locked 1n a fail state, the frame generator 112 determines the
reason why the frame generation failed in the previous two
attempts. If the frame generation failed 1n the previous two
attempts due to factors other a failure 1 yet another previous
frame generation attempt, the frame generation will fail.
However, 11 the frame generation failed due to the failure of
yet another previous attempt at frame generation, or if no
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fallures were encountered, the frame generator 112 disre-
gards the failure, 11 any, and proceeds to an end step 1110.
Referring again to the step 1000 (FIG. 9), if the frame
generator 112 (FIG. 1) determines that the state in the frame
generator 404 (FIG. 4) 1s “MODERATE_ACTION” or
“HIGH_ACTION?, the frame generator 112 proceeds to the
step 1008. Moving to a step 1030, the frame generator 112
attempts to adjust the motion vectors that are associated with
cach of the macroblocks 1n the second base frame such that
cach of the motion vectors represent movement between the
second base frame and first base frame. Significantly, each of
the motion vectors may have been initially selected by the
encoder 116 due to the fact the region 1dentified by the motion
vector provides a good match for the macroblock, and not
because the 1mage in the macroblock actually moved in the
direction 1dentified by the motion vector. Therefore, due to
this fact, the frame generator 112 attempts to readjust any
motion vectors that are not representative of movement of the
image 1n the first and second base frames. The process for

correcting the direction of each of the motion vectors of the
second base frame 1s described 1n further detail below with
reference to FI1G. 12.

Next, at a step 1044, the frame generator 1044 performs
motion vector filtering. The process for motion vector filter-
ing 1s described below with reference to FIG. 16. However, 1n
brief, the function of the motion vector filtering process 1s to
climinate outliers of any macroblock which, according the
macroblock’s associated motion vectors, 1s moving radically
compared to 1ts neighbors.

Next, at a state 1046, the frame generator 112 re-deter-
mines the state of the frame generator 112. In one embodi-
ment of the mvention, the frame generator 112 re-executes
cach of the steps shown in FIGS. 6, 7, and 8. Optionally, the
frame generator 112 may skip selected steps that are not
alfected by the text detection and global motion vector cor-
rection process, €.g., determining duration of time between
frames (step 618) and determining the number of blocks that
are independently coded (step 622).

Continuing to a decision step 1048, the frame generator
112 determines whether the state changed from “MODER -
ATE_ACTION” to “HIGH_ACTION” subsequent to execut-
ing the step 1046. If the state changed from “MODERATE _
ACTION” to “HIGH_ACTION?”, the frame generator pro-
ceeds to a state 1050. At the state 1050, the frame generator
112 changes the state back to “MODERATE_ACTION.” The
frame generator 112 then proceeds to a state 1052,

Referring again to the decision state 1048, 11 the frame
generator 112 determines that the state did not change from
“MODERATE_ACTION” to “HIGH_ACTION”, the frame
generator proceeds to the state 1052,

From either the decision step 1048 or the step 1050, the
frame generator 112 proceeds to a step 1052. Atthe step 1052,
the frame generator 112 repeats the process for motion vector
filtering (the process first being performed in step 1044). The
process for motion vector filtering 1s described below with
reference to FI1G. 16.

Next, the frame generator 112 returns to the step 1012 and
performs text detection (discussed above).

Referring again to the step 1000 (FIG. 9), if the frame
generator 112 (FIG. 1) determines that the step 1n the frame
generator 404 (FIG. 4) 1s “ABORT”, “SMALL_CHANGE”
or “BIG_CHANGE?”, the frame generator 112 proceeds to the
step 1009. Next, at a the step 1010, the frame generator 112
stops analyzing the first and second base frames for frame
generation. At the step 1010, the frame generator 112 has
determined that 1t 1s inappropriate to generate an intermediate
frame and therefore fails the frame generation process. The
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process flow returns to the step 502 (FIG. 5) wherein the
frame generator 112 analyzes the next two frames which are

provided by the decoder 118.

(rlobal Motion Correction

FI1G. 12 1s a flowchart illustrating a process for determining,
whether any of the macroblocks in the second base frame has
a better matching region 1n the first base frame than 1s refer-
enced by the motion vector currently associated with each of
the macroblocks.

Starting at a step 1200, the frame generator 112 (FIG. 1)
obtains a list of candidate motion vectors that are used to
identify a possibly better matching region than the region that
1s currently associated with each of the macroblocks. Initially,
the list of candidate motion vectors includes the current
motion vector for the macroblock and a null vector. Steps
1202 through 1208 describe 1n further detail the process for
gathering the remainder of the candidate motion vectors.

At a next step 1202, the frame generator 112 (FIG. 1)
calculates the average motion vector of each of the macrob-
locks 1n the second base frame. The average motion vector 1s
then used as one of the candidate motion vectors.

Continuing to a step 1204, the frame generator 112 (F1G. 1)
identifies four blocks 1302, 1306, 1308, 1310 (FI1G. 13 A) that
are each respectively positioned proximate to one of the four
corners 1312, 1314,1316, 1318 of the second base frame. It 1s
noted that the cormer blocks do not necessarily correspond to
macroblocks. Thus, the corner blocks 1302,1306,1308,1310
may be smaller or larger 1n pixel size than the macroblocks. In
one embodiment, each of the four corner blocks 1302, 1304,

1306, 1308 1s positioned such that each of the corners 1322,
1324,1326, 1328 of the four corner blocks 1302, 1304, 1306,
1308 1s offset from one of the corners 1312, 1314, 1316, 1318
of the second frame by 8 pixels 1n both the x and y directions.
For example, block 1302 1s positioned at pixel 8, 8 and offset
fromthe corner 1312 by 8 pixels in both the x and y directions.
Further, for example, the corner 1324 of the corner block
1304 1s offset from the corner 1314 by 8 pixels 1n both the x
and y directions.

Once the frame generator 112 (FIG. 1) identifies each of
the four corner blocks 1302, 1306, 1308, 1310, the frame
generator 112 analyzes a number of blocks in the first base

frame looking for a block that matches the corner blocks
1302,1304,1306, 1308. In one embodiment of the invention,

for each of the corner blocks 1302, 1304, 1306, 1308, the
frame generator 112 analyzes blocks 1352, 1354, 1356, 1358
in the first base frame, the blocks 1352 1354, 1356, 1358
being 1n the same respective spatial position of the corner
blocks 1302, 1304, 1306, 1308 1n the second base frame. In
addition to these four corner blocks, the frame generator 112
analyzes 1n the first base frame each block that has a corner
that 1s not more than 8 pixels away from a corner 1372, 1374,
1376,1378 of therespective blocks 1352, 1354,1356, 1358 1n
either the x or the vy directions.

For example, in regard to block 1302 and referring to FIGS.
14 and 15, the frame generator 112 analyzes each block 1n the

first base frame having an upper left hand corner 1n a square
window extending from 0, O to 16, 16. Block 1404 (FIG. 14)

and block 1508 (FIG. 15) are each blocks that are examined 1n
this process.

To determine the closeness of a match between the corner
block in the second base frame and one of the selected blocks

in the first base frame, the frame generator 112 performs
Equation 2.

MATCH=SUM+(8192*RADIUS). (2)
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SUM = the sum of the square differences between each of the pixels
in one of the corner blocks in the first base frame and each
of the pixels 1n same spatial location in the selected block
in the first base frame.

RADIUS =  the greater of the differences in distance in pixels between
the selected block and the corner block with respect to

the x and vy axis.

The lower the value of MATCH, the better 1s the match
between the selected block 1n the first base frame and the
selected one of the corner blocks 1302, 1306, 1308, 1310.

Continuing to a step 1208, once the blocks 1n the first base

frame which provide a good match for each of the corner

blocks 1302, 1304, 106, 1308 are i1dentified, a motion vector
1s calculated between the corner blocks 1302, 1304, 1306,
1308 and the 1dentified blocks.

The frame generator 112 (FIG. 1) uses the four motion
vectors that are calculated in the step 1208 and that are asso-
ciated with each of the corner blocks 1302, 1306, 1308, 1310
(FIG. 13A) as the last four of the candidate motion vectors.

In summary, the group of candidate motion vectors
includes: a null vector, the current motion vector, an average
motion vector for the second base frame, and the four motion
vectors calculated with respect to each of the corner blocks in
the steps 1204 and 1208.

Next, 1n a step 1210, the frame generator 112 determines,
for each macroblock 1n the second base frame, which of the
candidate motion vectors should be used for frame genera-
tion. To 1dentily the most appropriate motion vector, the
frame generator 112 applies Equation 3 in conjunction with a
selected macroblock and in sequence with each of the candi-

date motion vectors.

MATCH=SUM+4096(x|+|y1).

SUM = The sum of the square differences between each of the pixels in
the selected macroblock and each of the pixels in same
spatial location in the macroblock identified by a selected
candidate motion vector.

X = The x component of the selected candidate motion vector.

y = The v component of the selected candidate motion vector.

After applying Equation 3 to each of the candidate motion
vectors for a selected macro block, the frame generator 112
examines the value of the vanable MATCH that has been
determined using each of the candidate motion vectors. The
frame generator 112 then selects the motion vector that has
the lowest determined MATCH value and resets the motion
vector of the macroblock to the selected motion vector. The
frame generator 112 then applies Equation 3 with respect to
the remainder of the macroblocks and 1n conjunction with
cach of the candidate motion vectors.

Motion Vector Filtering

FI1G. 16 1s a flowchart illustrating a process for filtering the
motion vectors in the base frames. The filtering process
ensures that a macroblock does not have an associated region
that 1s radically different than the motion vector associated
with the macroblock’s neighbors. FIG. 16 1llustrates in fur-
ther detail the steps that occur 1n steps 1044 and 1052 of FIG.
9. It 1s noted that motion vector filtering 1s performed with
respect to both the first and second base frames. However, for
convenience of description, reference i1s only made to the
second base frame in the following discussion.

After starting at a step 1600 (FIG. 16), the frame generator
112 (FI1G. 1) proceeds to a step 1602, and filters the interior of
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the second base frame. Steps 1606, 1610, and 1614 describe
in further detail the process for filtering the interior of the
second base frame.

Moving to a decision step 1606, the frame generator 112
(FIG. 1) determines whether the second base frame 1s a small
frame. In one embodiment of the invention, a frame 1s deemed
to be small 1f the width of the second base frame of less than
about 200 pixels, or 11 height of the frame 1s less than about
180 pixels. If the frame generator 112 determines that the
second base frame 1s a small frame, the frame generator 112
proceeds to a step 1610. At the step 1610, the frame generator
112 resets each motion vector for each macroblock that 1s not
positioned on the edge of the second base frame to the median
value of the motion vectors of its eight neighbors.

Referring again to the step 1606, 11 the frame generator 112
(FI1G. 1) determines that the second base frame 1s not a small
frame, the frame generator 112 proceeds to astep 1614. Atthe
step 1614, the frame generator 112 for each macroblock
determines a median value of a set of macroblocks, the set
including: the motion vector of each of the macroblock’s
neighboring the macroblock, 12 other proximally located
macroblocks, and three 1instances of the current macroblock.
The frame generator 112 (FIG. 1) then resets the value of the
macroblock to this calculated median.

Reterring to FIG. 17, the macroblocks that are analyzed by
the frame generator 112 (FIG. 1) when performing step 1614
for an exemplary macroblock 1702 are illustrated. In regard to
the macroblock 1702 (designated by a circled X), the frame
generator 112 analyzes eight neighboring macroblocks 1704
through 1730 (each being designated by an X). In addition,
the frame generator 112 analyzes twelve proximally situated
macroblocks 1734-1756 (also designated by an X). After
gathering the motion vectors for these macroblocks, the
frame generator 112 puts these motion vectors 1n a motion
vector list. Additionally, the frame generator 112 adds three
instances of the motion vector that 1s currently associated
with the macroblock 1702 to the motion vector list. The frame
generator 112 then determines a median motion vector which
1s based upon the list of motion vectors. To determine the
median, the frame generator 112 first determines a median x
value for each of the motion vectors in the list. The frame
generator then determines a median v value for each of the
motion vectors in the list. The frame generator 112 combines
the median x value and the median y value to make a new
motion vector for the macroblock 1702.

From either the step 1610 or the step 1614, the frame
generator 112 proceeds to a step 1618. At the step 1618, the
frame generator 112 (FIG. 1) starts the filtering process for
the edge macroblocks of the second base frame. Next, at the
step 1622, the frame generator 112, for each edge macrob-
lock, calculates the median motion vector of its immediate
neighbors and resets the motion vector of amacroblock to this
calculated value. For example, 1 the macroblock 1s on a
non-corner edge of the second base frame, the frame genera-
tor 112 resets the value of macroblock to equal the median
value of 1ts 5 neighbors. Lastly, 1t the macroblock 1s posi-
tioned on a corner of the second base frame, framer generator
112 resets the value of the motion vector to 1ts 3 neighbors.

Referring to FIG. 18, the macroblocks that are analyzed by
the frame generator 112 (FIG. 1) when executing the step
1618 for an exemplary macroblock 1804 1s illustrated. In
regard to the macroblock 1804, the frame generator 112 ana-
lyzes five neighboring macroblocks 1806, 1808, 1810, 1812,
and 1814 (each designated by an X). Lastly, at a step 1624
(F1G. 16), the process for motion vector filtering 1s com-
pleted.
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Text Detection

FI1G. 19 1s a tlowchart 1llustrating a process for identifying
portions of the first and second base frames that include text.

FIG. 19 further illustrates the steps that occur in step 1012 of

FIG. 9. Text detection 1dentifies stationary text, such as cap-
tions, that overlay an active background. Subsequent to such
detection, the frame generator 112 ensures that the stationary
text blocks are not moved to a different position in the frame
generation process.

In one embodiment of the mvention, as a part of frame
generation, the frame generator 112 marks macroblock quad-
rants (8x8 blocks of pixels) 1n the first base frame and the
second base frame that are to remain stationary. In general,
the text detection process follows three steps. First, the frame
generator finds putative blocks of text. Second, the frame
generator 112 disregards any putative text blocks that are
non-contiguous with another text block. Lastly, the frame
generator marks as putative text blocks any gaps and corners
that are 1dentified 1n the selected frame.

Starting the text detection process at a step 1900 (FI1G. 19),
the frame generator 112 (FIG. 1) calculates the sum of the
squared difference 1n pixel intensity between identical posi-
tioned blocks 1n consecutive frames. This sum 1dentifies the
similarity between blocks that have the same spatial position-
ing 1n the first base frame and the second base frame. Con-
tinuing to a step 1902 (FIG. 19), for each block, the frame
generator 112 (FIG. 1) determines whether the value calcu-
lated 1n the step 1900 for the block 1s below an eighth thresh-
old. The eighth threshold identifies whether there has been a
significant amount of change between the first and second
base frames. While other thresholds may be more appropnate
in other embodiments, 1n one embodiment of the invention,
the eighth threshold 1s about 2500.

If the frame generator 112 determines that the value calcu-
lated for a block 1n the step 1900 1s below the threshold, the
frame generator 112 proceeds to a step 1906. At a step 1906,
the frame generator 112 reassigns the motion vector of the
blocks that fall within the eighth threshold to be equal to 0, O.
The frame generator 112 assumes that if the difference 1n the
pixel intensity of two blocks having the same spatial position
in two different frames 1s negligible, the block contains text
and 1ts motion vector for frame generation purposes should be
null.

From either the step 1906, or the decision step 1902,
assuming the sum of the squared differences for a given
blocks was below the eighth threshold, the frame generator
112 (F1G. 1) proceeds to a decision step 1910 (F1G. 19). Atthe
decision step 1910, 1f the frame generator 112 determines
whether any of the blocks 1n the two previously provided
frames were determined to be a text block, the frame genera-
tor 112 proceeds to a step 1914 with respect to those blocks.
At the step 1914, the frame generator 112 sets the value of a
variable “threshold” equal to 3200 for each block that was
determined to be a text block when analyzing one of the two
previous base frames. As will be described more fully below,
the vanable “threshold” i1dentifies a value that must be sur-
passed to find an edge between two pixels.

Otherwise, 1 the frame generator 112 determines that any
ol the blocks have not been determined to be text blocks when
analyzing the previous two base frames, the frame generator
112 proceeds to a step 1918 with respect to those blocks. At
the step 1918, the frame generator 112 sets the value of the
variable “threshold” equal to 1600 for each of the blocks that
have been determined to be a text block 1n the previous two
frames.
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From either the step 1914 or the step 1918, the frame
generator 112 proceeds to the step 1922. At the step 1922, the
frame generator 112 determines for each block whether ad;a-
cent pixels 1n the block have varying intensity with respect to
cach other. If two pixels vary sulficiently in intensity, the
frame generator 112 1dentifies these two pixels as forming an
“edge” 1n the image. If enough edges are found 1n the block,
the block 1s assumed to be a text block.

In one embodiment of the invention, the frame generator
112 applies Equations 4 and 6 with respect to each of the
pixels 1 a selected block 1n the first base frame except the
bottom-most row and the right-most column of pixels. Fur-
ther, the frame generator 112 applies Equation 5 and 7 with
respect to the pixels 1n the second base frame having the same
spatial positioning as the selected pixels in the first base
frame.

EaX:SigH(A(X:y)_A(X'l' 1 :y))x (A(X :}’)—A(X+ 1 :y) )2 - (4)

Ebx=sign(B(x,y)-B(x+1,y))x(B(x,y)-B(x+1,y))*. (5)
Eay=sign(A(x,y)-AXy+1)x(AXy)-AXy+1))" (6)

Eby=sign(B(x,y)-B(x,y+1))x(B(x,y)-B(x,y+1))". (7)

A(x,y)=  the pixel intensity of a pixel 1n the selected block 1n the
first base frame.

B(x,y)=  the pixel intensity of a pixel in the selected block in the
second base frame.

sign(a)= 1,1fa>0;0,1fa=0;-1,1fa>0.

The results of Equations 4 and 5 reveal the relative differ-
ence 1n mtensity between two horizontally adjacent pixels 1n
cach of the first and second base frames. Similarly, the results
of Equation 6 and 7 reveal the relative difference 1n intensity
between two vertically adjacent pixels 1n each of the first and
second base frames. For example, if the value of the variable
“Eax’ 1s positive, the left-most of the two referenced pixels
has the most intensity of the two. Conversely, 11 the value of
the variable “Eax” 1s negative, the right-most of the two pixels
has the most intensity of the two. A similar relationship exists
with respect to the pixels that are applied with the variables
“Ebx”, “Eay”, and “Eby.” Using the values of the variables
“Bax”, “Ebx”, “Eay”, “Eby” and “threshold”, the frame gen-
erator 112 can count the number of edges that are formed by
cach of the pixels within a selected block.

In one embodiment of the present invention, the frame
generator 112 uses a variable “edge count” to assist in deter-
mining the number of edges in the selected block. Once the
values of “Eax,” “Ebx”, “Eay”, and “Eby” have been calcu-
lated, the frame generator 112 adjusts the value of edge_count
based upon these values. Table 3 sets forth below a plurality of
conditions that are applied to determine the number of edges
in the selected block. It the condition 1dentified in the first
column of the table 1s satisfied, the frame generator 112
adjusts the value of the variable edge count based upon the
result 1dentified 1n the second column of the table

TABL.

L1l

3

Condition Result

(Eax > threshold) and (Ebx > threshold)
(Eax < —threshold) and (Ebx < —threshold)
(Eax > threshold) and (Ebx < threshold)
(Eax < —threshold) and (Ebx > —threshold)
(Ebx > threshold) and (Eax < threshold)
(Ebx < —threshold) and (Eax > —threshold)

Increment edge count by 2
Increment edge count by 2
Decrement edge count by 1
Decrement edge count by 1
Decrement edge_count by 1
Decrement edge count by 1
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TABLE 3-continued

Condition Result

(Eay > threshold) and (Eby > threshold) Increment edge_count by 2
(Eay < —threshold) and (Eby < —threshold) Increment edge count by 2
(Eay > threshold) and (Eby < threshold) Decrement edge_count by 1
(Eay < —threshold) and (Eby > —threshold) Decrement edge count by 1
(Eby > threshold) and (Eay < threshold) Decrement edge_count by 1
(Eby < —threshold) and (Eay > —threshold) Decrement edge count by 1

The frame generator 112 applies Equations 4-7 for each of
the pixels within the blocks 1n a selected spatial position in the
first and second base frames. Upon analyzing a new block 1n
a different spatial position, the frame generator 112 resets the
value of variable “edge_count” equal to zero.

Next, at a step 1926 the frame generator 112 determines
which group of blocks are going to be putatively designated
as text blocks. In one embodiment of the invention, if the
variable “edge_count” 1s greater than 10 for a selected block,
the frame generator 112 designates this block as a putative
text block.

Continuing to a step 1930, the frame generator 112 elimi-
nates any block from the putative group of text blocks which
1s not immediately bordering another one of the putative text
blocks. In one embodiment of the invention, the term border
refers to the blocks immediately above, below, to the left and
to the right of the selected block.

At the step 1930, the frame generator 112 may optionally
determine whether there are a suificient number of putative
text blocks in the putative text block group to allow for the
conclusion that the putative text blocks represent text. For
example, 1n one embodiment, 11 the number of putative text
blocks 1s less than 6, the frame generator 112 removes all of
the of the blocks from the putative text block group.

Further, at the step 1930, the frame generator 112 may also
optionally determine whether the number of blocks 1n the
putative text block group exceeds a text block threshold. Iftoo
many text blocks are detected, the frame generation 112
assumes that the first and second base frames contain pre-
dominantly text and that the frame generation 1n this instance
may produce unexpected results. If the number of blocks in
the putative block exceed the text block threshold, the frame
generator 112 fails the frame generation based upon the first
and the second base frames. In one embodiment, the text
block threshold 1s predefined to be equal about 30. In another
embodiment of the invention, the text block threshold 1s cal-
culated on an ad-hoc basis.

Continuing to a step 1933, the frame generator 112 ana-
lyzes the putative text block groups to determine whether any
gaps or missing corners can be 1identified. In one embodiment
of the invention, a selected block 1s added to the putative text
block group 1f there are putative text blocks: (1) positioned
both above and below the selected block; (1) positioned both
to the left and the rnight of the selected block; (111) positioned
below, to the left, and below and to the left of the selected
block; (1v) positioned below, to the right, and below and to the
right of the selected block; (v) positioned above, to the left,
and above and to the leit of the selected block; or (v1) posi-
tioned above, to the right, and above and to the right of the
selected block.

For example, referring to FI1G. 20, aportion of a frame 2000
1s shown. The frame 2000 1s divided into a plurality of 8x8
blocks 2002. A selected number of the blocks 2002 have been
putatively identified (via shading) as text blocks. Further, as

can be readily seen by visual 1nspection, a number of the
blocks 2002 are bordering each other and define 6 block

shapes 2010, 2014, 2016, 2020, 2024, and 2028. In the step
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1934, the frame generator 112 analyzes each of the blocks
2002 to identily gaps and missing corners. Upon reaching a

block 2032, the frame generator 112 determines that a puta-
tive text block 1s positioned both to the right and to the left of
the block 2032. Accordingly, the frame generator 112 adds
the block 2032 to the putative text block group.

In one embodiment of the invention, the frame generator
112 performs a lett to right, top to bottom traversal of each of
the blocks 2002 in the frame 2000. However, other traversal
methods may be employed. Further, 1n one embodiment of
the present invention, the frame generator 112 does not con-
sider newly added putative text blocks when filling 1n the gaps
and missing corners. For example, as was discussed above,
block 2032 was added as a putative text block due to the
positioning of other putative text blocks. However, 1n this
embodiment, the frame generator 112 does not consider block
2032 as being putatively marked when analyzing the other
blocks.

Alternatively, 1n another embodiment, the frame generator
112 includes newly added putative text blocks when analyz-
ing the remainder of the blocks. For example, in this embodi-
ment, after determining that the block 2032 should be added
as a putative text block, the frame generator 112 considers the
block 2032 as being one of the putative text blocks for the
remainder of the analysis. Further, in this embodiment, the
frame generator 112 may perform multiple traversals of the
blocks 2002, each traversal filling 1n new gaps or empty
corners that are identified 1n a previous traversal.

Synthesis

FIG. 21 illustrates a process for generating intermediary
frames based upon the first and second base frames. At a step
2100, the frame generator 112 has already analyzed the first
and second base frames to determine the appropriateness of
frame generation. Further, the frame generator 112 has aver-
aged each of the motion vectors based upon the neighboring
motion vectors. In addition, the frame generator 112 has
tagged a selected number of blocks as being text blocks. At
this point, the frame generator 112 1s ready to generate one or
more intermediate frames.

It 1s noted that the frame generator 112 may be called more
than once thereby generating more than one intermediary
frames. In one embodiment of the invention, the frame gen-
erator 112 receives a time reference that identifies where 1n
time the generated frame 1s to be displayed 1n relation to the
first and second base frame. For example, a first base frame
may be designated for display at a time 100 milliseconds.
Further, the second base frame may be designated for display
at a time 300 milliseconds. The frame generator 112 using the
first and second base frames can generate one intermediate
frame for display at a time 200 milliseconds. Alternatively,
the frame generator 112 can be requested to provide two
intermediate frames, one for display at a time 150 millisec-
onds, the other at a time 250 milliseconds. The frame genera-
tor 112 can be used to generate any number of intermediate
frames. Further, the frame generator 112 can be used to gen-
crate yet another frame using a generated frame as one of the
base frames. Also, the frame generator 112 can be adapted to
receive a request that identifies one or more intermediate
times instead of being provided the intermediate times in
SUCCess101.

Moreover, for example, the intermediate time can be rep-
resented as an integer ranging between the values 1 and 255.
In this embodiment, an intermediate time of 1 represents that
the frame to be generated 1s to be presented proximal in time
to the first base frame. An intermediate time of 2355 represents
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that the frame to be generated 1s to be presented proximal in
time to the second base frame. For convenience of descrip-
tion, the remainder of the description will describe the opera-
tion of frame synthesis with reference to a time interval that 1s
measured as a value falling between 1 and 255.

Continuing to a step 2104, the frame generator 112 deter-
mines whether the state of the state machine 404 1s equal to

“MODERATE_ACTION.” If the step 1s not equal to “MOD-
ERATE_ACTION?”, the frame generator 112 proceeds to a
step 2108.

At the step 2108, the frame generator 112 merges the first
and second base frames using a linear average. In one
embodiment of the invention, as part of this step, the frame
generator 112 applies Equation 8 for each pixel position
within the first and second base frames.

generated frame(x,y)=(256—time_reference)/256*first
frame(x,y)+time_reference/256*second frame

(x,¥) (8)

time_reference = an integer ranging between 1 and 2553, the integer
indicating the temporal proximity of the frame to
be generated with respect to the first and second

base frames.

first frame(x,y) = the first base frame.
second frame (X,y) =  the intensity value of a pixel at a position X, y in
the second base frame.

Referring again to the step 2104, 11 the frame generator 112
determines that the state 1s equal to “MODERATE_AC-
TION?”, the frame generator 112 proceeds to the step 2112. At
the state 2112, the frame generator 112 determines whether
the frame to be generated 1s to be presented 1n time closer to
the first base frame or to the second base frame. I1 the frame
generator 112 determines that the frame to be generated 1s to
be presented closer 1n time to the second base frame, the
frame generator 112 proceeds to a step 2120. Otherwise, 11 the
frame generator 112 determines that the frame to be gener-
ated 1s to be presented closer in time to the first base frame, the
frame generator 112 proceeds to a step 2124. For example, 1n
the embodiment of the invention, if the value of the variable
“time_reference” 1s greater than or equal to 128, the frame
generator 112 determines that the frame to be generated 1s
closer to the second base frame. Furthermore, 1f the value of
the vanable “time_reference” 1s less than 128, the frame
generator 112 determines that the frame to be generated 1s
closer to the first base frame.

At the state 2120, the frame generator 112 generates a
frame using the macroblock information from the second
base frame. As part of the state 2120, the frame generator 112
generates four “reference” motion vectors for each of the
macroblocks from the motion vector of the selected macrob-
lock and motion vectors of neighboring macroblocks. Each
motion vector represents motion of one of four quadrants, or
“blocks”, within a selected macroblock. It the selected mac-
roblock 1s located on the frame edge, then motion vectors for
those quadrants along the edge are given a motion vector
equal to the one for the entire macroblock. Otherwise, for
quadrants internal to the frame, the frame generator 112
applies Equations 9-16 with respect to each of the macrob-
lock positions 1n the frame to be generated.

Xopper__tefi——((256—-time_reference)/2560)* (4*MV (X,

V). X+2*MV(X,y-1).x+2*MV(x-1,v).x+MV(x-1,
y=1).x)/9) 9)
Vipper_lefi——((256—time_reference)/2560)* ((4*MV (X,

V). y+2*MV (X, y-1).y+2*MV(x-1,y).y+MV(x-1,

y-1).y)/9) (10)
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Xjower__1efi——((250-time_reference)/256)*((4*MV(x,
V)1.X+2FMV (X, y+1) x+2*MV(x-1,y).x+MV(x-1,

yv+1).%)/9) (11)

Viewer_1ofi——((250—time_reference)/256)*((4*MV (X,
V). V+H2EMV(Xy+1) . y+2*MV(E-1,y).y+MV(x-1,

y+1).y)/9) (12)
Xy pper_right——(256—time_reference)/256)*((4*MV(x,

V)X+H2FMV (X, y-1) x+2*MV(E+1,y).x+MV(x+1,

y—1).X)/9) (13)
Vipper_righi—— ((256—time_reterence)/256)*((4*MV(x,

V)1.y+2*MV (X, y-1).y+2*MV(x+1,y).v+MV(x+1,

y=1).y)/9) (14)

Xjower_righi——((250-time_reference)/256)*((4*MV(x,
V)X+H2FMV(Xy+1) x+2* MV (E+1,y) x+MV(x+1,

y+1).X)/9) (15)

Yiewer_righi——((250-time_reference)/256)*((4*MV(x,
V). V+H2EMV (X, y+1) . y+2*MV(E+1,y). y+MV(x+1,

y+1).y)/9) (16)

An integer ranging between 1 and 255, the integer
indicating the temporal proximity of the generated
frame to the first and second base frames.

time reference =

X, pper lefi = The x component of the motion vector
for the upper left quadrant.

Yupper_loft = The y component of the motion vector
for the upper left quadrant.

Xy pper_right = The x component of the motion vector

for the upper right quadrant.

The y component of the motion vector
for the upper right quadrant.

The x component of the motion vector
for the lower left quadrant.

The y component of the motion vector
for the lower left quadrant.

The x component of the motion vector
for the lower right quadrant.

The y component of the motion vector
for the lower right quadrant.

yupp er_right
i ower_left —

yf ower_flefi =

Xf ower_right

yf ower_right =

MV(xy) x = the x component of a motion vector of a selected
macroblock in a reference frame, the block being
positioned X macroblocks from the top of a frame and
y macroblocks from the left of the interpolated frame.

MV(xy)y= the vy component of a motion vector of a selected

macroblock in a reference frame, the block being
positioned X macroblocks from the top of a frame and
y macroblocks from the left of the interpolated frame.

Equations 9-16 collectively yield the x and y components
of the four “reference” motion vector. The frame generator
112 wuses the reference motion vectors <X, .. o5

Yprer_Zeﬁ>ﬂ <mep er_vight Yprer_rfght>ﬂ <Xfc}wer_feﬁ3

yzf:}wer_feﬁ:) Ellld <Xfower_f"z'ghr? ya?c}wer_f'ighr}? Wlth I'eSpESCt to a
macroblock position to i1dentily “base” regions in the first

base frame. In generating the intermediate frame, the frame
generator 112, retrieves, with respect to the macroblock, the
“base” regions 1dentified by the reference motion vectors

<X

upper__lefts YHp peyr_ 1 eﬁ>5 <mep er__rights Ypr er__ri ghr>ﬂ

Kiower lefis Ylower lefi and Kiower rights Yiower right” and
places the base macroblock in the intermediate frame for each
quadrant. However, 1n one embodiment of the invention, 1t the
macroblock quadrant 1s determined to have video text, the
frame generator 112 does not use the reference motion vector
to select a base region. In this embodiment, the frame gen-
erator 112 performs a blending process which 1s further
described below with reference to a step 2128.

Referring again to the decision step 2112, if the frame
generator 112 determines that the frame to be generated 1s to
be presented closer 1n time to the first base frame, the frame

generator proceeds to the step 2124. At the step 2124, the
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frame generator 112 generates the intermediate frame using
the macroblock information from the second base frame. As
part of the state 2124, the frame generator 112 generates four
“reference” motion vectors from the motion vector of the
selected macroblock and motion vectors of neighboring mac-
roblocks. Each motion vector represents motion of one of
four quadrants, or “blocks™, within a selected macroblock. If
the selected macroblock 1s located on the frame edge, then
motion vectors for those quadrants along the edge are given a
motion vector equal to the one for the entire macroblock.
Otherwise, for quadrants internal to the frame, the frame
generator 112 applies Equations 17-24 with respect to each of
the macroblock positions 1n the frame to be generated.

=(time_reference/256)*((4*MV(X,y).X+

upper__ left

2*MV(x,y-1).x+2*MV(x-1,vy).x+MV
(x-1,y-1).X)/9)

X

(17)

Vipper__lep—(t1Me_reference/256 )*((4*MV(x,y).y+
2*MV(x,y-1).y+2*MV(x-1,y).y+MV

(x-1y-1).y)/9) (18)

X jower_lef(iMe_reference/256)* ((4*MV(x,y).x+
2*MV(x,y+1).x+2*MV(x-1,y).x+MV

(x-1,y+1).X)/9) (19)

Viower_lefi—(time_reference/256)* ((4*MV(x,y).y+
2*MV (X, y+1).y+2*MV(x-1,y).y+MV

(x—-1,y+1).y)/9) (20)

=(time_reference/256)*((4*MV (x,y).x+

upper__ right

2*MV(x,y-1).x+2*MV(x+1,y).x+MV
(x+1,y-1).X)/9)

X

(21)

Vipper_righs—(tiMe_reference/256)*((4*MV(x,y).y+

2Z*MV(X,y-1).y+2*MV(x+1,y).v+MV

(x+1,y-1).y)/9) (22)

Xjower_righi—(t1me_reference/256)* ((4*MV(X,y).x+
2Z*MV(X,y+1).x+2*MV(x+1,y).x+MV

(x+1,y+1).X)/9) (23)

YViower_righi—(time_reference/256)* ((4*MV(X,y).y+

2*MV(X,y+1).y+2*MV(x+1,y).v+MV

(x+1,y+1).y)/9) (24)

An integer ranging between 1 and 253, the integer
indicating the temporal proximity of the generated
frame to the first and second base frames.

The x component of the motion vector

for the upper left quadrant.

The v component of the motion vector

for the upper left quadrant.

The x component of the motion vector

for the upper right quadrant.

The v component of the motion vector

for the upper right quadrant.

The x component of the motion vector

for the lower leit quadrant.

The vy component of the motion vector

for the lower leit quadrant.

The x component of the motion vector

for the lower right quadrant.

The v component of the motion vector

for the lower right quadrant.

time reference =

Xupper_f eft —

yupper_f eft

Xupper_rfghr =

yupper_rfghr =
Riower I eft —

yfawer_f eft —

Xiow er_right —

Y tow er_right —

MV(xy) x= the x component of a motion vector of a selected
macroblock in a reference frame, the block being
positioned X macroblocks from the top of a frame and
y macroblocks from the left of the interpolated frame.

MV(xy) - vy= the vy component of a motion vector of a selected

macroblock in a reference frame, the block being
positioned X macroblocks from the top of a frame and
y macroblocks from the left of the interpolated frame.
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Equations 17-24 collectively yield the x and y components
of the four “reference” motion vector. The frame generator
112 uses the reference motion vectors <x

upper_left
Yprer_Zeﬁ>? <Xupper rights Yprer Fzghr>3 <Xfc}wer _lefts
> and <

YZGWEF_ZEﬁ XZGWE?F" right? yzf::awer‘ 41 hr 3 Wlth I'eSpESCt to
cach of the macroblocks to 1dent1fy “base regions 1n the first

base frame. In generating the intermediate frame, the frame
generator 112, retrieves with respect to each of the macrob-
locks, the “base” regions 1dentified by the reference motion
VECLOIS <X, er tofir Yupper tefi”s “Kupper right™> “Kiower_ieft
Yiower iefr” N X;o0r signe Yiower righe and places the base
macroblock in the intermediate frame for each quadrant.
However, 1n one embodiment of the invention, 1f the macrob-
lock quadrant 1s determined to have video text, the frame
generator 112 does not use the reference motion vector to
select a base region. In this embodiment, the frame generator
112 performs a blending process which further described
below with reference to the step 2128.

From either the step 2124 or the step 2120, the frame
generator 112 proceeds to the step 2128. At the step 2128, for
cach of the macroblock quadrants having video text in the
base frame which was selected 1n the state 2112, 1.e., the first
or the second base frame, the frame generator 112 blends each
of the pixels 1n the macroblock quadrant with a macroblock
quadrant 1dentically positioned within the other base frame.
As part of the blending process, the frame generator 112
applies Equation 8 with respect to each of the pixels 1n the
macroblock quadrants.

Continuing to a state 2128, the frame generator 112 filters
the mtermediate frame. The process for filtering the interme-
diate frame 1s set forth below with reference to FIG. 22.

Finally, in the state 2132, the generated intermediate frame
1s displayed to the user. In one embodiment of the invention,
the frame generator 112 displays the intermediate frame to a
display on the rendering computer 106 at a time correspond-
ing to the offset time provided to the frame generator 112. In
another embodiment of the invention, the intermediate frame
1s transmitted to a rendering program (not shown).

Post Synthesis Filtering

FIG. 22 illustrates a process for filtering an intermediate
frame that has been generated by the frame generator 112.
However, 1t 1s to be appreciated that other filtering processes
may be used. The filtering process softens the discontinuity
between adjacent macroblock quadrants (8x8 blocks) 1n the
interpolated frame. As can be readily appreciated, after inter-
polating a frame from base frame data, blocks that were once
adjacent 1n the base frame may no longer be adjacent in the
interpolated frame. Although upon frame interpolation, a
block from the base frame may serve as a good substitute for
the interpolated block, the pixels at the edges of each of the
interpolated blocks may not be a perfect match with the pixels
at the edge of a neighboring block. Accordingly, in one
embodiment of the present ivention, a filtering process 1s
applied to each of the interpolated frames.

As part of this process, the frame generator 112 analyzes
for each block, the blocks to the right and below the selected
block. The frame generator 112 first performs horizontal fil-
tering of each of the rows of each of the blocks. Next, the
frame generator 112 performs vertical filtering of each of the
rows ol each of the blocks. Steps 2200, 2204, 2208,2212, and
2216 describe the process for honzontal ﬁltermg each of the
rows 1n the blocks. Steps 2218, 2219, 2220, 2224 and 2228
describe the process for vertically filtering each of the col-
umns in each of the blocks. In one embodiment of the inven-
tion, the frame generator 112 performs two left to right, top to
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bottom traversals of each of the blocks 1n the interpolated
frame, one traversal for horizontal filtering, the other for
vertical filtering. However, it 1s to be appreciated that other
traversal schemes may be used.

Starting at a step 2200, the frame generator 112 begins the
horizontal filtering process. The frame generator successively
filters each of the rows 1n each of 8x8 blocks 1n the mterpo-
lated frame. Steps 2204, 2208, 2212, and 2216 further the
describe the process for horizontally filtering each of the
blocks. Steps 2204, 2208, 2212, and 2216 are executed for
cach of the 8x8 blocks in the mterpolated frames.

Continuing to a step 2204, the frame generator 112 uses the
quantizer for the interpolated frame to determine the strength
of the filter that 1s to be used for horizontally filtering the
block that i1s currently selected. In one embodiment of the
invention, the quantizer for the interpolated frame 1s the same
value as the quantizer for the base frame that was used to
generate the iterpolated frame. In one embodiment of the

invention, the frame generator 112 uses Equation 25 for this
calculation.

filter_strength=SFx{IMV(X,y).x-MV(x+1,y).xI+ MV

(X.¥).yv-MV(x+1.,y).yl). (25)

SE = 2, 1f quantizer > 15; 1, 1f 7 < quantizer <= 15; .5, 11 4 <
quantizer = 7; or O, if quantizer < 4.

the x component of a motion vector of a selected 8 x &
block in a reference frame that was used to generate

the interpolated frame, the block being positioned x blocks
from the top of a frame and v blocks from the left of the
interpolated frame.

the vy component of a motion vector of a selected 8 x 8
block in a reference frame that was used to generate

the interpolated frame, the block being positioned x blocks
from the top of a frame and vy blocks from the left of the

interpolated frame.

MV(xy) -x=

MV(Xy) - y=

The variable “filter_strength™ 1s used by the frame genera-
tor 112 to determine the appropriateness of filtering each of
the pixels 1n the currently selected block. It 1s noted that
although the value of the variable “filter_strength” changes
during the filtering process for a selected row, the value of the
variable “filter_strength™ 1s reset to the filter strength that 1s
associated with the block upon filtering a new row.

Referring now to the steps 2208, 2212, and 2216, the pro-
cess for horizontally filtering a selected block 1s described.
The frame generator 112 begins an 1terative process for each
of the rows 1n the currently selected block. In overview, at the
step 2208, the frame generator 112 selects one of the rows 1n
the blocks. Next, at the step 2212, the frame generator 112
determines whether to filter selected pixels 1n the row. Lastly,
in the step 2216, the frame generator 112 filters the selected
pixels.

Referring again to the step 2208, the frame generator 112
filters a selected row of the currently selected block. Starting
at the top row of the block, the frame generator 112 sets a
variable “filterl” to reference the right most pixel of the
selected row. Further, the frame generator 112 sets a variable
“filter2” to reference the left most pixel in the same row that
1s 1n the block to the night of the selected block.

Moving to a step 2212, the frame generator 112 determines
whether to filter the pixel referenced by the variable “filter1”,
depending on the value of the variable “filter_strength.” In
one embodiment of the invention, 1f the wvariable
“filter_strength” 1s zero, the frame generator 112 stops filter-
ing the currently selected row. However, 1t 1s to be appreciated
that other thresholds may be used.
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Otherwise, 1t the value of the variable *“filter_strength” 1s
greater than zero, the frame generator 112 proceeds to a step
2216. At the step 2216, the frame generator 112 filters the
pixels referenced by the varniables “filterl™ and “filter2.” The
frame generator 112 assigns the pixel referenced by the vari-
able “filter]l” to equal the average of the pixel values of 1tself
and of 1ts neighbors to the left and to the right. Further, the
frame generator 112 assigns the pixel referenced by the vari-
able “filter2” to equal the average of the pixel values of 1tself
and of 1ts neighbors to the leit and to the right. The frame
generator 112 then divides the vaniable “filter_strength” by 2,
rounding down. Next, the frame generator 112 reassigns the
variable “filter1” to reference the pixel that 1s immediately to
the left of the pixel that 1s referenced by “filterl.” Further, the
frame generator 112 reassigns the variable “filter2” to refer-
ence the pixel that 1s immediately to the right of the pixel that
1s currently referenced by the variable “filter2.”” The frame
generator 112 then returns to the step 2212 and continues to
filter the pixels 1n the selected row until the value of the
variable “filter strength” 1s equal to zero. At this point, the
frame generator 112 returns to the step 2208, to filter the next
row 1n the selected block. Upon completion of filtering each
of the rows 1n the currently selected block, the frame genera-
tor 112 returns to the step 2204 to recalculate the value of the
variable “filter strength” for the next block which 1s to be
selected.

Once all of the rows of pixels 1n each block of the interpo-
lated frame have been filtered, the frame generator 112 pro-
ceeds to a step 2218 to filter each of the columns of each of the
blocks. At a step 2218, the frame generator 112 successively
filters each column of pixels 1n each block of the interpolated
frame. The process for determining whether to filter the
selected pixels within each of the rows 1s described 1n the step
2224 and 2228.

Continuing to a step 2219, the frame generator 112 uses the
quantizer for the interpolated frame to determine the strength
of the filter that 1s to be used for vertically filtering each of the
blocks 1n the interpolated frame. In one embodiment of the
invention, the frame generator 112 uses Equation 26 for this
calculation.

filter_strength=SFx{IMV(x,y).x-MV(x,y+1).x[+ MV

(X,¥).y-MV(x,y+1).v]). (26)

SE = 2, 1f quantizer > 15; 1, 1f 7 < quantizer < 15; .5, 1f

4 < quantizer = 7; or 0, if quantizer < 4.

the x component of a motion vector of a selected block in a
reference frame that was used to generate the interpolated
frame, the block being positioned “x” blocks from the top
of a frame and “y” blocks from the left of the frame.

the v component -:::nf a motion vector of a selected block 1n

a reference frame that was used to generate the interpolated

frame, the block being positioned “x” blocks from the top
of a frame and “y” blocks from the left of the frame.

MV(xy) -x =

MV(Xy)-y=

As was used above 1n reference to horizontal filtering, the
variable “filter_strength” 1s used by the frame generator 112
to determine the approprnateness of filtering each of the pixels
in a selected column of the current block.

Now, referring to steps 2220, 2224, and 2228, the process
for vertically filtering the columns of pixels in the blocks 1s
described. At these steps, the frame generator 112 begins an
iterative process for each of the columns 1n a selected one of
the blocks. In overview, at the step 2208, the frame generator
112 selects one of the columns 1n the selected block. Next, at
the step 2212, the frame generator 112 determines whether to
filter the pixels 1n the selected column. Lastly, in the step
2216, the frame generator 112 filters the selected pixels.
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Referring specifically now to the step 2220, the frame
generator 112 filters a selected row of the selected block.
Starting at the left most column, the frame generator 112 sets
a variable “filter]” to reference the bottom most pixel of the
selected column. Further, the frame generator 112 sets a vari-
able “filter2” to reference the top most pixel 1n the same
column that 1s 1n the block beneath the selected block.
Moving to a step 2224, the frame generator 112, deter-
mines whether to filter the pixel referenced by the variable
“filter1”, depending on the wvalue of the wvarnable
“filter_strength.” In one embodiment of the mvention, i1 the
variable “filter_strength’ 1s equal to zero, the frame generator
112 stops filtering the currently selected column. At this
point, 11 not all of the columns in the block have been selected,
the frame generator 112 returns to the step 2220 to filter the
next column 1n the block. Otherwise, 1t all of the columns 1n
the block have been filtered, the frame generator returns to the
step 2218 to filter the next block.

Still referring to the step 2224, if the wvarnable
“filter_strength” 1s greater than zero, the frame generator 112
proceeds to a step 2228 and filters the pixel referenced by the
variables “filterl” and “filter2.”” The frame generator 112
assigns the pixel referenced by the variable “filter1” to equal
the average of the pixel values 1tself and of 1ts neighbors to the
above and below. Further, the frame generator 112 assigns the
pixel referenced by the variable “filter2” to equal the average
of the pixel values of itself and of 1ts neighbors to the above
and below. The frame generator 112 then divides the variable
“filter_strength™ by 2, rounding down. Next, the frame gen-
crator 112 reassigns the varniable “filterl” to reference the
pixel that 1s immediately above of the pixel that 1s referenced
by “filterl.” Further, the frame generator 112 reassigns the
variable “filter2” to reference the pixel that 1s immediately
below the pixel that 1s currently referenced by the variable
“filter2.” The frame generator 112 then returns to the step
2224 and continues to {ilter the pixels 1n the selected row until
the filter strength 1s equal to zero. At this point, the frame
generator 112 returns to the step 2220, to filter the next pixel
in the column.

Advantageously, the frame generator 112 of the present
invention performs extensive analysis regarding first and sec-
ond base frames to determine the appropnateness of frame
generation. If frame generation would likely cause an anoma-
lous result, frame generation 1s not performed. Also, 1fused 1n
conjunction with a motion compensated interpolation sys-
tem, the frame generator 112 performs global motion vector
correction, thereby ensuring that each of the motion vectors
represent movement.

Furthermore, the frame generator 112 can detect the pres-
ence of text i the first and base frames. IT such text is
detected, the frame generator maintains the positioning of the
text 1n the generated frames. This 1s to be contrasted with
more simplistic solutions which perform frame generation
heedless of the presence of text.

In addition, the frame generator 112 filters the generated
frames. Such filtering provides a more pleasing presentation
than in presentations having unfiltered frames.

While the above detailed description has shown, described,
and pointed out novel features of the invention as applied to
various embodiments, 1t will be understood that various omis-
s10ms, substitutions, and changes 1n the form and details of the
device or process illustrated may be made by those skilled 1n
the art without departing from the spirit of the invention. The
scope of the mvention 1s indicated by the appended claims
rather than by the foregoing description. All changes which
come within the meaning and range of equivalency of the
claims are to be embraced within their scope.
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What 1s claimed 1s:

1. In a computer system having a memory, a method of
generating video frames, the method comprising:

recerving, in the memory, first data representing a first

video frame corresponding to a first time, the first data
comprising a plurality of elements relating to corre-
sponding groups of pixels;

receving, in the memory, second data representing a sec-

ond video frame corresponding to a second time, the
second data comprising a plurality of elements relating,
to corresponding groups of pixels and at least one
motion vector relating at least one of the plurality of
clements to a location of a similar element in the first
data representing the first video frame;

generating third data representing at least one video frame

corresponding to a selected time between the first and
second times, based upon nformation from the first
and/or second data, the third data comprising a plurality
of elements relating to corresponding groups of pixels,
the at least one video frame including at least one
selected element 1n a position along a motion vector
between corresponding elements 1n the first and second
video frames at a distance intermediate to the respective
positions 1n which that selected element 1s represented
within the first and second video frames; and

filtering at least a portion of the generated third data includ-

ing pixels, wherein the strength of the pixel filtering
applied 1s based at least 1n part on a quantizer.

2. The method of claim 1, wherein the strength of the
filtering applied 1s different for pixels near a perimeter of the
group of pixels than those pixels near a center of the group of
pixels.

3. The method of claim 1, wherein each of the elements are
macroblock quadrants having a plurality of rows and columns
of pixels.

4. The method of claim 3, wherein filtering at least a por-
tion of the generated third data comprises horizontal filtering,
of at least one row of pixels 1n a macroblock, followed by
vertical filtering of at least one column 1n a macroblock.

5. The method of claim 3, wherein filtering softens discon-
tinuity between adjacent macroblock quadrants.

6. The method of claim 1, wherein the strength of the
filtering 1s determined based on the quantizer being within
one of a plurality of predefined ranges.

7. The method of claim 1, wherein the quantizer 1s an
integer that identifies the clarity of the video frame repre-
sented by the third data.

8. The method of claim 1, wheremn the strength of the
filtering 1s chosen from at least four discrete values.

9. The method of claim 8, wherein each of the four discrete
values corresponds to a range of quantizer values.

10. A system for generating video frames, the system com-
prising:

means for recerving first video frame data in a memory 1n

a computer system, the first video frame data comprising,
a plurality of elements, each element corresponding to a
group of pixels, the first video frame data representing a
first video frame;

means for receiving second video frame data in the

memory in the computer system, the second video frame
data comprising a plurality of elements, each element
corresponding to a group of pixels, the second video
frame data representing a second video {frame;

means for generating at least one intermediate video frame

based upon information from the first video frame data
and/or the second video frame data, wherein the third
video frame data comprises a plurality of elements, each
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clement corresponding to a group of pixels, the at least
one mtermediate video frame representing at least one
selected element at a position intermediate to respective
positions whereat the corresponding element 1s repre-
sented by the first video frame and the second video
frame, and based upon the corresponding element from
the first or second video frame temporally closer to a
time corresponding to the mntermediate video frame;
means for determining a filter strength, wherein the filter
strength relates to the amount of smoothing performed
by a filter and depends at least 1n part on a quantizer; and
means for filtering the at least one intermediate video
frame, thereby reducing visible discontinuity between at
least two adjacent elements 1n the at least one interme-
diate video frame.
11. The system of claim 10, wherein the filter strength 1s
different for pixels near a perimeter of the group of pixels than
those pixels near a center of the group of pixels.
12. The system of claim 10, wherein each of the elements
are macroblock quadrants having a plurality of rows and
columns of pixels.
13. The system of claim 12, wherein the filter means 1s
configured to horizontally filter one or more rows of pixels 1n
at least one macroblock quadrant, followed by vertical filter-
ing of one or more columns in the at least one macroblock
quadrant.
14. The system of claim 10, wherein the filter strength 1s
determined based on the quantizer being within one of a
plurality of predefined ranges.
15. The system of claim 10, wherein the quantizer 1s an
integer that 1dentifies the clarity of the video frame repre-
sented by the third data.
16. The system of claim 10, wherein the strength of the
filtering 1s chosen from at least four discrete values.
17. The system of claim 16, wherein each of the four
discrete values corresponds to a range ol quantizer values.
18. A system, comprising:
first frame data 1n a memory in a computer system, the first
frame data representing a first video frame, the first
frame data comprising a plurality of elements, each ele-
ment corresponding to a group of pixels;
second frame data 1n the memory in the computer system,
the second frame data representing a second video
frame, the second frame data comprising a plurality of
clements, each element corresponding to a group of
pixels; and

a module configured to generate intermediate frame data
representing an intermediate video frame between the
first and second video frames, wherein the intermediate
frame data comprises a plurality of elements, each ele-
ment corresponding to a group of pixels, wherein the
intermediate frame data 1s based at least 1n part on infor-
mation from the first and second frame data, wherein the
intermediate video frame data represents at least one
selected element 1n a position intermediate to the respec-
tive positions 1n which that selected element 1s repre-
sented within the first and second video frames, wherein
the at least one selected element includes pixel data
corresponding to the corresponding element in either the
first or the second frame data representing a time closer
to a selected time for the intermediate frame data,
wherein the module 1s further configured to filter at least

a portion of the mntermediate video frame 1n accordance

with a filter strength, and wherein the filter strength 1s

based at least in part on a quantizer.
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19. The system of claim 18, wherein each of the elements
1s a macroblock quadrant having a plurality of rows and
columns of pixels.

20. The system of claim 19, wherein filtering at least a
portion of an intermediate frame comprises horizontal filter-
ing of one or more rows of pixels 1n at least one macroblock
quadrant, followed by vertical filtering of one or more col-
umuns 1n the at least one macroblock quadrant.

21. The method of claim 19, wherein filtering softens dis-
continuity between adjacent macroblock quadrants.

22. The system of claim 18, wherein the filter strength 1s
determined based on the quantizer being within one of a
plurality of predefined ranges.

23. The system of claim 18, wherein a value of the quan-
tizer 1s the same as a value of a quantizer for the first video
frame.

24. The method of claim 18, wherein the quantizer 1s an
integer that 1dentifies the clanty of the intermediate video

frame.

25. The method of claim 18, wherein the filter strength 1s
chosen from at least four discrete values.

26. The method of claim 25, wherein each of the four
discrete values corresponds to a range of quantizer values.

27. A computer readable medium carrying computer-ex-
ecutable nstructions configured to cause a computer to:

recetve, 1n a memory, first data representing a first video

frame, the first data comprising a plurality of elements
relating to a group of pixels;

recerve, 1n the memory, second data representing a second

video frame, the second data comprising a plurality of
clements relating to a group of pixels;
generate third data representing at least one video frame
based upon information from the first and/or second
data, the third data comprising a plurality of elements
relating to corresponding groups of pixels, the third data
representing at least one selected element 1n a position
intermediate to the respective positions in which that
selected element 1s represented by the first and second
data, the third data based on the corresponding data from
the first video frame 11 a time corresponding to the first
video frame 1s closer to a time corresponding to the
generated data or based on the corresponding data from
the second video frame 1f a time of the second video
frame 1s closer to the time of the generated data; and

filter at least a portion of the generated third data, wherein
the strength of the filtering applied 1s based at least 1n
part on a quantizer.

28. The computer readable medium of claim 27, wherein
the strength of the filtering 1s determined based on the quan-
tizer being within one of a plurality of predefined ranges.

29. The computer readable medium of claim 27, wherein
the quantizer 1s an integer that 1dentifies the clarity of the
video frame represented by the third data.

30. The computer readable medium of claim 27, wherein
the strength of the filtering 1s chosen from at least four dis-
crete values.

31. The computer readable medium of claim 30, wherein
cach of the four discrete values corresponds to a range of
quantizer values.

32. In a computer system having a memory, a method of
generating video frames, the method comprising:

in the memory, which memory contains:

first data vepresenting a first video frame corresponding
to a first time, the first data comprising a plurality of
elements relating to corresponding groups of pixels,
and
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second data representing a second video frame corre- 33. In a computer system having a memory, a method of
sponding to a second time, the second data compris- generating video frames, the method comprising: receiving,
ing a plurality of elements relating to corresponding in a memory, first data representing a first video frame, the
groups of pixels and at least one motion vector relat- first data comprising a plurality of elements relating to a

5 group of pixels; veceiving, in the memory, second data repre-
senting a second video frame, the second data comprising a
plurality of elements relating to a group of pixels; generating
third data rvepresenting at least one video frame based upon

ing at least one of the plurality of elements to a loca-

tion of a similar element in the first data vepresenting
the first video frame;

generating third data representing at least one video frame information from the first and/or second data, the third data
corresponding to a selected time between the first and comprising a plurality of elements relating to corresponding
second times, based upon information from the first and/ 10 groups of pixels, the third data representing at least one
or second data, the thivd data comprising a plurality of  selected element in a position intermediate to the vespective
elements relating to corrvesponding groups of pixels, the  positions in which that selected element is represented by the
at least one video frame including at least one selected  first and second data, the third data based on the correspond-
element in a position along a motion vector between 15 ing data from the first video frame if a time corresponding to
corrvesponding elements in the first and second video the first video frame is closer to a time corresponding to the
frames at a distance intermediate to the respective posi- generated data or based on the corresponding data from the
tions in which that selected element is vepresented within second video frame if a time of the second video frame is

closer to the time of the generated data; and filteving at least
a portion of the generated third data, wherein the strength of
the filtering applied is based at least in part on a quantizer.

the first and second video frames,; and filtering at least a

portion of the generated thivd data including pixels, >0
wherein the strength of the pixel filtering applied is
based at least in part on a quantizer. S I
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