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DATA PROCESSING APPARATUS, IMAGLE
PROCESSING APPARATUS, AND METHODS
AND PROGRAMS FOR PROCESSING IMAGE
DATA

Matter enclosed in heavy brackets | ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue.

CROSS REFERENCES TO RELATED
APPLICATIONS

The present mvention contains subject matter related to
Japanese Patent Application JP 2004-364437 filed in the
Japanese patent Office on Dec. 16, 2004, the entire contents of
which being incorporated herein by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a data processing apparatus
and an 1mage processing apparatus for performing processing
in units of block data by using a processing result of other
block data, and their methods and programs.

2. Description of the Related Art

In recent years, an apparatus based on the MPEG (Moving,
Picture Experts Group) and other methods for compressing
by discrete cosine transformation or other orthogonal trans-
formation and motion compensation, wherein 1image data 1s
handled as digital and redundancy peculiar to 1image informa-
tion 1s utilized for highly efficient transmission and accumu-
lation of information, has become widespread both 1n distrib-

uting information by broadcasting stations, etc. and receiving,

information 1n general households.
The MPEG2 and MPEG4 methods are followed by a pro-

posal for an encoding method called an MPEG4/AVC (Ad-
vanced Video Coding).

In an encoding apparatus of the MPEG4/ AVC method, data
block filtering processing 1s performed on restructured image
data 1n prediction encoding to generate reference image data
to be used by next prediction encoding.

In the deblock filtering processing, filtering processing 1s
performed on the reconfigured 1image data 1n umts of macro
blocks MB in the horizontal direction and in the vertical
direction 1n turn.

In that case, filtering processing on each macro block MB
depends on a filtering processing result of a micro block MB
at a corresponding position above the macro block MB 1n the
vertical direction.

SUMMARY OF THE INVENTION

The above explained deblock filtering processing includes
an enormous amount of calculation, and the deblock filtering
processing requires a long time 1n encoding processing.

However, parallel processing 1s difficult 1n the deblock
filtering processing due to the dependency relation between
macro blocks MB as explained above, so that 1t 1s difficult to
shorten the processing time.

Systems for performing processing in units of block data
using a processing result of other block data have the similar
disadvantage.

It 1s desired to provide a data processing apparatus and an
image processing apparatus capable of reducing processing
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2

time of processing performed 1n units of block data by using
a processing result of other block data, and their methods and
programes.

To solve the above disadvantages of the related art and
attain the above object, according to a first invention, there 1s
provided a data processing apparatus for performing prede-
termined processing on element data of a first block and a
second block comprising: when processing on element data
in the first block includes first processing not using the ele-
ment data after subjected to the predetermined processing in
the second block and second processing using first element
data as a part of element data after subjected to the predeter-
mined processing in the second block, and processing on the
clement data 1n the second block includes third processing not
using the element data after subjected to the predetermined
processing 1n the first block and fourth processing using sec-
ond element data as a part of element data after subjected to
the predetermined processing 1n the first block; a first pro-
cessing means for performing the first processing; a second
processing means for performing the third processing, fifth
processing for generating the second element data in the first
processing, and the fourth processing using the second ele-
ment data obtained by the fifth processing 1n parallel with
processing of the first processing means; a third processing
means for performing the second processing by using the first
clement data obtained at least by one of the third processing
and the fourth processing in the second processing means;
and a fourth processing means for combining results of the
first processing by the first processing means, results of the
third processing and the fourth processing in the second pro-
cessing means, and results of the second processing by the
third processing means and outputting processing results of
the first block and the second block.

According to a second invention, there 1s provided an
image processing apparatus for performing filtering process-
ing on a {irst block for defining a predetermined two-dimen-
sional 1mage and a second block for defining a two-dimen-
sional 1mage adjacent to the two-dimensional i1mage,
comprising a first processing means, a second processing
means and a third processing means for each of the first block
and the second block; when pixel data 1n the block 1s sub-
jected to horizontal filtering processing using other pixel data
at a different position in the horizontal direction but at the
same position 1n the vertical direction and vertical filtering
processing using other pixel data at a different position in the
vertical direction but at the same position in the horizontal
direction 1n turn, the horizontal filtering processing of the first
block does not use pixel data of the second block, the vertical
filtering processing of the first block uses second pixel data
alter subjected to the horizontal filtering processing at the
same position 1 the horizontal direction in the second block
for first pixel data as a part of the first block and pixel data 1n
the second block 1s not used for other third pixel data, the
horizontal filtering processing of the second block does not
use pixel data of the first block, and the vertical filtering
processing of the second block uses fifth pixel data after
subjected to the horizontal filtering processing at the same
first position 1n the horizontal direction 1n the first block for
fourth pixel data as a part of the second block, and pixel data
in the first block 1s not used for other sixth pixel data; wherein
the first processing means performs the horizontal filtering
processing on pixel data in the first block and the vertical
filtering processing on the third pixel data 1n the first block 1n
turn; the second processing means performs the horizontal
filtering processing on the fifth pixel data in the first block, the
horizontal filtering processing on pixel data 1in the second
block, the vertical filtering processing on the fourth pixel data
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in the second block using the fifth pixel data after subjected to
the horizontal filtering processing, and the vertical filtering
processing on the sixth pixel data in the second block by using
pixel data after subjected to the horizontal filtering processing,
in the second block 1n parallel with processing by the first
processing means; and the third processing means performs
the horizontal filtering processing on the second pixel data,

and the vertical ﬁltermg processing on the first pixel data of
the first block using the second pixel data after subjected to
the horizontal filtering processing and processing results of
the vertical filtering processing by the first processing means.

An etlect of the 1mage processing apparatus of the second
invention 1s as below.

First, the first processing means performs the horizontal
filtering processing on pixel data in the first block and the
vertical filtering processing no the third pixel data 1n the first
block 1 turn.

Also, the second processing means performs the horizontal
filtering processing on the fifth pixel data in the first block, the
horizontal filtering processing on pixel data in the second
block, the vertical filtering processing on the fourth pixel data
in the second block using the pixel data after subjected to the
horizontal filtering processing, and the vertical filtering pro-
cessing on the sixth pixel data in the second block using pixel
data after subjected to the horizontal filtering processing 1n
the second clock 1n parallel with processing by the first pro-
cessing means.

Next, the third processing means performs the horizontal
filtering processing on the second pixel data and the vertical
filtering processing on the first pixel data of the first block by
using the second pixel data after subjected to the horizontal
filtering processing and processing results of the vertical {il-
tering processing by the first processing means.

According to a third invention, there 1s provided a data
processing method performed by data processing apparatus
tor performing predetermined processing on element data of
a first block and a second block, including when processing
on element data in the first block includes first processing not
using the element data after subjected to the predetermined
processing 1n the second block and second processing using,
first element data as a part of element data after subjected to
the predetermined processing in the second block, and pro-
cessing on the element data 1n the second block includes third
processing not using the element data after subjected to the
predetermined processing in the first block and fourth pro-
cessing using second element data as a part of element data
alter subjected to the predetermined processing in the first
block; a first step for performing for the first processing the
third processing, fifth processing for generating the second
clement data in the first processing, and the fourth processing
using the second element data obtained by the fifth processing,
in parallel; a second step for performing the second process-
ing by using the first element data obtained at least by the third
processing and the fourth processing obtained in the first step;
and a third step for combining results of the first processing
obtained in the first step, results of the third processing and
the fourth processing and results of the second processing
obtained 1n the second step and outputting processing results
of the first block and the second block.

According to a fourth invention, there 1s provided an 1mage
processing method performed by a data processing apparatus
for performing filtering processing on a first block for defin-
ing a predetermined two-dimensional 1image and a second
block for defining a two-dimensional 1mage adjacent to the
two-dimensional image, including when, for each of the first
block and the second block, pixel data in the block 1s sub-
jected to horizontal filtering processing using other pixel data

5

10

15

20

25

30

35

40

45

50

55

60

65

4

at a different position in the horizontal direction but at the
same position 1n the vertical direction and vertical filtering
processing using other pixel data at a different position in the
vertical direction but at the same position in the horizontal
direction 1n turn, the horizontal filtering processing of the first
block does not use pixel data of the second block, the vertical
filtering processing of the first block uses second pixel data
alter subjected to the horizontal filtering processing at the
same position 1 the horizontal direction in the second block
for first pixel data as a part of the first block and pixel data 1n
the second block 1s not used for other third pixel data, the
horizontal filtering processing of the second block does not
use pixel data of the first block, and the vertical filtering
processing of the second block uses fifth pixel data after
subjected to the horizontal filtering processing at the same
first position 1n the horizontal direction 1n the first block for
tourth pixel data as a part of the second block, and pixel data
in the first block 1s not used for other sixth pixel data; a first
step for performing the horizontal filtering processing on
pixel data 1n the first block and the vertical filtering process-
ing on the third pixel data 1n the first block 1n turn; a second
step for performing the horizontal filtering processing on the
fifth pixel data in the first block, the horizontal filtering pro-
cessing on pixel data 1in the second block, the vertical filtering
processing on the fourth pixel data in the second block by
using the fifth pixel data after subjected to the horizontal
filtering processing, and the vertical filtering processing on
the sixth pixel data 1n the second block using pixel data after
subjected to the horizontal filtering processing 1n the second
block 1n parallel with processing in the first step; and a third
step for performing the horizontal filtering proces Sing on the
second pixel data, and the vertical ﬁltermg processing on the
first pixel data of the first block using the second pixel data
alter subjected to the horizontal filtering processing and pro-
cessing results of the vertical filtering processing obtained 1n
the first step.

According to a fifth invention, there 1s provided a program
executed by a data processing apparatus for performing pre-
determined processing on element data of a first block and a
second block, by which the data processing apparatus per-
forms; when processing on element data 1n the first block
includes first processing not using the element data after
subjected to the predetermined processing i the second
block and second processing using first element data as a part
of element data after subjected to the predetermined process-
ing in the second block, and processing on the element data 1n
the second block 1ncludes third processing not using the ele-
ment data after subjected to the predetermined processing in
the first block and fourth processing using second element
data as a part of element data after subjected to the predeter-
mined processing 1n the first block; a first step for performing
for the first processing the third processing, fifth processing
for generating the second element data 1n the first processing,
and the fourth processing using the second element data
obtained by the fifth processing 1n parallel; a second step for
performing the second processing by using the first element
data obtained at least by the third processing and the fourth
processing obtained in the first step; and a third step for
combining results of the first processing obtained in the first
step, results of the third processing and the fourth processing,
and results of the second processing obtained 1n the second
step and outputting processing results of the first block and
the second block.

According to the present invention, a data processing appa-
ratus and an 1mage processing apparatus capable of reducing
processing time of processing performed in umts of block
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data by using a processing result of other block data, and their
methods and programs can be provided.

According to a sixth imvention, there 1s provided a data
processing apparatus for performing predetermined process-
ing on element data of a first block and a second block,
comprising: when processing on element data in said {first
block includes first processing not using said element data
alter subjected to the predetermined processing in said sec-
ond block and second processing using first element data as a
part ol element data after subjected to said predetermined
processing 1n said second block, and processing on said ele-
ment data 1n said second block includes third processing not
using said element data after subjected to said predetermined
processing 1n said first block and fourth processing using
second element data as a part of element data after subjected
to said predetermined processing in said first block, a first
processing circuit for performing said first processing; a sec-
ond processing circuit for performing said third processing,
fifth processing for generating said second element data 1n
said first processing, and said fourth processing using said
second element data obtained by said fifth processing 1n par-
allel with processing of said first processing circuit; a third
processing circuit for performing said second processing by
using said first element data obtained at least by one of said
third processing and said fourth processing i said second
processing circuit; and a fourth processing circuit for com-
bining results of said first processing by said first processing,
circuit, results of said third processing and said fourth pro-
cessing 1n said second processing circuit, and results of said
second processing by said third processing circuit and out-
putting processing results of said first block and said second

block.

BRIEF DESCRIPTION OF DRAWINGS

These and other objects and features of the present mven-
tion will become clearer from the following description of the
preferred embodiments given with reference to the attached
drawings, in which:

FIG. 1 1s a view of the configuration of a communication
system according to a first embodiment of the present inven-
tion;

FIG. 2 1s a functional block diagram of an encoding appa-
ratus shown 1n FIG. 1;

FI1G. 3 15 a view of the configuration of a deblocking filter
shown 1n FIG. 2:

FI1G. 4 15 a view for explaining processing of the deblock-
ing filter shown in FIG. 2;

FIG. 5 1s a view for explaining filtering processing of a
luminance block LB in the deblocking filter shown 1n FIG. 2;

FI1G. 6 1s a view for explaiming filtering processing (BS4) at
a block boundary of a luminance block LB 1n the deblocking
filter shown 1n FIG. 2;

FI1G. 7 1s a view for explaining filtering processing (BS1 to
BS3) at the block boundary of the luminance block LB 1n the
deblocking filter shown 1n FIG. 2;

FIG. 8 1s a view for explaining filtering processing of a
color difference block CB in the deblocking filter shown 1n
FIG. 2;

FIG. 9 1s a view for explaining filtering processing at a
block boundary of the color difference block CB in the
deblocking filter shown 1n FIG. 2;

FI1G. 10 15 a view for explaining processing of the deblock-
ing filter shown in FIG. 3;

FI1G. 11 15 a view for explaining processing of the deblock-
ing filter shown in FIG. 3 continued from FIG. 10;
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6

FIG. 12 1s a view for explaining filtering processing of a
luminance block LB 1n a filter circuit 72 shown 1n FIG. 3;

FIG. 13 15 a view for explaining filtering processing of the
luminance block LB 1n the filter circuit 72 shown 1n FIG. 3;

FIG. 14 1s a view for explaining filtering processing of the
luminance block LB 1n the filter circuit 72 shown 1n FIG. 3;

FIG. 15 15 a view for explaining filtering processing of the
luminance block LB 1n the filter circuit 72 shown 1n FIG. 3;

FIG. 16 15 a view for explaining filtering processing of a
luminance block LB 1n a filter circuit 74 shown 1n FIG. 3;

FIG. 17 1s a view for explaining filtering processing of the
luminance block LB 1n the filter circuit 74 shown 1n FIG. 3;

FIG. 18 15 a view for explaining filtering processing of a
color difference block CB of the filter circuit 72 shown 1n
FIG. 3;

FIG. 19 15 a view for explaining filtering processing of the
color difference block CB of the filter circuit 72 shown 1n
FIG. 3;

FIG. 20 1s a view for explaining filtering processing of the
color difference block CB of the filter circuit 74 shown 1n
FIG. 3;

FIG. 21 15 a view for explaining filtering processing of the

color difference block CB of the filter circuit 74 shown 1n
FIG. 3;

FI1G. 22 15 a view for explaining a vertical filtering process-
ing VF2 of the filter circuit 74 shown 1n FIG. 10; and

FIG. 23 1s a view for explaining processing of the filter

circuit 72 or 74 shown 1n FIG. 11.

DESCRIPTION OF THE PREFERRED
EMBODIMENT

Below, a communication system 1 of the present embodi-
ment will be explained.

First, corresponding relationships of components of the
embodiment of the present invention and those of the present
invention will be explained.

FIG. 1 1s a conceptual view of the communication system
1 of the present embodiment.

As shown 1n FIG. 1, the communication system 1 includes
an encoding apparatus 2 provided on the transmission side
and a decoding apparatus 3 provided on the recerving side.

The encoding apparatus 2 corresponds to the data process-
ing apparatus and the encoding apparatus of the present
invention.

In the communication system 1, the encoding apparatus 2
on the transmission side generates frame 1mage data (a bat
stream) compressed by discrete cosine transformation, Kar-
hunen-Loeve transformation or other orthogonal transforma-
tion and motion compensation, modulates the frame 1mage
data, then, transmits via a transmission medium, such as
satellite broadcasting, cable TV network, telephone line net-
work and cellular phone network.

On the recerving side, after demodulating an 1image signal
received by the decoding apparatus 3, frame 1mage data
expanded by 1inverse transformation of the orthogonal trans-
formation at the modulation and motion compensation 1s
generated and used.

Note that the transmission medium may be a recording
medium, such as an optical disk, magnetic disk and semicon-
ductor memory.

The decoding apparatus 3 shown in FIG. 1 has the same
configuration as that in the related art and performs decoding
in accordance with encoding by the encoding apparatus 2.

Below, the encoding apparatus 2 shown 1n FIG. 1 will be
explained.
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FIG. 2 1s a view of the overall configuration of the encoding,
apparatus 2 shown 1n FIG. 1.

As shown 1n FIG. 2, the encoding apparatus 2 includes, for
example, an A/D conversion circuit 22, a screen relocating
circuit 23, a computing circuit 24, an orthogonal transforma-
tion circuit 25, a quantization circuit 26, areversible encoding,
circuit 27, a bulfer memory 28, an inverse quantization circuit
29, an 1nverse orthogonal transformation circuit 30, a frame
memory 31, a rate control circuit 32, an adding circuit 33, a
deblocking filter 34, an intra-prediction circuit 41, a motion
prediction compensation circuit 42 and a selection circuit 44.

In the encoding apparatus 2, the deblocking filter 34 adjusts
dependency relations of horizontal filtering processing HF
and vertical filtering processing VF for first block data BPIC1
and second block data BPIC2 obtained by dividing reconfig-
ured picture data RPIC from the adding circuit 33 into two,
and the horizontal filtering processing HF and the vertical

filtering processing VF of the first block data BPIC1 and those
ol the second block data BPIC2 are performed 1n parallel.
Below, components of the encoding apparatus 2 will be

explained.

| A/D Conversion Circuit 22]

The A/D conversion circuit 22 converts an input original
image signal S10 composed of an analog luminance signal Y
and color-difference signals Pb and Pr to digital picture data
S22 and outputs the same to the screen relocating circuit 23
and an RGB conversion circuit 51.

[Screen Relocating Circuit 23]

The screen relocating circuit 23 relocates frame data 1n the
picture data S22 mput from the A/D conversion circuit 22 to
be 1in an encoding order 1n accordance with the GOP (group of
pictures) structure formed by picture types I, P and B of the
frame data so as to obtain original 1image data S23, and out-
puts the same to the computing circuit 24, motion prediction
compensation circuit 42 and intra-prediction circuit 41.

|Computing Circuit 24]

The computing circuit 24 generates image data S24 1indi-
cating a difference between the original image data S23 and
prediction 1image data input from the selection circuit 44 and
outputs the same to the orthogonal transformation circuit 25.

|Orthogonal Transformation Circuit 25]

The orthogonal transformation circuit 25 performs
orthogonal transformation, such as discrete cosine transior-
mation and Karhunen-Loeve transformation, on the image
data S24 to generate image data (for example, a DCT coetli-
cient) S25 and outputs the same to the quantization circuit 26.

[Quantization Circuit 26]

The quantization circuit 26 performs quantization on the
image data S23 based on a quantization scale QS mnput from
the rate control circuit 32 so as to generate 1image data S26 (a
quantized DCT coetlicient) and outputs the same to the
reversible encoding circuit 27 and the inverse quantization
circuit 29.

|[Reversible Encoding Circuit 27]

The reversible encoding circuit 27 stores in the builer
memory 28 image data obtained by performing variable
length encoding or arithmetic coding on the 1mage data S26.

At this time, the reversible encoding circuit 27 stores 1n
head data, etc. a motion vector MV 1nput from the motion
prediction compensation circuit 42 or a diflerential motion
vector thereotf, identification data of reference 1mage data,
and an itra-prediction mode input from the intra-prediction
circuit 41.

|Butler Memory 28]

Image data stored 1n the buifer memory 28 1s subjected to
modulation, etc. and transmitted.
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[ Inverse Quantization Circuit 29]

The mverse quantization circuit 29 generates data obtained
by performing inverse quantization on the image data S26 and
outputs the same to the inverse orthogonal transformation
circuit 30.

[ Inverse Orthogonal Transformation Circuit 30]

The inverse orthogonal transformation circuit 30 performs
inverse transformation of the orthogonal transtormation per-
tormed 1n the orthogonal transformation circuit 25 on the data
input from the inverse quantization circuit 29 to generate
image data and outputs the same to the adding circuit 33.

| Adding Circuit 33]

The adding circuit 33 adds the (decoded) image data input
from the inverse orthogonal transformation circuit 30 and
prediction image data PI input from the selection circuit 44 to

generate restructured picture data RPD and outputs the same
to the deblocking filter 34.

[ Deblocking Filter 34]

The deblocking filter 34 writes to the frame memory 31
image data obtained by removing block distortions from the
restructured 1mage data iput from the adding circuit 33 as
reference picture data R_PIC.

Note that, in the frame memory 31, for example, restruc-
tured image data of pictures to be subjected to motion predic-
tion compensation processing by the motion prediction com-
pensation circuit 42 and intra-prediction processing by the
intra-prediction circuit 41 1s written successively 1n units of
macro blocks MB after processing.

|[Rate Control Circuit 32]

The rate control circuit 32 generates a quantization scale
QS, for example, based on 1mage data read from the buifer
memory 28 and outputs the same to the quantization circuit
26.

[ Intra-Prediction Circuit 41]

The intra-prediction circuit 41 generates prediction 1mage
data PI1 of a macro block MB to be processed for each of a
plurality of prediction modes, such as an intra 4x4 mode and
an intra 16x16 mode, and based thereon and the macro block
MB to be processed in the original image data S23, generates
index data COST1 to be an index of a coding amount of
encoded data.

Then, the 1ntra-prediction circuit 41 selects an intra-pre-
diction mode, by which the index data COST1 becomes mini-
mum.

The intra-prediction circuit 41 outputs the prediction
image data PI1 and index data COS'T1 generated 1n accordance
with the finally selected intra-prediction mode to the selection
circuit 44.

Also, when recerving a selection signal S44 indicating that
the intra-prediction mode 1s selected, the intra-prediction cir-
cuit 41 outputs a prediction mode IPM indicating the finally
selected intra-prediction mode to the reversible encoding cir-
cuit 27.

Note that even 1n the case of a macro block MB belonging
to a P-slice or B-slice, the intra-prediction encoding by the
intra-prediction circuit 41 1s sometimes performed.

The mftra-prediction circuit 41 generates index data
COSTa, for example, based on the formula (1) below.

|Formula 1]

COSTi = Z (SATD + header cost{mode)) (1)

l1=i=x
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In the above formula (1), indicates, for example, an
identification number given to each block data having a size
corresponding to the intra-prediction mode composing the
macro block MB to be processed, and “x”” becomes “1” in the
case of the intra 16x16 mode and becomes “16” 1n the case of
the 1ntra 4x4 mode.

The intra-prediction circuit 41 calculates “SATD+header_
cost(mode)” for all block data composing the macro block
MB to be processed and calculates index data COSTi1 by
adding them.

The “header_cost(mode)” 1s index data as an 1index of a
coding amount of header data including a motion vector after
encoding, identification data of reference image data,
selected mode, quantization parameter (quantization scale),
etc. A value of the “header_cost(mode)” varies in accordance
with the prediction mode.

Also, “SATD” 1s index data as an index of a coding amount
of differential image data between block data 1n the macro
block MB to be processed and block data (prediction block
data) determined 1n advance around the former block data.

In the present embodiment, the prediction image data Pl 1s
regulated by a single or plurality of block data.

The “SATD?” 1s, for example as shown 1n the formula (2),
data obtamned by performing Hadamard transformation
(Tran) on a sum of absolute difference between pixel data of
the block data to be processed “Org” and prediction block
data “Pre”.

The pixels in the block data are specified by *s” and “t” in
the formula (2).
|Formula 2]

(2)

SATD = (|Tran(Org(s. t) - Pres, )]

Note that “SAD” shown 1n the formula (3) below may be
used mstead of the “SATD”.

Also, 1mstead of the “SATD”, other index indicating a dis-
tortion and residual error, such as SSD regulated by the

MPEG4 and AVC, may be used.

|Formula 3]

SAD = ) (|Org(s, t) - Pre(s, t)] (3)

[Motion Prediction Compensation Circuit 42]

The motion prediction compensation circuit 42 generates
index data COSTm along with inter-encoding based on lumi-
nance components of the macro block MB to be processed in
the original 1image data S23 input from the screen relocating,
circuit 23.

The motion prediction compensation circuit 42 searches a
motion vector MV of the block data to be processed and
generates prediction block data 1n units of block data regu-
lated by a motion compensation mode based on reference
picture data R_PIC encored 1n the past and stored 1n the frame
memory 31 for each of predetermined plurality of motion
prediction compensation modes.

A size of the block data and the reference picture data
R_PIC are regulated, for example, by a motion prediction
compensation mode.

A s1ze of the block data 1s, for example, 16x16, 16x8, 8x16

or 8x8 pixels.
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The motion prediction compensation circuit 42 determines
amotion vector and reference picture data for each block data.

Note that, 1n 8x8 sized block data, the partition may be
furthermore divided to 8x8, 8x4, 4x8 or 4x4.

In the motion prediction compensation circuit 42, the
motion prediction compensation modes are, for example, an
inter 16x16 mode, 1inter 816 mode, 1nter 16x8 mode, 1nter
8x8 mode, inter 8x4 mode, inter 4x8 mode and inter 4x4
mode, and the respective sizes of the block data are 16x16,
8x16, 16x8, 8x8, 8x4, 4x8 and 4x4.

Also, for the respective sizes of the motion prediction
compensation modes, a front prediction mode, a rear predic-
tion mode and bidirectional prediction mode can be selected.

Here, the front prediction mode 1s a mode using previous
image data in a display order as reference image data, the rear
prediction mode 1s amode using subsequent image data 1n the
display order as reference image data, and the bidirectional
prediction mode 1s a mode using previous and subsequent
image data as reference image data.

In the present embodiment, a plurality of reference 1mage
data can be used in the motion prediction compensation pro-
cessing 1n the motion prediction compensation circuit 42.

Also, the motion prediction compensation circuit 42 gen-
erates for each of the motion prediction compensation modes
index data COSTm to be an index of a total coding amount of
block data having a block size corresponding to that of the
motion prediction compensation mode composing the micro
block MB to be processed 1n the original image data S23.

Then, the motion prediction compensation circuit 42
selects a motion prediction compensation mode, by which the
index data COSTm become minimum.

Also, the motion prediction compensation circuit 42 gen-
crates prediction 1mage data PIm obtained by selecting the
motion prediction compensation mode.

The motion prediction compensation circuit 42 outputs to
the selection circuit 44 the prediction image data PIm and
index data COSTm generated 1n accordance with the finally
selected motion prediction compensation mode.

Also, the motion prediction compensation circuit 42 out-
puts a motion vector generated in accordance with the
selected motion prediction compensation mode or a differen-
tial motion vector of the motion vector and a prediction
motion vector to the reversible encoding circuit 27.

Furthermore, the motion prediction compensation circuit

42 outputs a motion prediction compensation mode MEM
indicating the selected motion prediction compensation
mode to the reversible encoding circuit 27.

Also, the motion prediction compensation circuit 42 out-
puts 1dentification data of reference image data (a reference
frame) selected 1n the motion prediction compensation pro-
cessing to the reversible circuit 27.

The motion prediction compensation circuit 42 generates
the index data COS'Tm, for example, based on the formula (4)
below.

|[Formula 4]

COSTm = Z (SATD + header_cost{imode)) (4)

l=i=x

Also, 1n the formula (4), “1” indicates, for example, an
identification number given to each block data having a size
corresponding to the motion prediction compensation mode
composing the macro block MB to be processed.
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Namely, the motion prediction compensation circuit 42
calculates “SATD+header_cost(mode)” for all block data
composing the macro block MB to be processed and calcu-
lates index data COSTm by adding them.

The “header_cost(mode)” 1s index data as an index of a
coding amount of header data including motion vector after
encoding, idenftification data of reference 1mage data,
selected mode, quantization parameter (quantization scale),
etc. A value of the “header_cost(mode)” varies 1n accordance
with the motion prediction compensation mode.

Also, “SATD” 1s index data to be an index of a code amount
of differential image data between block data in the macro
block MB to be processed and block data (prediction block
data) in reference image data specified by a motion vector

MV.

In the present embodiment, the prediction image data PIm
1s regulated by a single or plurality of reference block data.

The “SATD” 1s, for example as shown 1n the formula (5)
below, data obtained by performing Hadamard transforma-
tion (Tran) on a sum of absolute difference between pixel data
of the block data “Org” to be processed and prediction block
data “Pre”.

The pixels 1n the block data are specified by “s” and “t” in
the formula (5).
|Formula 5]

(5)

SATD = ) | (ITran(Org(s, 1) = Pre(s, 0)])

Note that “SAD” shown 1n the formula (6) below may be
used 1nstead of the “SATD”.

Also, 1nstead of the “SATD”, other index indicating a dis-
tortion and residual error, such as SSD regulated by the

MPEG4 and AVC, may be used.

|Formula 6]

SAD =} ([Org(s, t) - Pre(s, 1)) (6)

[Selection Circuit 44]

The selection circuit 44 specifies the smaller of the index
data COSTm 1input from the motion prediction compensation
circuit 42 and the mdex data COSTi1 mput from the intra-
prediction circuit 41 and outputs prediction image data PIm
or PIi input 1n accordance with the specified index data to the
computing circuit 24 and the adding circuit 33.

Also, when the index data COSTm 1s smaller, the selection
circuit 44 outputs to the motion prediction compensation
circuit 42 a selection signal S44 indicating that inter encoding
(motion prediction compensation mode) 1s selected.

On the other hand, when the index COST1 1s smaller, the
selection circuit 44 outputs to the motion prediction compen-
sation circuit 42 a selection signal S44 indicating that the intra
encoding (intra-prediction mode) 1s selected.

Note that, 1n the present embodiment, all index data COST1
and COSTm generated by the intra-prediction circuit 41 and
the motion prediction compensation circuit 42 may be output
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to the selection circuit 44, and the mimimum index data may
be specified 1n the selection circuit 44.

Below, the deblocking filter 34 will be explained 1n detail.

| Deblocking Filter 34]

FIG. 3 1s a view of the configuration of the deblocking filter
shown 1n FIG. 2.

As shown 1n FIG. 3, the deblocking filter 34 includes, for
example, a butfer memory 70, a filter circuit 72, a filter circuit
74, a bulter memory 76 and a coupling circuit 78.

The buffer memory 70 stores restructured picture data
RPIC 1nput from the adding circuit 33.

The filter circuit 72 mainly performs filtering processing in
the horizontal direction and 1n the vertical direction using first
block data BPIC1 as one of restructured picture data RPIC
divided to two as shown 1n FIG. 4.

The filter circuit 74 mainly performs filtering processing in
the horizontal direction and in the vertical direction using
second block data BPIC2 as one of restructured picture data
RPD divided to two as shown in FIG. 4.

The butier memory 76 stores results of the filtering pro-
cessing by the filter circuit 72 and the filter circuit 74.

The coupling circuit 78 combines the results of the filtering
processing stored 1n the buffer memory 76 to generate refer-
ence picture data R_PIC after deblocking filtering processing
and writes the same to the frame memory 31.

Below, deblocking filtering processing performed by the
deblocking filter 34 will be explained.

The deblocking filter 34 performs deblock filtering pro-
cessing on each of a luminance block LB and a color differ-
ence block CB composing a macro block MB 1n units of
macro blocks MB.

In the present embodiment, deblocking filtering processing,
of a luminance block LB indicates deblocking filtering pro-
cessing using pixel data in the luminance block LB.

Also, deblock filtering processing of a color difference
block CB indicates deblock filtering processing using pixel
data 1n the color difference block CB.

The deblocking filter 34 successively performs filtering
processing 1n the horizontal direction and that 1n the vertical
direction on luminance block LB and color difference block
CB, respectively.

First, filtering processing of a luminance block LB will be
explained.

FIG. 5A 1s a view for explaining horizontal filtering pro-
cessing HF of a luminance block LB of a macro block MB,

and FIG. 5B 1s a view for explaining vertical filtering pro-
cessing VF 1n the vertical direction of a luminance block LB
of a macro block MB.

As 1ndicated by shading 1n FIG. 3B, 1n vertical filtering
processing VF of a luminance block LB, the deblocking filter
34 uses pixel data after the horizontal filtering processing 1n
the luminance block LB and pixel data after filtering process-
ing 1n a luminance block LB positioned above the luminance
block LB to be processed (a luminance block LB of a block
image displayed being adjacent to the block image of the
luminance block LB 1n the vertical direction on the screen) to
generate a vertical filtering processing result of pixel data 1in
an amount of 3 lines (p0, p1 and p2) of the luminance block
LB positioned above and pixel data in an amount of 14 lines
(q0, g1, g2, g3, . . . ) 1 the luminance block LB to be
processed.

The deblocking filter 34 performs the vertical filtering
processing VF on pixel data to be processed by predetermined
calculation by using a predetermined number of pixel data
positioned 1n the vertical direction.
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Below, the vertical processing VF of a luminance block LB
performed by the deblocking filter 34 will be explained spe-
cifically.

The deblocking filter 34 defines four filtering modes (BS1
to BS4) based on a relation between a macro block MB to be
processed and a macro block MB above it.

In the respective horizontal filtering processing HF and
vertical filtering processing VFE, the deblocking filter 34
selects a filtering mode BS4 when satistying a condition that
the predetermined number of pixel data to be used in the
filtering processing belongs to a macro block MB to be sub-
jected to 1ntra encoding and a module composed of the pre-
determined number of pixel data positions on a boundary of
the macro block MB.

While, when the condition 1s not satisfied, the deblocking,
filter 34 selects filtering modes BS1 to BS4 by following a
predetermined condition.

Note that the filtering mode BS0 1s a mode for not perform-
ing filtering processing, and the filtering mode BS4 1s a mode
for performing stronger filtering processing comparing with
those 1n the case of the filtering modes BS1 to BS3.

When the filtering mode BS4 is selected, the deblocking
filter 34 performs vertical filtering processing VF on pixel
datap2 inamicro block MB1 as shown in FIG. 6 by using four
pixel data p0, pl, p2 and p3 1n the same column as the pixel
data p2 1n the macro block MB1 and two pixel data g0 and g1
in the same column 1n the macro block MB2 below the macro
block MB1 adjacent thereto.

When the filtering mode BS4 i1s selected, the deblocking
filter 34 performs vertical filtering processing VF on plxel
data p1 1n a micro block MB1 as shown 1n FIG. 6 by using
three pixel data p0, p1 and p2 1n the same column as the pixel
data p1 in the macro block MB1 and two pixel data q0 and g1
in the same column 1n the macro block MB2.

When the filtering mode BS4 is selected, the deblocking
filter 34 performs vertical filtering processing VF on pixel
data p0 1n a micro block MB1 as shown 1 FIG. 6 by using
three pixel data p0, p1 and p2 1n the same column as the pixel
data p0 1n the macro block MB1 and two pixel data q0 and g1
in the same column 1n the macro block MB2.

When the filtering mode BS4 i1s selected, the deblocking
filter 34 performs vertical filtering processing VF on pixel
data g0 1n a micro block MB2 as shown 1n FIG. 6 by using
pixel data p0 and p1 1n the same column 1n the macro block
MB1 and pixel data q0, g1 and g2 1n the same column 1n the
macro block MB2.

When the filtering mode BS4 i1s selected, the deblocking
filter 34 performs vertical filtering processing VF on pixel
data g1 1n a micro block MB2 as shown 1n FIG. 6 by using
pixel data p0 and pl in the same column in the macro block

MB1 and pixel data g0, g1 and g2 1n the same column 1n the
macro block MB2.

When the filtering mode BS4 i1s selected, the deblocking
filter 34 performs vertical filtering processing VF on pixel
data g2 1n a micro block MB2 as shown 1n FIG. 6 by using
pixel data p0 and p1 1n the same column 1n the macro block
MB1 and pixel data q0, g1, g2 and g3 1n the same column 1n
the macro block MB2.

As explained above, in the vertical filtering processing VFE
when the filtering mode BS4 1s selected, a result of horizontal
filtering processing HF of lines p0 and pl of other macro
block MB positioned above and adjacent to the macro block
MB 1s used and pixel data other than that of the lines p0 and
pl of the macro block MB 1s not used.

When a filter mode 1s selected from BS1 to BS3, the
deblock filter 34 performs vertical filtering processing VF on
the pixel data p1 1 the macro block MB1 as shown 1n FI1G. 7
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by using three pixel data p0, p1 and p2 1n the same column as
the pixel data p1 in the macro block MB1 and two pixel data

q0 and g1 1n the same column 1n the macro block MB2.
When a filter mode 1s selected from BS1 to BS3, the
deblock filter 34 performs vertical filtering processing VF on
the pixel data p0 1 the macro block MB1 as shown 1n FIG. 7
by using three pixel data p0, p1 and p2 1n the same column as
the pixel data p0 1n the macro block MB1 and two pixel data

q0 and g1 1n the same column 1n the macro block MB2.
When a filter mode 1s selected from BS1 to BS3, the
deblock filter 34 performs vertical filtering processing VF on
the pixel data g0 in the macro block MB2 as shown in FIG. 7
by using pixel data p0 and p1 in the same column 1n the macro
block MB1 and pixel data g0, g1 and g2 1n the same column

the macro block MB2.
When a filter mode 1s selected from BS1 to BS3, the

deblock filter 34 performs vertical filtering processing VF on
the pixel data g1 1 the macro block MB2 as shown 1n FIG. 7
by using pixel data p0 and p1 the same column in the macro
block MB1 and pixel data g0, g1 and g2 in the same column
in the macro block MB2.

As explained above, 1n the vertical filtering processing VF
when the filtering mode 1s selected from BS1 to BS3, a result
of the horizontal filtering processing HF of lines p0 and p1 1n
an adjacent other macro block MB positioned above the
macro block MB 1s used and pixel data other than that of the
lines p0 and p1 of the macro block MB 1s not used.

Below, filtering processing of a color difference block CB
will be explained.

In the case of a luminance block LB explained above,
filtering processing 1s performed on 16x16 pixel data, while
in the case of a color difference block CB, filtering processing
1s performed on 8x8 pixel data.

As indicated by shading 1n FIG. 8A, in horizontal filtering
processing HF of a color difference block CB, the deblocking
filter 34 uses pixel data in the color difference block CB to
generate a horizontal filtering processing result of pixel data
in an amount of one row of color difference blocks CB on the
lett of the color difference block CB to be processed (a color
difference block CB of a block 1image displayed being adja-
cent to a block image of the color difference block CB on the
left on the screen), pixel data 1n an amount of one row adjacent
to a boundary line on the left side 1n the color difference block
CB, and pixel data on the fourth or fifth row from the bound-
ary line on the left side 1n the color difference block CB.

The deblocking filter 34 performs the horizontal filtering
processing HF on the image data to be processed by perform-
ing predetermined calculation by using a predetermined num-
ber of pixel data positioning in the horizontal direction.

As explained above, 1n the horizontal filtering processing
HF of a color difference block CB, pixel data of a macro block
MB positioned above or below the macro block 1s not used.

Next, as indicated by shading 1n FIG. 8B, the deblocking
filter 34 uses pixel data 1n the color difference block CB, pixel
data after the horizontal filtering processing, and pixel data
aiter filtering processing of an upper macro block MB to
generate pixel data 1n an amount of one row (p0) of a vertical
filtering processing result of a color difference block CB
above the color difference block CB (a color difference block
CB of a block image displayed above and adjacent to a block
image ol the color difference block CB) and pixel data of
three rows (q0, g3 and g4) 1n the color difference block CB.

The deblocking filter 34 performs predetermined calcula-
tion by using a predetermined number of pixel data position-
ing 1n the vertical direction to perform the vertical filtering
processing VF on the pixel data to be processed.
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In the vertical filtering processing VF of a color difference
block GB, as shown 1n FIG. 9, the deblocking filter 34 per-
forms vertical filtering processing VF on pixel data p0 1n the
macro block MB1 by using two pixel data p0 and pl in the
same column as pixel data p0 1n the macro block MB1 and
two pixel data g0 and gl in the same column 1n an adjacent
macro block MB2 below the macro block MB1.

In the vertical filtering processing VF of a color difference
block CB, as shown 1n FIG. 9, the deblocking filter 34 per-
forms vertical filtering processing VF on pixel data g0 in the
macro block MB2 by using two pixel data p0 and p1 1n the
same column as pixel data g0 1n the macro block MB1 and
two pixel data g0 and gl in the same column in the macro
block MB2.

As explained above, 1n the vertical filtering processing VF
ol a color difference block CB, a result of horizontal filtering
processing HF of lines p0 and pl of an adjacent other macro
block MB above the macro block MB 1s used, and pixel data
other than that of the lines p0 and p1 of the macro block MB
1s not used.

As explained above, the horizontal filtering processing HF
and the vertical filtering processing of a micro block MB have
characteristics below.

As explained by using FIG. SA and FIG. 8A, 1n the hori-
zontal filtering processing HF of a luminance block LB and a
color difference block CB of a macro block MB, pixel data of
adjacent macro block above or below the macro block MB 1s
not used.

Also, as explained by using FIG. SB, FIG. 6 and FI1G. 7, the
vertical filtering processing VF of a luminance block LB of
the macro block uses a result of the horizontal filtering pro-
cessing HF of lines p0 and pl of an adjacent other macro
block MB above the macro block MB and does not use pixel
data other than that of the lines p0 and p1 of the macro block
MB.

Also, as shown 1n FIG. 3B, pixel data of three lines p0a, pla
and p2a on the lower side 1n the macro block MB 1s re-written
and newly generated in the vertical filtering processing VF of
an adjacent macro block MB below the macro block MB.

Also, as shown 1n FIG. 9, the vertical filtering processing
VF of a color difference block CB uses a result of horizontal
filtering processing HF of lines p0 and p1 of an adjacent other
macro block MB above the macro block and does not use
pixel data other than that of lines p0 and p1 of the other macro
block MB.

The followings are drawn from the characteristics above.

When dividing the restructured picture data RPIC shown in
FIG. 4 to first block data BPIC1 and second block data BPIC2
by a block boundary line L, by eliminating a dependency
relation of processing results of horizontal filtering process-
ing HF and vertical filtering processing VF between a macro
block MB adjacent to the block boundary line L in the first
block data BPIC1 and a macro block MB adjacent to the block
boundary line L 1in the second block data BPIC2, the -

horizon-
tal filtering processing HF and the vertical filtering process-
ing VF can be performed 1n parallel for the first block data
BPIC1 and the second block data BPIC2.

Here, from the above characteristics, there are the follow-
ing dependency relations explained above.

(1) For a luminance block LB and a color difference block
CB, as mndicated by a mark A 1n FIG. 6, FIG. 7 and FIG. 9,
when performing the vertical filtering processing VF on pixel
data of lines g0, g1 and g2 of an adjacent macro block MB2 to
a block boundary line L 1n a block data BPIC2, a horizontal
filtering processing result of pixel data on lines p0 and pl of
an adjacent macro block MB1 to the block boundary line L. 1n
the block data BPIC1 1s necessary.
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(2) As to a luminance block LB, as indicated by a mark B
in FIG. 6 and FIG. 7, when performing the vertical filtering
processing VF on pixel data on lines p0, p1 and p2 of a macro
block MB1 being adjacent to the block boundary line L in the
block data BPIC1, a vertical filtering processing result of
pixel data of lines p1, p2 and p3 of the macro block MB1 and
a horizontal filtering processing result of pixel data of lines q0
and gl of the macro block MB2 are necessary. Note that the
vertical filtering processing VF of pixel data of lines p0, pl
and p2 of the macro block MB1 1s performed 1n the vertical
filtering processing VF on the adjacent macro block MB2
below the macro block MB1. Also, as to a color difference
block CB, as indicated by a mark B in FIG. 9, when perform-
ing the vertical filtering processing VF on pixel data on a line
p0 of a macro block MB1 being adjacent to the block bound-
ary line L. 1 the block data BPIC1, a horizontal filtering
processing result of pixel data of lines q0 and g1 of the macro
block MB2 is necessary.

FIG. 10 and FIG. 11 are views for explaining an operation
example when performing the horizontal filtering processing
HF and the vertical filtering processing VF 1n parallel 1n first
block data BPIC1 and second block data BPIC2 1in the
deblocking filter 34 shown 1n FIG. 3 1n consideration of the
dependency relation explained above.

First, restructured picture data RPIC from the adding cir-
cuit 33 1s written to the buffer memory 70.

Then, the filter circuit 72 and the filter circuit 74 read from
the butfer memory 70 a luminance block LB and a color
difference block CB of an adjacent macro block MB to the
block boundary L. among macro blocks composing the first
block data BPIC1 and second block data BPIC2 composing
the restructured picture data RPIC from the bufifer memory 70
and perform the processing below.

As shown 1n FI1G. 10, 1n the deblocking filter 34, 1n the filter
circuit 72, as shown in FIG. 12(A1) to FIG. 12(A4), FIG. 18A
and F1G. 18B, horizontal filtering processing HF1 of the first
block data BPIC1 not depending on a processing result of the
second block data BPIC2 1s performed and the result 1s writ-
ten to the bulier memory 76.

Also, the filter circuit 72 follows the horizontal filtering
processing HF1, as shown in FIG. 13A to FIG. 13(A8), FIG.
14, F1G. 15, FIG. 18 A and FIG. 18B, performs vertical filter-
ing processing of pixel data of the first block data BPIC1 not
depending on a processing result of the second block data
BPIC2, and writes the result to the bulfer memory 76.

Then, the filter circuit 72 performs the above processing on
the luminance block LB and color difference block CB of all
macro blocks MB adjacent to the block boundary L 1n the first
block data BPIC1.

Consequently, the luminance block LB becomes as shown
in FIG. 15 and the color difference block CB becomes as
shown 1n FIG. 19.

Also, the filter circuit 72 performs horizontal filtering pro-
cessing HF and vertical filtering processing VF of macro
blocks MB not adjacent to the block boundary line L in the
first block data BPIC1.

Also, 1n the filter circuit 74, as shown 1n FIG. 16(B1), FIG.
16(B2), F1G. 20(B1) and FIG. 20(B2), the horizontal filtering
processing HEF2 1s performed on the second block data BPIC2
not depending on a processing result of the first block data
BPIC1 and writes to the buller memory 76.

Also, 1n the filter circuit 74, as shown 1n FI1G. 16(B3), FIG.
20(B1) and FI1G. 22, the horizontal filtering processing HF2 1s
performed on pixel data of lines p0 and p1 of the macro block
MB1 in the first block data BPIC1, which are pixel data
p0_tmp, pl_tmp buifered in the buffer memory 70, and writes

the result to the butler memory 76.
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Continuously, 1n the filter circuit 74, as shown in FIG.
16(B4), F1G. 17(BS), FIG. 20(B4) and FI1G. 21(B2), the ver-
tical filtering processing VF2 1s performed on pixel data in the
second block data BPIC2 by using the processing results of
the horizontal filtering processing HF2 above and writes the
result to the bulfer memory 76.

Atthis time, as shown 1n FIG. 22, vertical filtering process-
ing VF of pixel data of lines q0, q1, g2 and g3 of the macro
block MB2 uses the results of the horizontal filtering process-
ing HEF2 of the pixel data p0_tmp and p1_tmp as shown 1n
FIG. 22.

In the vertical filtering processing VEF2, as shown 1n FIG.
17(B5) and FIG. 22, vertical filtering processing of pixel data
of p0, p1 and p2 1n the first block data BPIC1 shown 1n FIG.
6, etc. 1s not performed because 1t depends on results of other
vertical filtering processing of the first block data BPIC1 and
the results of horizontal filtering processing of pixel data of
lines g0 and g1 of the macro block MB2. Also, vertical filter-
ing processing of pixel data of a line p0 1n the first block data
BPIC1 shown i FIG. 9 1s not performed because 1t depends
on the result of the horizontal filtering processing of lines q0
and g1 of the macro block MB2.

The filter circuit 74 performs the above processing on
luminance blocks LB and color difference blocks CB of all
macro blocks MB adjacent to the block boundary L 1n the
second block data BPIC2.

Also, the filter circuit 74 performs the horizontal filtering
processing HF and vertical filtering processing VF on macro
blocks not adjacent to the block boundary L of the second
block data BPIC2.

The processing in the filter circuit 72 and that 1n the filter
circuit 74 explained above are performed in parallel.

Next, 1n the filter circuit 72 or filter circuit 74, as shown 1n
FIG. 21(C1), FIG. 21(C2) and FIG. 23, horizontal filtering
processing HEF3 1s performed on pixel data of lines q0 and gl
of the macro block MB2 1n the second block data BPIC?2,
which 1s the pixel data q0_tmp and gql_tmp buffered in the
buffer memory 70, and the results 1s written to the bufler
memory 76.

Continuously, 1n the filter circuit 72 or filter circuit 74, as
shown 1n FI1G. 21(C2), FIG. 21(C2) and FI1G. 23, the process-
ing results of the vertical filtering processing VF2 and the
horizontal filtering processing HE3 are used for performing
vertical filtering processing VF3 on pixel data of lines p0, pl
and p2 of the first block data BPIC1 shown in FIG. 6, etc. and
the results are written to the bulfer memory 76.

The filter circuit 72 or the filter circuit 74 performs the
above processing on the macro blocks MB adjacent to the
block boundary L1 of the first block data BPIC1 and the
second block data BPIC2 by using a macro block of the first
block data BPIC1 as a macro block MB1 and using a macro
block of the second block data BPIC2 as a macro block MB2.

Below, an overall operation of the encoding apparatus 2
shown 1n FIG. 2 will be explained.

An 1mage signal to be an input 1s converted to a digital
signal by the A/D conversion circuit 22.

Next, 1 accordance with a GOP configuration of 1image
compression information to be an output, frame 1mage data 1s
relocated by the screen relocating circuit 23, and original
image data S23 obtained thereby 1s output to the computing
circuit 24, the motion prediction compensation circuit 42 and
the 1ntra-prediction circuit 41.

Next, the computing circuit 24 detects a difference of the
original image data S23 from the screen relocating circuit 23
and prediction image data PI from the selection circuit 44 and
outputs 1mage data S24 indicating the difference 1s output to
the orthogonal transformation circuit 25.
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Next, the orthogonal transformation circuit 25 performs
discrete cosine transformation, Karhunen-l.oeve transforma-
tion or other orthogonal transformation on the image data S24
to generate 1image data (a DCT coellicient) S25 and outputs
the same to the quantization circuit 26.

Next, the quantization circuit 26 quantizes the image data
S25 and outputs image data (quantized DCT coetlicient) S26
to the reversible encoding circuit 27 and the mmverse quanti-
zation circuit 29.

Then, the reversible encoding circuit 27 performs reverse
encoding of variable encoding or arithmetic encoding on the
image data S26 to generate image data S28 and accumulates
the same 1n the buifer 28.

Also, the rate control circuit 32 controls a quantization rate
in the quantization circuit 26 based on the image data 28 read
from the buifer 28.

Also, the inverse quantization circuit 29 performs inverse
quantization on the image data S26 input from the quantiza-
tion circuit 26 and outputs the result to the inverse orthogonal
transformation circuit 30.

Then, the inverse orthogonal transformation circuit 30 per-
forms 1nverse transiformation of the transformation process-
ing by the orthogonal transformation circuit 23 to generate
image data and outputs the same to the adding circuit 33.

In the adding circuit 33, the image data from the inverse
transformation circuit 30 1s added to the prediction image
data PI from the selection circuit 44 to generate restructured
image data and the result 1s output to the deblocking filter 34.

In the deblocking filter 34, through the processing
explained above, 1image data obtained by removing block
distortions of the restructured image data 1s generated and
written to the frame memory 31 as reference 1image data.

In the mtra-prediction circuit 41, the intra-prediction pro-
cessing explained above 1s performed and the result predic-
tion 1image data PI1 and index data COSTi are output to the
selection circuit 44.

Also, 1n the motion prediction compensation circuit 42, a
motion vector 1s generated by using reference picture data
R_PIC and the result prediction image data PIm and index
data COSTm are output to the selection circuit.

Then, in the selection circuit 44, the smaller one 1s specified
from the index data COSTm input from the motion prediction
compensation circuit 42 and the index data COS'T1 input from
the 1ntra prediction circuit 41, and the prediction image data
PIm or PI1 input in accordance with the specified index data 1s
output to the computing circuit 24 and the adding circuit 33.

Accordingly, as explained by using FIG. 10 and FIG. 11,
etc., in the encoding apparatus 2, deblock filtering processing
1s performed 1n parallel by the filter circuits 72 and 74 shown
in FIG. 3. Therefore, the processing time for the deblocking
filtering processing can be largely reduced comparing with
that 1n the case of not performing parallel processing as 1n the
related art.

In an encoding apparatus of the related art, time required by
deblocking filtering processing constituted a large portion, so
that the processing tine of the entire encoding processing can
be largely reduced according to the encoding apparatus 2.

The present 1nvention 1s not limited to the above embodi-
ment.

In the embodiment explained above, deblock filtering pro-
cessing was explained as an example of predetermined pro-
cessing ol the present invention, however, in the present
invention, processing to be performed on element data 1n the
first block 1ncludes first processing not using element data
alter subjected to predetermined processing in the second
block and second processing using first element data as a part
of the element data after subjected to the predetermined pro-
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cessing 1n the second block; and 1t may be applied to other
processing, wherein processing on the element data in the
second block includes third processing not using the element
data after subjected to the predetermined processing in the
first block and fourth processing using second element data as
a part of the element data after subjected to the predetermined
processing 1n the first block.

Also, when a deblocking filter 1s included 1n the decoding
apparatus corresponding to the encoding apparatus 2, the
present invention can be also applied thereto.

Also, the deblocking filter 34 shown 1n FIG. 3 as explained
above may be configured, so that a CPU (central processing
unit), etc. executes a program for defining the processing
explained by using FIG. 10 and FIG. 11, etc.

The present invention can be applied to a system, wherein
processing 1s performed in units of block data by using a
processing result of other block data.

It should be understood by those skilled in the art that
various modifications, combinations, sub-combinations and
alternations may occur depending on design requirements
and other factors msofar as they are within the scope of the
appended claims or the equivalents thereof.

What 1s claimed 1s:

1. An 1image processing apparatus for performing process-
ing on a first block for defining a first two-dimensional image
and on a second block for defining a second two-dimensional
image adjacent to the first two-dimensional 1mage, compris-
ng:

a first processing means for performing;:

horizontal filtering processing on first pixel data in the
first block, and

vertical filtering processing on second pixel data in the
first block; and

a second processing means for performing:

horizontal filtering processing on third pixel data 1n the
first block,

horizontal filtering processing on fourth pixel data in the
second block,

vertical filtering processing on fifth pixel data in the
second block using the third pixel data in the first
block after the horizontal filtering processing on the
third pixel data in the first block, and

vertical filtering processing on sixth pixel data in the
second block by using the fourth pixel data in the
second block after the horizontal filtering processing
on the fourth pixel data 1n the second block,

wherein the second processing means and the first pro-
cessing means process in parallel|; and

a third processing means for performing;:

horizontal filtering processing on the fifth pixel data in
the second block, and

vertical filtering processing on the first pixel data of the
first block using the fifth pixel data in the second block
aiter the horizontal filtering processing on the fifth
pixel data 1in the second block and the vertical filtering
processing by the first processing means].

2. An 1mage processing apparatus as set forth 1n claim 1,
turther comprising;:

a third processing means for performing:

horizontal filtering processing on the fifth pixel data in
the second block, and

vertical filteving processing on the first pixel data of the
first block using the fifth pixel data in the second block
after the horizontal filteving processing on the fifth
pixel data inthe second block and the vertical filtering
processing by the first processing means,; and
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a memory for storing the third pixel data i the first block
betore the horizontal filtering processing on the third
pixel data in the first block and for storing the fifth pixel
data 1in the second block betfore the horizontal filtering
processing on the fifth pixel data 1n the second block;

wherein the second processing means performs the vertical
filtering processing by reading the third pixel data in the
first block pixel data from the memory; and

wherein the third processing means performs the horizon-
tal filtering processing by reading the fifth pixel data in
the second block from the memory.

3. An 1mage processing apparatus as set forth 1in claim 1,

turther comprising:
a thivd processing means for performing:
horizontal filtering processing on the fifth pixel data in
the second block, and

vertical filteving processing on the first pixel data of the
first block using the fifth pixel data in the second block
after the horizontal filtering processing on the fifth
pixel data in the second block and the vertical filtering
processing by the first processing means;

a motion prediction compensation means for generating
prediction 1mage data of 1image data to be encoded by
performing motion vector searching in reference image
data;

an orthogonal transformation quantization means for per-
forming orthogonal transformation processing and
quantization processing on a difference of the prediction
image data and the image data to be encoded and gen-
crating orthogonal 1mage data;

an 1mverse orthogonal transformation quantization means
for performing inverse quantization processing and
iverse orthogonal transformation processing on the
orthogonal 1image data and generating 1nverse orthogo-
nal image data; and

a restructuring means for generating restructured image
data by using prediction image data and the inverse
orthogonal image data;

wherein the first processing means, the second processing
means, and the third processing means perform horizon-
tal filtering processing and vertical filtering processing
on the first block and the second block in the restructured
image data and generate the reference image data based
on the results.

4. An 1mage processing method performed by a data pro-
cessing apparatus, comprising a memory, a first processing
means, and a second processing means, for performing pro-
cessing on a lirst block for defining a first two-dimensional
image and a second block for defining a second two-dimen-
sional image adjacent to the first two-dimensional 1mage, the
method comprising:

performing, by the first processing means, horizontal fil-
tering processing on first pixel data in the first block and
vertical filtering processing on second pixel data in the
first block; and

performing, by the second processing means, horizontal
filtering processing on third pixel data 1n the first block,
horizontal filtering processing on fourth pixel data in the
second block, vertical filtering processing on fifth pixel
data 1n the second block by using the third pixel data 1n
the first block after the horizontal filtering processing on
the third pixel data 1n the first block, and vertical filtering
processing on sixth pixel data 1n the second block using
the fourth pixel data in the second block after the hori-
zontal filtering processing on the fourth pixel data in the
second block,
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wherein the first processing means and the second process-
ing means process in parallel; and
performing horizontal filtering processing on the fifth pixel

data in the second block, and vertical filtering processing
on the first pixel data of the first block using the fifth
pixel data in the second block after the horizontal filter-
ing processing on the fifth pixel data in the second block
and processing results of the vertical filtering processing
on the fifth pixel data 1n the second block.

5. A method comprising:

a first step for performing horizontal filtering processing on
first pixel data 1n a first block and vertical filtering pro-
cessing on second pixel data in the first block; and

a second step for performing horizontal filtering process-
ing on third pixel data in the first block, horizontal {il-
tering processing on fourth pixel data 1n a second block,
vertical filtering processing on fifth pixel data in the
second block by using the third pixel data in the first
block after the horizontal filtering processing on the
third pixel data 1n the first block, and vertical filtering
processing on sixth pixel data 1n the second block using
the fourth pixel data in the second block after the hori-
zontal filtering processing on the fourth pixel data in the
second block,

wherein the first step and the second step process 1n paral-
lel; and

a third step for performing horizontal filtering processing
on the fifth pixel data 1n the second block, and vertical
filtering processing on the first pixel data of the first
block using the fifth pixel data 1n the second block after
the horizontal filtering processing on the fifth pixel data
in the second block and processing results of the vertical
filtering processing on the fitth pixel data in the second
block.

6. An image processing apparatus for performing process-
ing on a first block for defining a first two-dimensional image
and on a second block for defining a second two-dimensional
image adjacent to the first two-dimensional image, compris-
ing.

a first processing circuit configured to perform.

horizontal filtering processing on first pixel data in the

fivst block, and

vertical filteving processing on second pixel data in the

first block; and
a second processing circuit configured to perform.

horizontal filtering processing on third pixel data in the
first block,

horizontal filtering processing on fourth pixel datain the
second block,

vertical filteving processing on fifth pixel data in the
second block using the thivd pixel data in the first
block after the horizontal filteving processing on the
third pixel data in the first block, and

vertical filtering processing on sixth pixel data in the
second block by using the fourth pixel data in the
second block after the horizontal filtering processing
on the fourth pixel data in the second block,
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wherein the second processing civcuit and the first pro-
cessing circuit process in parallel.
7. An image processing apparatus as set forth in claim 6,

further comprising:

a thivd processing circuit configured to perform.
horizontal filtering processing on the fifth pixel data in
the second block, and
vertical filteving processing on the first pixel data of the
first block using the fifth pixel data in the second block
after the horizontal filtering processing on the fifth
pixel data inthe second block and the vertical filtering
processing by the first processing circuit; and
a memory for storing the third pixel data in the first block
before the horizontal filtering processing on the thivd
pixel data in the first block and for storing the fifth pixel
data in the second block beforve the horizontal filtering
processing on the fifth pixel data in the second block;
wherein the second processing civcuit performs the vertical
filtering processing by reading the thivd pixel data in the
first block pixel data from the memory; and
wherein the thivd processing civcuit performs the horizon-
tal filtering processing by reading the fifth pixel data in
the second bock from the memory.
8. An image processing apparatus as set forth in claim 6,

further comprising:

a thivd processing circuit configured to perform.

horizontal filtering processing on the fifth pixel data in
the second block, and

vertical filteving processing on the first pixel data of the
fivst block using the fifth pixel data in the second block
after the horizontal filtering processing on the fifth
pixel data in the second block and the vertical filtering
processing by the first processing circuiit,

a motion prediction compensation circuit configured to
generate prediction image data of image data to be
encoded by performing motion vector searching in ref-
erence image data,

an orthogonal transformation guantization cirvcuit config-
ured to perform orthogonal transformation processing
and quantization processing on a difference of the pre-
diction image data and the image data to be encoded and
generate orthogonal image data;

an inverse transformation quantization civcuit configured
to perform inverse quantization processing and inverse
orthogonal transformation processing on the orthogo-
nal image data and generate inverse orthogonal image
data; and

a rvestructuring circuit configured to generate restructured
image data by using prediction image data and the
inverse orthogonal image data;

wherein the first processing circuit, the second processing
circuit, and the thivd processing cirvcuit perform horizon-
tal filtering processing and vertical filtering processing
on the first block and the second blockin the vestructured
image data and generate the veference image data based
on the results.
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