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SYSTEM AND METHOD FOR INTEGRAL
TRANSFERENCE OF ACOUSTICAL EVENTS

Matter enclosed in heavy brackets [ ]| appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue.

RELATED APPLICATIONS

This application 1s a continuation of U.S. patent applica-
tion Ser. No. 10/673,232 filed Sep. 30, 2003 now abandoned
which claims priority to provisional application No. 60/414,
423 filed Sep. 30, 2002, the subject matter of which 1s incor-

porated by reference herein 1n its entirety. This application 1s
related to U.S. patent application Ser. No. 08/749,766, filed

Nov. 20, 1996, and U.S. patent application Ser. No. 09/393,
324, filed Oct. 9, 1999, the subject matter of which 1s 1ncor-
porated by reference herein 1n its entirety.

FIELD OF THE INVENTION

The invention generally relates to methods and apparatus
for recording and reproducing a sound event by separately
capturing each object within a sound event, transierring the
separately captured objects for storage and/or reproduction,
and reproducing the original sound event by discretely repro-
ducing each of the separately captured objects and selectively
controlling the interaction between the objects based on rela-
tionships therebetween.

BACKGROUND OF THE INVENTION

Methods and systems for recording and reproducing
sounds produced by a plurality of sound sources are generally
known. In the musical context, for example, systems for
recording and reproducing live performances of bands and
orchestras are known. In those cases, the sound sources
include the musical instruments and performers’ voices.

Recording and reproducing sound produced by a sound
source typically mnvolves detecting the physical sound waves
produced by the sound source, converting the sound waves to
audio signals (digital or analog), storing the audio signals on
a recording medium and subsequently reading and amplify-
ing the stored audio signals and supplying them as an 1nput to
one or more loudspeakers to reconvert the audio signals back
to physical sound waves.

Audio signals are typically electrical signals that corre-
spond to actual sound waves, however this correspondence 1s
“representative”, not “congruent”, due to various limitations
intrinsic to the process of capturing and converting acoustical
data. Other forms of audio signals (e.g., optical), although
more reliable 1in the transmission of acoustical data, encounter
similar limitations due to capturing and converting the acous-
tical data from the original sound field.

The quality of the sound produced by a loudspeaker partly
depends on the quality of the audio signal input to the loud-
speaker, and partly depends on the ability of the loudspeaker
to respond to the signal accurately. Ideally, to enable precise
reproduction of sound, the audio signals should correspond
exactly to (1.e., be a perfect representation of) the original
sound, including 1ts spatial (3D) properties, and the reconver-
sion of the audio signals back to sound should be a perfect
conversion of the audio signal to sound waves including 1ts
spatial (3D) properties. In practice however, such perfection
has not been achieved due to various phenomenon that occur

10

15

20

25

30

35

40

45

50

55

60

65

2

in the various stages of the recording/reproducing process, as
well as deficiencies that exist in the design concept of “uni-
versal” loudspeakers.

Additional problems are presented when trying to pre-
cisely record and reproduce sound produced by a plurality of
sound sources. One significant problem encountered when
trying to reproduce sounds from a plurality of sound sources
1s the ability of the system to recreate what 1s referred to as
sound staging. Sound staging 1s the phenomena that enables a
listener to percerve the apparent physical size and location of
a musical presentation. The sound stage includes the physical
properties of depth and width. These properties contribute to
the ability to listen to an orchestra, for example, and be able to
discern the relative position of different sound sources (e.g.,
instruments ). However, many recording systems fail to pre-
cisely capture the sound staging eflect when recording a
plurality of sound sources. One reason for this 1s the method-
ology used by many systems. For example, such systems
typically use one or more microphones to receitve sound
waves produced by a plurality of sound sources (e.g., drums,
guitar, vocals, etc.) and convert the sound waves to electrical
audio signals. When one microphone is used, the sound waves
from each of the sound sources are typically mixed (i.e.,
superimposed on one another) to form a composite signal.
When a plurality of microphones are used, the plurality of
audio signals are typically mixed (i.e., superimposed on one
another) to form a composite signal. In either case the com-
posite signal 1s then stored on a storage medium. The com-
posite signal can be subsequently read from the storage
medium and reproduced 1n an attempt to recreate the original
sounds produced by the sound sources. However, the mixing
of signals, among other things, limits the ability to recreate
the sound staging of the plurality of sound sources. Thus,
when signals are mixed, the reproduced sound fails to pre-
cisely recreate the field definition and source restitution of the
original sounds. This i1s one reason why an orchestra sounds
different when listened to live as compared with a recording.
This 1s one major drawback of prior sound systems. Other
problems are caused by mixing as well.

While attempts have been made to address these draw-
backs, none has adequately overcome the problem. For
example, 1n some cases, the composite signal includes two
separate channels (e.g., left and right) in an attempt to spa-
tially separate the composite signal. In some cases, a third
(e.g., center) or more channels (e.g., front and back) are used
to achieve greater spatial separation of the original sounds
produced by the plurality of sound sources. Two popular
methodologies used to achieve a degree of spatial separation,
especially 1n home theater audio Systems, are Dolby Sur-
round and Dolby Pro Logic. Dolby Pro Logic 1s the more
sophisticated of the two and combines four audio channels
into two for storage and then separates those two channels
into four for playback over five loudspeakers. Specifically, a
Dolby Pro Logic system starts with left, center and right
channels across the front of the viewing area and a single
surround channel at the rear. These four channels are stored as
two channels, reconverted to four and played back over lett,
center and right front loudspeakers and a pair of monaural
rear surround loudspeakers that are fed from a single audio
channel. While this technique provides some measure of spa-
t1al separation, 1t fails to precisely recreate the sound staging
and suffers from other problems, including those i1dentified
above.

Other techniques for creating spatial separation have been
tried using a plurality of channels. However, regardless of the
number of channels, such systems typically involve mixing
source signals to form one or more composite signals. Even
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systems touted as “discrete multi-channel”, typically base the
discreteness of each channel on a “directional component™
(1.e., Dolby’s AC-3, discrete 5.1 multi-channel surround
sound 1s based on five discrete directional channels and one
low-frequency effect channel). Surround sound using dis-
crete channels for directional cues help create a more enguli-
ing acoustical effect, but do not address the critical losses of
veracity within the representative audio signal nor does 1t
address the reproduction of the intraspace dynamics created
by individual sound sources interacting with one another in a
defined space.

Other separation techniques are commonly used 1n an
attempt to enhance the recreation of sound. For example, each
loudspeaker typically includes a plurality of loudspeaker
components, with each component dedicated to a particular
frequency band to achieve a frequency distribution of the
reproduced sounds. Commonly, such loudspeaker compo-
nents include wooter or bass (lower frequencies), mid-range
(moderate frequencies) and tweeters (higher frequencies).
Components directed to other specific frequency bands are
also known and may be used. When frequency distributed
components are used for each of multiple channels (e.g., left
and right), the output signal can exhibit a degree of both
spatial distribution and frequency distribution 1n an attempt to
reproduce the sounds produced by the plurality of sound
sources. However, maximum recreation of the original
sounds 1s not fully achieved because the source signals con-
tinue to be a composite signal as a result of the “mixing”
process.

Another problem resulting from the mixing of either
sounds produced by sound sources or the corresponding
audio signals 1s that this mixing typically requires that these
composite sounds or composite audio signals be played back
over the same loudspeaker(s). It 1s well known that effects
such as masking preclude the precise recreation of the origi-
nal sounds. For example, masking can render one sound
inaudible when accompamied by alouder sound. For example,
the 1ability to hear a conversation in the presence of loud
amplified music 1s an example of masking. Masking 1s par-
ticularly problematic when the masking sound has a similar
frequency to the masked sound. Other types of masking
include loudspeaker masking, which occurs when a loud-
speaker cone 1s driven by a composite signal as opposed to an
audio signal corresponding to a single sound source. Thus, 1n
the later case, the loudspeaker cone directs all of 1ts energy to
reproducing one 1solated sound, as opposed to, in the former,
the loudspeaker cone must “time-share” its energy to repro-
duce a composite of sounds simultaneously.

Another problem with mixing sounds or audio signals and
then amplitying the composite signal 1s intermodulation dis-
tortion. Intermodulation distortion refers to the fact that when
a signal of two (or more) frequencies 1s input to an amplifier,
the amplifier will output the two frequencies plus the sum and
difference of these frequencies. Thus, 1 an amplifier input 1s

a signal with a 400 Hz component and a 20 KHz component,
the output will be 400 Hz and 20 KHz plus 19.6 KHz (20

KHz-400 Hz) and 20.4 KHz (20 KHz+400 Hz).

The mixing of signals can also dictate the use of “universal
loudspeakers™”, meaning that a given loudspeaker must be
capable of reproducing a full or broad spectrum of possible
sounds. With the exception of frequency range breakout (e.g.,
clectronic crossovers), loudspeakers are typically capable of
reproducing a full range of sound sources. Subwoofers and
tweeters are exceptions to this rule but their mandate for
separation 1s based on frequency, not “sound source type”.
The drawbacks with “universal” and “frequency dependent™
loudspeakers 1s that they are not capable of being configured
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to achieve a full integral sound wave (including full directiv-
ity patterns) for a given sound source. By being “universal”
and “non-configurable”, they can not be optimized for the
reproduction of a specific sound source.

More specifically, existing sound recording systems typi-
cally use two or three microphones to capture sound events
produced by a sound source, ¢.g., a musical instrument. The
captured sounds can be stored and subsequently played back.
However, various drawbacks exist with these types of sys-
tems. These drawbacks include the 1nability to capture accu-
rately three dimensional information concerning the sound
and spatial variations within the sound (including full spec-
trum “directivity patterns™). This leads to an 1nability to accu-
rately produce or reproduce sound based on the original
sound event.

A directivity pattern 1s the resultant sound field radiated by
a sound source (or distribution of sound sources) as a function
of frequency and observation position around the source (or
source distribution). The possible varniations in pressure
amplitude and phase as the observation position 1s changed
are due to the fact that different field values can result from the
superposition of the contributions from all elementary sound
sources at the field points. This 1s correspondingly due to the
relative propagation distances to the observation location
from each elementary source location, the wavelengths or
frequencies of oscillation, and the relative amplitudes and
phases of these elementary sources.

It 1s the principle of superposition that gives rise to the
radiation patterns characteristics of various vibrating bodies
or source distributions. Since existing recording systems do
not capture this 3-D information, this leads to an mability to
accurately model, produce or reproduce 3-D sound radiation
based on the original sound event.

On the playback side, prior systems typically use “Implo-
sion Type” (IMT) sound fields. That 1s, they use two or more
directional channels to create a “perimeter effect” sound field.
The basic IMT method 1s “stereo,” where a left and a right

channel are used to attempt to create a spatial separation of
sounds. More advanced IMT methods include surround
sound technologies, some providing as many as five direc-
tional channels (left, center right, rear leit, rear right), which
creates a more engulfing sound field than stereo. However,
both are considered perimeter systems and fail to fully recre-
ate original sounds. Perimeter systems typically depend on
the listener being 1n a stationary position for maximum effect.
Implosion techniques are not well suited for reproducing
sounds that are essentially a point source, such as stationary
sound sources or sound sources 1n the nearfield (e.g., musical
instruments, human voice, animal voice, etc.) that should
retain their full spectrum directivity patterns and radiate
sound 1n all or many directions.

Despite significant improvements over the last two decades
in signal processing and equipment design, the goal of “per-
fect sound reproduction” remains elusive.

Another problem with the existing systems of sound repro-
duction are the paradigmatic and other distortions created 1n
an original event right from the beginning of the recording
and reproduction process. Such distortions include: (1) lack
of true field definition (source signals are mixed together and
rely on perceptual effects for definition); (2) lack of source
resolution (source rendering 1s via plane wave transducers,
not integral wave transducers); (3) lack of spatial congruency
(when source signals are mixed together, sound staging 1s an
approximation at best, once again relying heavily on percep-
tual etfects). These distortions are passed down through the
recording and reproduction chain, so that each phase of the
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chain creates 1ts own colorations on the original distortions
created by the paradigm itself.

For example, 1n a typical stereo reproduction system, when
an original event 1s captured, a multi-dimensional sound wave
1s represented by a two-dimensional (left/right) signal which
1s then mixed together with other two-dimensional signals
representing other original sound sources within the same
sound event, creating a mixture ol two-dimensional signals.
Once “spatial” and “mixing” distortions have been captured
and processed they are passed along to the storage, recall, and
reproduction parts of the recording and reproduction chain
where additional colorations may be added, compounding the
nature of the paradigmatic distortions.

Other contextual 1ssues such as paradigms within para-
digms (or sub-paradigms), oiten are a result of protocol and/
or design 1ssues. An example of a sub-paradigm 1ssue 1s than
of “perceptual” effects versus “physical” eflects. Perceptual
methods of sound reproduction are designed to trick the ear
into percerving certain elements such as spatial qualities and
sound stage. Physical objectives for reproduction are focused
on physically reproducing source dynamics including pri-
mary sources (sound producing entities) and secondary
sources (sound effecting entities like room acoustics).

Yet another problem 1n sound reproduction 1s amplifica-
tion. The current amplification of sound concept has
remained essentially unchanged for over 40 years, in that, the
output signal equals the input signal but at an elevated level.
The problem with this approach 1s that the input signal may be
a distorted representation of the original event and most of the
time 1s a compilation of mixed signals representing the origi-
nal event. When these signals are amplified, the distortions
that are present due to the paradigm are amplified and as a
result become more noticeable and have a greater impact on
the reproduced event.

Another aspect of the problem relates to the 1ssue of “film”
paradigm versus the “music” paradigm. The film paradigm
utilizes surround sound very well because, with the exception
of dialog, most of the soundtrack 1s a far-field, moving,
dynamic type of sound field (e.g., traffic, outdoor environ-
ments, etc.) or ambiance-related sound field (e.g., mdoor
venue, etc.) both of which do well with surround sound for-
mats. Music, on the other hand, 1s typically a stationary sound
event, usually in the near-field, and usually with a more 1nti-
mate divergent type wave front as opposed to a convergent
type wave front created from mid-field and far-field repro-
ductions used 1n the film 1industry. Sub-paradigm issues such
as these must be harmonized 1n accordance with the goals of
the broader reproduction paradigm if the paradigmatic con-
text 1s to be optimized and the paradigmatic distortion mini-
mized or eliminated.

Another 1ssue 1n the present state of sound recording and
reproduction 1s the objectivism vs. subjectivism 1ssue on how
close the reproduced event matches the original sound event.
Within the current state-of-the-art paradigm, objective mea-
surements can be made (e.g., input signal vs. output signal),
but the comprehensive evaluation of a given sound event
remains somewhat subjective primarily because of a flawed
context—comparison 1s between an integral form (original
event) and a facsimile form (reproduced event). Only when
the reproduction system can generate a synthetic sound event
in the same integral form as an original event can we expectto
render an objective evaluation of the reproduced event. Sub-
jectivity will always play a role 1n determining which varia-
tions, deviations, etc. to an original event are preferable from
one person to the next, but the quantifiable evaluation of a
reality event and 1ts corresponding synthetic event, should
ultimately be an objective analysis.
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The problem with trying to use a term like “realism™ as a
reference standard 1s not that 1t 1s inherently subjective (“real-

ity 1s actually inherently objective—it can be objectively
measured and modeled, e.g., acoustical holography), but
rather that 1t cannot be adequately synthesized in the same
integral form as the original event. The subjective element
arises when the audio community attempts to compare vari-
ous distorted synthetic realities (reproduced events) to their
corresponding undistorted original realities (original events),
or worse yet, to one another. Even 1f perfection 1s interpreted
differently by different people, that should not change the fact
that the comparison of a reproduced event A to 1ts correspond-
ing original event A, should be an objective analysis. Even 1f
an original source 1s unnatural or a hybrid of a natural sound,
the objective 1s still to reproduce the source’s integral state as
determined by an artist and/or producer. A drawback of cur-
rent systems 1s the lack of a means for developing reference
standards for the articulation of all definable sound sources,
and a means for describing derivatives, hybrids, and any other
type of deviation from a given reference sound.

Thus, despite significant research and development, prior
systems sulfer various drawbacks and fail to maximize the
ability of the system to precisely reproduce the original
sounds.

SUMMARY OF THE INVENTION

The invention addresses these and other 1ssues with known
sound recording and reproduction systems and presents new
methods and systems for more realistically reproducing an
original sound event.

One embodiment of the invention relates to a system and
method for capturing and reproducing sounds from a plurality
of sound sources to more closely recreate actual sounds pro-
duced by the sound sources, where sounds from each of a
plurality of sound sources (or a predetermined group of
sources) are captured by separate sound detectors, and where
the separately captured sounds are converted to audio signals,
recorded, and played back by separately retrieving the stored
audio signals from the recording medium and transmitting the
retrieved audio signals separately to a separate loudspeaker
system for reproduction of the originally captured sounds.

Another embodiment of the invention relates to a system
and method for reproducing sounds produced by a plurality of
sound sources, where sounds from each sound source (or a
predetermined group of sources) are captured by separate
sound detectors, and where the separately captured sounds
are converted to audio signals, each of which 1s transmaitted
separately to a separate loudspeaker system for reproduction
of the originally captured sounds.

According to another embodiment of the invention, each
loudspeaker system comprises a plurality of loudspeakers or
a plurality of groups of loudspeakers (e.g., loudspeaker clus-
ters) customized for reproduction of specific types of sound
sources or group(s) of sound sources. Preferably, the customi-
zation 1s based at least 1n part on characteristics of the sounds
to be reproduced by the loudspeaker or based on the dynamic
behavior of the sounds or groups of sounds.

According to another embodiment of the invention, each
signal path 1s connected to a separate amplification systems to
separately amplity audio signals corresponding to the sounds
from each source (or predetermined group of sources). The
amplifier systems may be customized for the particular char-
acteristics of the audio signals that 1t will be amplifying.

According to another embodiment of the invention the
amplifier systems are separately controlled by a controller so
that the relationship among the components of the power
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(amplifier) network and those of the loudspeaker network can
be selectively controlled. This control can be automatically
implemented based on the dynamic characteristics of the
audio signals (or the produced sounds) or a user can manually
control the reproduction of each sound (or predetermined
groups of sounds). For example, the amplifier and loud-
speaker systems for each signal path may be automatically
controlled by a dynamic controller that controls the relation-
ship among the amplifier systems, the components of the
amplifier systems, the loudspeaker systems and the compo-
nents of the of the loudspeaker systems. For example, the
controller can individually turn on/off individual amplifiers
of an amplifier system so that increased/decreased power
levels can be achieved by using more or less amplifiers for
cach audio signal 1nstead of stretching the range of a single
amplifier. Similarly, the controller can control individual
loudspeakers within a loudspeaker system.

If done manually, this may be done through a user interface
that enables the user to independently adjust the input power
levels of each sound (or predetermined group of sounds) from
“off” to relatively high levels of corresponding output power
levels without necessarily atffecting the power level of any of
the other independently controlled audio signals.

It desired, the audio signals output from the sound detec-
tors may be recorded on a recording medium for subsequent
readout prior to being transmitted to the loudspeaker systems
for reproduction. If' recorded, preferably the recording
mechanism separately records each of the audio signals on
the recording medium without mixing the audio signals. Sub-
sequently, the stored audio signals are separately retrieved
and are provided over separate signal paths to individual
amplifier systems and then to the separate loudspeaker sys-
tems. Preferably, the audio signals are separately control-
lable, either automatically or manually. The loudspeaker sys-
tems preferably are each made up of one or more
loudspeakers or loudspeaker clusters and are customized for
reproduction of specific types of sounds produced by the
respective sound source or group of sound sources associated
with the signal path. For example, a loudspeaker system may
be customized for the reproduction of violins or stringed
instruments. The customization may take into account vari-
ous characteristics of the sounds to be reproduced, including,
frequency, directivity, etc. Additionally, the loudspeakers for
cach signal path may be configured 1n a loudspeaker cluster
that uses an explosion technique, 1.¢., sound radiating from a
source outwards 1n various directions (as naturally produced
sound does) rather than using an implosion technique, 1.€.,
sound projecting inwardly toward a listener (e.g., from a
perimeter of speakers as with surround sound or from a left/
right direction as with stereo). In other circumstance, an
implosion technique or a combination of explosion/implo-
s1on may be preferred.

One embodiment of the invention relates to a system and
method for capturing a sound field, which 1s produced by a
sound source over an enclosing surface (e.g., approximately a
360° spherical surface), and modeling the sound field based
on predetermined parameters (e.g., the pressure and directiv-
ity of the sound field over the enclosing space over time), and
storing the modeled sound field to enable the subsequent
creation of a sound event that 1s substantially the same as, or
a purposeiully modified version of, the modeled sound field.

Another aspect of the mvention relates to a system and
method for modeling the sound from a sound source by
detecting its sound field over an enclosing surface as the
sound radiates outwardly from the sound source, and to create
a sound event based on the modeled sound field, where the
created sound event 1s produced using an array of loud speak-
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ers configured to produce an “explosion” type acoustical
radiation. Preferably, loudspeaker clusters are 1n a 360° (or
some portion thereof) cluster of adjacent loudspeaker panels,
cach panel comprising one or more loudspeakers facing out-
ward from a common point of the cluster. Preferably, the
cluster 1s configured in accordance with the transducer con-
figuration used during the capture process and/or the shape of
the sound source.

According to one aspect of the mvention, acoustical data
from a sound source 1s captured by a 360° (or some portion
thereol) array of transducers to capture and model the sound
field produced by the sound source. If a given sound field 1s
comprised of a plurality of sound sources, it 1s preferable that
cach individual sound source be captured and modeled sepa-
rately.

Preferably, a playback system comprising an array of loud-
speakers or loudspeaker systems recreates the original sound
field. According to one aspect of the invention, an explosion
type acoustical radiation 1s used to create a sound event that 1s
more similar to naturally produced sounds as compared with
“mmplosion” type acoustical radiation. Preferably, the loud-
speakers are configured to project sound outwardly from a
spherical (or other shaped) cluster. Preferably, the sound field
from each individual sound source 1s played back by an
independent loudspeaker cluster radiating sound 1n 360° (or
some portion thereof). Each of the plurality of loudspeaker
clusters, representing one of the plurality of original sound
sources, can be played back simultaneously according to the
specifications of the original sound fields produced by the
original sound sources. Using this method, a composite sound
field becomes the sum of the individual sound sources within
the sound field.

To create a near perfect representation of the sound field,
cach of the plurality of loudspeaker clusters representing each
of the plurality of original sound sources should be located 1n
accordance with the relative location of the plurality of origi-
nal sound sources. Although this 1s a preferred method for
EXT reproduction, other approaches may be used: For
example, a composite sound field with a plurality of sound
sources can be captured by a single capture apparatus (360°
spherical array of transducers or other geometric configura-
tion encompassing the entire composite sound field) and
played back via a single EX'T loudspeaker cluster (360° or
any desired varnation).

These and other aspects of the invention are accomplished
according to one embodiment of the invention by defining an
enclosing surface (spherical or other geometric configura-
tion) around one or more sound sources, generating a sound
field from the sound source, capturing predetermined param-
cters of the generated sound field by using an array of trans-
ducers spaced at predetermined locations over the enclosing
surface, modeling the sound field based on the captured
parameters and the known location of the transducers and
storing the modeled sound field. Subsequently, the stored
sound field can be used selectively to create sound events
based on the modeled sound field. According to one embodi-
ment, the created sound event can be substantially the same as
the modeled sound event. According to another embodiment,
one or more parameters of the modeled sound event may be
selectively modified. Preferably, the created sound event 1s
generated by using an explosion type loudspeaker configura-
tion. Each of the loudspeakers may be independently driven
to reproduce the overall sound field on the enclosing surface.

Another aspect of the invention relates to a system and
method for reproducing a sound event includes means for
retrieving a plurality of separately stored audio signals for a
sound event, where at least one of the audio signals comprises
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an ambiance sound field of an environment of the sound event
and where at least one of the audio signals comprises a sound
field for a sound source, amplification means for separately
amplifving each audio signal and a loudspeaker network
comprising a plurality of loudspeaker means. At least one
loudspeaker means comprises a convergent speaker system
for reproducing the ambiance sound field and where at least
one loudspeaker means comprises a divergent speaker system
tor reproducing the sound field for the sound source.

In another aspect of the invention, a system and method for
creating a holographic or three-dimensional sound event
includes storing first data for an integral reality model of a
sound source, the data including a plurality of predetermined
parameters for creating a holographic or three-dimensional
sound for the sound source, inputting second data for a sound
event, where the sound event comprises a sound source and
where the second data comprises information on a portion of
a sound field for the sound source and rendering holographic
or three-dimensional sound data for the sound event by
extrapolating the second data using the plurality of param-
cters from the first data, where the holographic or three-
dimensional sound data includes information for outputting
audio signals to a plurality of loudspeakers positioned 1n a
predetermined three-dimensional arrangement.

Another aspect of the mvention relates to a method for
objectively comparing a reproduced sound event to an origi-
nal sound event includes retrieving data representing a mod-
cled sound field of a first radiating sound field of an original
sound event, the modeled sound field including a first set of
predetermined parameters, converting the data to a plurality
of separate audio signals representing the first radiating sound
field, separately amplifying each audio signal, communicat-
ing each amplified audio signal to a respective loudspeaker of
a cluster of loudspeakers, where each respective loudspeaker
1s arranged along a predetermined geometric position to cre-
ate a reproduced sound event comprising a second radiating
sound field emanating from the cluster of loudspeakers and
recording the second radiating sound field via a plurality of
transducers arranged on a predetermined geometric surface at
least partially surrounding the cluster of loudspeakers. The
second radiating sound field includes a second set of prede-
termined parameters. The method also further includes com-
paring the second set of predetermined parameters to the first
set of predetermined parameters, where a difference between
the second set of predetermined parameters and the first set of
predetermined parameters establishes an objective determi-
nation on a stmilarity between the reproduced sound event to
the original sound event.

Other aspects of the invention include computer instruction
and computer readable medium 1ncluding computer instruc-
tions for performing methods according to the above aspects
of the mvention.

Other embodiments, features and objects of the invention
will be readily apparent 1n view of the detailed description of
the mvention presented below and the drawings attached
hereto. It 1s also to be understood that both the foregoing
general description and the following detailed description are
exemplary and not restrictive of the scope of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a schematic 1llustration of a sound capture and
recording system according to one embodiment of the mnven-
tion.

FIG. 2 1s a schematic 1llustration of a sound reproduction
system according to one embodiment of the invention.
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FIG. 3 1s a schematic 1llustration of an exploded view of an
amplifier system and loudspeaker system for one signal path
according to one embodiment of the ivention.

FIG. 4 1s a schematic 1llustration of an example configura-
tion for an annunciator according to one embodiment of the
invention.

FIG. 5 1s a schematic 1llustration of an example configura-
tion for an annunciator according to one embodiment of the
invention.

FIG. 6 1s a schematic 1llustration of an example configura-

tion for an annunciator according to one embodiment of the
invention.

FIG. 7 1s a schematic of a system according to an embodi-
ment of the mvention.

FIG. 8 1s a perspective view of a capture module for cap-
turing sound according to an embodiment of the invention.

FIG. 9 1s a perspective view of a reproduction module
according to an embodiment of the mnvention.

FIG. 101s atlow chart illustrating operation of a sound field
representation and reproduction system according to the
embodiment of the mnvention.

FIG. 11A 1llustrates an overview ol integral transference
according to an embodiment of the invention.

FIG. 11B illustrates an original sound event and a repro-
duced sound event with corresponding micro fields according
to an embodiment of the 1nvention.

FIG. 12A 1illustrates an illustrative overview of the sur-
rounding surface of an original and reproduced sound event
according to an embodiment of the mnvention.

FIG. 12B 1illustrates a chart showing an overview of the
process of capturing, synthesizing and reproducing an origi-
nal sound event according to an embodiment of the invention.

FIG. 13 1llustrates an example of modulization according,
to an embodiment of the invention.

FIGS. 14-15 illustrate an overview of integral transference
showing micro and macro fields of an original and reproduced
sound event, according to an embodiment of the invention.

FIGS. 16 A-16D illustrate near field configurations for cap-
turing sound from a sound source according to an embodi-
ment of the mvention.

FIG. 17 illustrates an overview of integral transference
using INTEL according to an embodiment of the invention.

FIG. 18A 1illustrates an overview of the existing sound
recording and reproduction paradigm and sound recording
and reproduction according to integral transierence with and
without the INTEL function, according to an embodiment of
the mvention.

FIG. 18B illustrates an overview of the existing sound
recording and reproduction paradigm and sound recording
and reproduction according to integral transierence with and
without the INTEL function, according to an embodiment of
the mvention.

FIG. 19 1llustrates a sound reproduction system according,
to an embodiment of the 1nvention.

FI1G. 20 1llustrates an overview of a sound capture, transfer
and reproduction system according to an embodiment of the
invention.

FIG. 21 illustrates an overview Convergent Wave Field
Synthesis (CWFS) and Divergent Wave Field Synthesis
(DWES).

FIG. 22 1llustrates a combined CWFS and DWES system
according to an embodiment of the mnvention.

(L]
=T

ERRED

DETAILED DESCRIPTION OF THE PR.
EMBODIMENTS

FIG. 1 1s a schematic illustration of a sound capture and
recording system according to one embodiment of the inven-
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tion. As shown i FIG. 1, the system comprises a plurality of
sound sources (SS, -SS,) for producing a plurality of sounds,
a plurality of sound detectors (SD,-SD,;), such as micro-
phones, for capturing or detecting the sounds produced by the
N sound sources and for separately converting the N sounds to
N separate audio signals. As shown 1n FIG. 1, the N separate
audio signals may be conveyed over separate signal paths
(SP,-SPN) to be recorded on a recording medium 40. Alter-
natively, the N separate audio signals may be transmaitted to a
sound reproduction system (such as shown in FIG. 2), which
preferably includes N loudspeaker systems for converting the
audio signals to sound. If the audio signals are to be recorded,
the recording medium 40 may be, e.g., an optical disk on
which digital signals are recorded. Other storage media (e.g.,
tapes) and formats (e.g., analog) may be used. In the event that
digital recording 1s used, the N audio signals are separately
provided over N signal paths to an encoder 30. Any suitable
encoder can be used. The outputs of the encoder 30 are
applied to the recording medium 40, where the signals are
separately recorded on the recording medium 40. Multiplex-
ing techniques (e.g., time division multiplexing) may also be
used. If no recording 1s performed, the output of the acoustical
manifold 10 or the sound detectors (SD,-SD,;) may be sup-
plied directly to the amplifier network 70 or acoustical mani-
fold 60 (FIG. 2).

If desired, the N audio signals output from the N sound
detectors (SD,-SD,,) may be input to an acoustical manifold
10 and/or an annunciator 20 prior to being input to encoder
30. The acoustical manifold 10 1s an mput/output device that
receives audio signal inputs, indexes them (e.g., by assigning,
an 1dentifier to each data stream) and determines which of the
inputs to the manifold have a data stream (e.g.., audio signals)
present. The mamifold then serves as a switching mechanism
tor distributing the data streams to a particular signal path as
desired (detailed below). The annunciator 20 can be used to
enable tlexibility 1n handling different numbers of audio sig-
nals and signal paths. Annunciators are active imterface mod-
ules for transferring or combining the discrete data streams
(e.g., audio signals) conveyed over the plurality of signal
paths at various points within the system from sound capture
to sound reproduction. For example, when the number of
signal paths output from the sound detectors 1s equal to the
number of amplifier systems and/or loudspeaker systems, the
function of the annunciator can be passive (no combining of
signals 1s necessarily performed). When the number of out-
puts from the sound detectors 1s greater than the number of
amplifier systems and/or loudspeaker systems, the annuncia-
tor can combine selected signal paths based on predetermined
criteria, either automatically or under manual control by a
user. For example, if there are N sound sources and N sound
detectors, but only N-11nputs to the encoder are desired, auser
may elect to combine two signal paths 1n a manner described
below. The operation and advantages of these components are
turther detailed below.

FIG. 2 schematically depicts a sound reproduction system
according to a preferred embodiment of the invention. It can
be used with the sound capture/recording system of FIG. 1 or
with other systems. This portion of the system may be used to
read and reproduce stored audio signals or may be used to
receive audio signals that are not stored (e.g., a live feed from
the sound detectors SD,-SD,,). When it 1s desired to repro-
duce sounds based on the stored audio signals, the stored
audio signals are read by a reader/decoder 50. The reader
portion may include any suitable device (e.g., an optical
reader) for retrieving the stored audio signals from the storage
medium 40 and, 1 necessary or desired, any suitable decoder
may be used. Preferably, such a decoder will be compatible
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with the encoder 30. The separate audio signals from the
reader/decoder 50 are supplied over signal paths to an ampli-
fier network 70 and then to a loudspeaker network 80 as
detailed below. Prior to being supplied to the amplifier net-
work 70, the audio signals from reader/decoder 50 may be
supplied to annunciator 60.

For stmplicity, 1t will be assumed that N audio signals are
input to annunciator 60 and that N audio signals are output
therefrom. It1s to be understood, however, that different num-
bers of signals can be mput to and output from annunciator
20. If for example, only five audio signals are output from
annunciator 60, only five amplifier systems and five loud-
speaker systems are necessary. Additionally, the number of
audio signals output from annunciator 60 may be dictated by
the number of amplifier or loudspeaker systems available. For
example, if a system only has four amplifier systems and four
loudspeaker systems, 1t may be desirable for the annunciator
to output only four audio signals. For example, the user may
clect to build a system modularly (1.e., adding amplifier sys-
tems and loudspeaker systems one or more at a time to build
up to N such systems). In this event, the annunciator facili-
tates this modularity. The user interface 33 enables the user to
select which audio signals should be combined, 11 they are to
be combined, and to control other aspects of the systems as
detailed below.

Referring to FIGS. 2 and 3, the amplifier network 70 prei-
erably comprises a plurality of amplifier systems AS,-AS,;
cach of which separately amplifies the audio signals on one of
the N signal paths. As shown 1n FIG. 3, each amplifier system
may comprise one or more amplifiers (A-N) for separately
amplifying the audio signals on one of the N signal paths.
From the amplifier network 70, each of the audio signals are
supplied over separate signal paths to a loudspeaker network
80. The loudspeaker network 80 comprises N loudspeaker
systems LS, -LS,, each of which separately reproduces the
audio signals on one of the N signal paths. As shown 1n FIG.
3, each loudspeaker system preferably includes one or more
loudspeakers or loudspeaker clusters (A-N) for separately
reproducing the audio signals on each of the N signal paths.

Preferably, each loudspeaker or loudspeaker cluster 1s cus-
tomized for the specific types of sounds produced by the
sound source or groups of sound sources associated with 1ts
signal path. Preferably, each of the amplifier systems and
loudspeaker systems are separately controllable so that the
audio signals sent over each signal path can be controlled
individually by the user or automatically by the system as
detailed below. More preferably, each of the individual ampli-
fiers (A-N) and each of the individual loudspeakers (A-N) are
cach separately controllable. For example, 1t 1s preferable that
cach of amplifiers A-N for amplifier system AS, 1s separately
controllable to be on or off, and 11 on to have variable levels of
amplification from low to high. In this way, power levels of
audio signals on that signal path may be stepped up or down
by turning on specific amplifiers within an amplifier system
and varying the amplification level of one or more of the
amplifiers that are on. Preterably, each of the amplifiers of an
amplifier system 1s customized to amplily the audio signals to
be transmitted through that amplifier system. For example, 1T
the amplifier system 1s connected 1n a signal path that 1s to
receive audio signals corresponding to sounds that consist of
primarily low frequencies (e.g., bass sounds from a drum),
cach of the amplifiers of that amplifier system may be
designed to optimally amplity low frequency audio signals.
This 1s an advantage over using amplifiers that are generic to
a broad range of frequencies. Moreover, by providing mul-
tiple amplifiers within one amplifier system for a specific type
of audio signal (e.g., sounds that consist of primarily low
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frequencies), the power level output from the amplifier sys-
tem can be stepped up or down by turning on or oif individual
amplifiers. This 1s an advantage over using a single amplifier
that must be varied from very low power levels to very high
power levels. Similar advantages are achieved by using mul-
tiple loudspeakers within each loudspeaker system. For
example, two or more loudspeakers operating at or near a
middle portion of a power range will reproduce sounds with
less distortion than a single loudspeaker at an upper portion of
its power range. Additionally, loudspeaker arrays may be
used to effect directivity control over 360 degrees or varia-
tions thereof.

As also shown 1n FIG. 2, the invention may include a user
interface 55 to provide a user with the ability to manually
manipulate the audio signals on each signal path indepen-
dently of the audio signals on each of the other signal paths.
This ability to manipulate includes, but 1s not limited to, the
ability to mampulate: 1) master volume control (e.g., to con-
trol the volume or power on all signal paths); 2) independent
volume control (e.g., to independently control the volume or
power on one or more individual signal paths): 3) indepen-
dent on/oif power control (e.g., to turn on/off 1ndividual sig-
nal paths): 4) independent frequency control (e.g., to inde-
pendently control the frequency or tone of individual signal
paths): 5) independent directional and/or sector control (e.g.,
to independently control sectors within individual signal
paths and/or control over the annunciator.

Preferably, the user interface 33 includes a master volume
control (MC) and N separate controls (C,-C,,) for the N signal
paths. A dynamics override control (DO) may also be pro-
vided to enable a user to manually override the automatic
dynamic control of dynamic controller 90.

Also shown 1 FIG. 2 1s a dynamic control module 90,
which can provide separate control of the amplifier systems
(AS,-AS,,), the loudspeaker systems (LS,-LS,,) and the
annunciators 20, 60. Dynamics control module 90 1s prefer-
ably connected to the user interface 35 (e.g., directly or via
annunciator 60) to permait user interaction and manual control
of these components.

According to one aspect of the invention, dynamics control
module 90 includes a controller 91, one or more annunciator
interfaces 92, one or more amplifier system interfaces 93, one
or more loudspeaker interfaces 94 and a feedback control
interface 95. The annunciator interface 92 1s connected to one
or more annunciators (20, 60). The amplifier interface 93 1s
operatively connected to the amplifier network 70. The loud-
speaker mterface 94 1s connected to the loudspeaker network
80. Dynamics control module 90 controls the relationship
among the amplifier systems and loudspeaker systems and
the individual components therein. Dynamics control module
90 may receive feedback via the feedback control interlace 95
from the amplification network 70 and/or the loudspeaker
network 80. Dynamics control module 90 processes signals
from amplification network 70 and/or sounds from loud-
speaker network 80 to control amplification network 70 and
loudspeaker network 80 and the components thereof. Dynam-
ics control module 90 preferably controls the power relation-
ship among the amplifier systems of the amplification net-
work 70. For example, as power or volume of an amplifier
system 1s 1ncreased, the dynamic response of a particular
audio signal amplified by that amplifier system may vary
according to characteristics of that audio signal. Moreover, as
the overall power of the amplifier network 1s increased or
decreased, the dynamic relationship among the audio signals
in the separate signal paths may change. Dynamics control
module 90 can be used to discretely adjust the power levels of
cach amplifier system based on predetermined criteria. An
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example of the criteria on which dynamics control module 90
may base 1ts adjustment 1s the individual sound signal power
curves (e.g., optimum amplification of audio signals when
ramping power up or down according to the power curves of
the original sound event). Module 90 can discretely activate,
deactivate, or change the power level of, any of the amplifi-
cation systems 70 AS,-AS.; and preferably, the individual
components (A-N) of any given amplifier system AS,-AS,.

Module 90 can also control the loudspeaker network 80
based on predetermined criteria. Preferably, module 90 can
discretely activate, deactivate, or adjust the performance level
of each mdividual loudspeaker system and/or the individual
loudspeakers or loudspeaker clusters (A-N) within a loud-
speaker system (LS, -LS,; Thus, the system components are
capable of being individually manipulated to optimize or
customize the amplification and reproduction of the audio
signals 1n response to dynamic or changing external criteria
(e.g., power), sound source characteristics (e.g., frequency
bandwidth for a given source), and internal characteristics
(e.g., the relationship between the audio signals of the differ-
ent signal paths).

The user interface 35 and/or dynamic controller 90 enables
any signal path or component to be turned on/oif or to have its
power level controlled either automatically or manually. The
dynamic controller 90 also enables individual amplifiers or
loudspeakers within an amplifier system or loudspeaker sys-
tem to be selectively turned on depending, for example, on the
dynamics of the signals. For example, 1t 1s advantageous to be
able to turn on two amplifiers within one system to increase
the power level of a signal rather than maxing out the ampli-

fication of a single amplifier which can cause undesired dis-
tortion.

As will be apparent from the foregoing description,
whether the N separate audio signals are recorded first and
then reproduced or reproduced without first being recorded,
the invention enables various types of control to be effected to
enable the reproduced sounds to have desired characteristics.
According to one embodiment, the N separate audio signals
output from the sound detectors (SD,-SD,,) are maintained as
N separate audio signals throughout the system and are pro-
vided as N separate mputs to the N loudspeaker systems.
Typically, 1t 1s desired to do this to accurately reproduce the
originally captured sounds and avoid problems associated
with mixing of audio signals and/or sounds. However, as
detailed herein various types of selective control over the
audio signals can be effected by using acoustical manifold 10,
one or more annunciators (20, 60), a user interface 55 and a
dynamic controller 90 to enable various types of desired
mixing of audio signals to permit modular expansion of a
system. For example, one or more acoustical manifolds 10
can be used at various points 1n the system to enable audio
signals on one signal path to be switched to another signal
path. For example, 1f the sounds produced by SS1 are cap-
tured by SD1 and converted to audio signals on signal path
SP1, 1t may be desired to ultimately provide these audio
signals to loudspeaker system LS, (e.g., since the loudspeak-
ers may be customized for a particular type of sound source).
If so, then the audio signals mput to the acoustical manifold
10 on SP1 are routed to output 4 of the acoustical manifold 10.
Other signals may be similarly switched to other signal paths
at various points within the system. Thus, 1f the characteris-
tics of the sounds produced by a sound source (55) as cap-
tured by a sound detector (SD) change, the acoustical mani-
fold 10 enables those signals to be routed to an amplifier
system and/or loudspeaker system that i1s customized for
those characteristics, without reconfiguring the entire system.
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One or more annunciators (e.g., 20, 60) may be used to
selectively combine two or more audio signals from separate
signal paths or 1t can permit the N separate audio signals to
pass through all or portions of the system without any mixing
of the audio signals. One advantage of this 1s where there are
more sound detectors then there are amplifier systems or
loudspeaker systems. Another 1s when there are less amplifier
systems and/or loudspeaker systems than there are signal
paths. In either case (or 1n other cases) 1t may be desired to
selectively combine audio signals corresponding to the
sounds produced by two or more sound sources. Preferably, 11
such sounds or audio signals are mixed, selective mixing 1s
performed so that signals having common characteristics
(e.g., Irequency, directivity, etc.) are mixed. This also enables
modular expansion of the system.

As will be apparent from the foregoing, during the entire
process from the detection of the sound to its reproduction by
the loudspeakers, each of the audio signals corresponding to
sounds produced by a sound source are preferably maintained
separate from other sounds/audio signals produced by
another sound source. Unless specifically desired to do so, the
signals are not mixed. In this way, many of the problems with
prior systems are avoided. While the foregoing discussion
addresses the use of separate signal paths to keep the audio
signals separate, 1t 1s to be understood that this may also be
accomplished by multiplexing one or more signals over a
signal path while maintaining the information separate (e.g.,
using time division multiplexing).

If desired, a feedback system 51 (FI1G. 2) may be provided.
IT used, it can serve at least two primary functions. The first
relates to acoustical data acquisition and active feedback
transmission. This 1s accomplished, for example, by use of
diagnostic transducers DT, -DT,, that measure the output data
(e.g., sounds) exiting each port of the system (e.g., each
loudspeaker system), providing feedback to the dynamics
control module 90 via the feedback control interface 95. The
dynamics control module 90 then controls the system com-
ponents according to a predetermined control scheme. A sec-
ond function relates to the dynamic control schemes. The
dynamics control module 90 controls the macro/micro rela-
tionships between playback system components, systems,
and subsystems under dynamic conditions. The dynamics
module 90 controls the micro relationships among the com-
ponents (e.g., amplifiers and/or loudspeakers within a single
signal path) and the macro relationships among the separate
signal paths. The micro relationships include the relationship
between individual amplifiers within a given amplifier system
(e.g., where each signal path has 1ts own discrete amplifier
system with one or more amplifiers) and/or the micro rela-
tionships between individual loudspeakers within a given
loudspeaker system (e.g., where each signal path has 1ts own
discrete loudspeaker system with one or more loudspeakers).
The macro relationships include the relationships among the
amplifier systems and loudspeaker systems of the separate
signal paths. Such control 1s implemented according to pre-
determined criteria or control schemes (e.g., based on the
characteristics the original sound, the acoustics of the venue,
the desired directivity patterns, etc.). Such control schemes
can be embedded 1n the audio signals of each signal path,
permanently hard-coded into the amplifier system for each
signal path, or determined by active feedback signals origi-
nating from feedback system 100 based on the actual sounds
produced. The dynamics control module 90 can control the
macro relationships between the discrete presentation chan-
nels as the dynamics of systems change (e.g., changes in
master volume control, changes 1n the playback system con-
figuration, changes in the venue dynamics, changes 1n record-
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ing methods/accuracies, changes 1n music type, etc.). Diag-
nostic channels can include a number of active and passive
teedback paths linking the output data from each signal path
to a control module which, 1n turn, communicates a predeter-
mined control scheme to each signal path and/or specific
discrete signal paths. A purpose of the diagnostic system 1s to
provide a method for controlling the interaction between
individual sounds within a given sound field as the dynamics
of each sound change in proportion to changes in volume
levels and/or changes in the dynamics of the performance
venue.

By way of example, FIGS. 4, 5 and 6 depict various con-
figurations for a system having multiple stages (ST,-ST5) and
multiple annunciators (AN, -AN,). FIG. 4 depicts N signals
input but only five outputs. FIG. 5 depicts N inputs with four
outputs. FIG. 6 depicts N imnputs and only two outputs. In each
of FIGS. 4-6, the various stages can be Capture, Transmission
(e.g., recording or live feed) and Presentation stages. Other
stages can be used. For example, the Capture stage may
include a first number of signal paths to capture the sounds
produced by the sound sources. Preferably, there 1s one signal
path for each sound source, but more or less may be used. The
Transmission stage may include a second number of signal
paths between the Capture stage and the recording medium
and/or other portions (e.g., playback) of the system or trans-
mitted to a “live feed” network. The second number of signal
paths may be greater than, less than or equal to the first
number of signal paths. The Presentation stage may include a
third number of signal paths for reproduction of the sounds so
that separate amplifier and loudspeaker systems may be used
for each signal path. The third number of signal paths may be
greater than, less than or equal to the first and or second
number of signal paths. Preferably, the first, second and third
number of signal paths are equal to enable independence
throughout the Capture, Transmission and Presentation
stages. When the number of signal paths are not equal, how-
ever, the annunciator module serves to control the signal paths
and routing of signals thereover.

For purposes of example only, the sound sources SS,-SS,,
may include keyboards (e.g., a piano), strings (e.g., a guitar),
bass (e.g., a cello), percussion (e.g., a drum), woodwinds
(e.g., a clarinet), brass (e.g., a saxophone), and vocals (e.g., a
human voice). These seven 1dentified sound sources represent
the seven major groups of musical sound sources. The inven-
tion does not require seven sound sources. More or less can be
used. of course, other sound sources or groups of sound
sources may be also be used as indicated by box SS,. In the
general case, N sound sources may be used where N 1s an
integer greater than 1, or equal, but preferably greater than 1.
It 1s well known that each of these seven major groups of
musical sound sources have different audio characteristics
and that, while each individual sound source within a group
may have significant tonal differences (1.e., the violin and
guitar), the sound sources within a group may have one or
more common characteristics.

According to one aspect of the invention, the sounds pro-
duced by each ot the N sound sources SS,-SS,; are separately
detected by one of a plurality of sound detectors SD,-SD ., for
example, N microphones or microphone sets. Preferably, the
sound detectors are directional to detect sound from substan-
tially only one or selected ones of the plurality of sound
sources. EFach of the N sound detectors preferably detect
sounds produced by one of the N sound sources and converts
the detected sounds to audio signals. If each of the N sound
sources simultaneously produces sound, then N separate
audio signals will exist. Each sound detector may comprise
one or more sound detection devices. For example, each
sound detector may comprise more than one microphone.
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According to a preferred embodiment, three microphones
(left, right and center) are used for each sound source. As
detailed below, the use of these microphones 1s just one
example of the use of a plurality of sound detection devices
for each sound source. In other situations, more or less may be
desired. For example, 1t may be desirable to surround a source
with a plurality of microphones to obtain more directional
information. The audio signals output from each of the N
sound detectors or sound detection devices are supplied over
a separate signal path as described above.

Each signal path may comprise multiple channels. For
example, as shown 1n FIG. 1, each signal path may include a
plurality of channels, (e.g., a left, right and center channel). In
the general case, each signal path comprises M channels,
where M 1s an integer greater than or equal to 1. However, it
1s not necessary for each signal path to have the same number
of channels. For simplicity of discussion, 1t will be assumed
that there are M channels for each of the N signal paths.

The number of channels for a particular signal path need
not be limited to three. More or fewer channels may be 1cor-
porated as desired. For example, a plurality of channels may
be used to provide directional control (e.g., left, nght and
center). However, some or all of the channels may be used to
provide frequency separation or for other purposes. For
example, 1 three channels are used, each of the three channels
could represent one musical instrument within a grven group.
For example, the musical group may be “strings™ (e.g., 1 the
event being recorded has two violins and one acoustical gui-
tar). In this case, one channel could be used for one violin,
another channel could be used for the second violin, and the
third channel could be used for the acoustical guitar. Another
use of separate channels 1s to enable power stepping, where
one channel 1s used for audio signals up to a first level, then a
second channel 1s added as the power level 1s increased above
the first level, and so on. This method helps regulate the
optimum etficiency level for each of the loudspeakers used 1n
the loudspeaker network.

The recording process, if used, generally mvolves sepa-
rately recording the MxIN audio signals onto the recording
medium 40 to enable the MxN signals to be subsequently read
out and reproduced separately. The recording and read out
may be accomplished 1n a standard manner by providing
independent recording/reading heads for each signal path/
channel or by time-division multiplexing the audio signals
through one or more recording/reading heads onto or from
MxN tracks of the recording medium.

According to another aspect of the invention, the separately
recorded audio signals are separately reproduced. As shown
in FIG. 2, the reproduction of the audio signals includes
separately retrieving the MxN signals by playback mecha-
nism 50 (and performing any necessary or desired decoding).
Then the audio signals are supplied over N separate signal
paths (where each signal path may have M channels) to an
amplifier network 70 having N amplifier systems and provid-
ing the output of the N amplifier systems to loudspeaker
network 80, which preferably comprises N loudspeaker sys-
tems. Each loudspeaker system may comprise MxN loud-
speakers or a greater or lesser number of loudspeakers, as
detailed below.

According to one embodiment of the invention, each sound
source may be a group of sound sources instead of an 1ndi-
vidual source. Pretferably, each group includes sound sources
with one or more similar characteristics. For example, these
characteristics may include musical groupings (keyboards,
strings, bass, percussion, woodwinds, brass group, and
vocals), frequency bandwidth, or other characteristics. Thus,
if more than one type of string instruments 1s used, 1t may be
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acceptable to use one signal path for the string instruments
and separate signal paths, etc. for other sound sources or
groups of sound sources. This still enables recognition of the
advantages derived from the use of customized loudspeaker
systems since sounds with common characteristics are pro-
duced by the same loudspeaker system.

According to one embodiment, the criteria used for group-
ing sound sources 1s related to a common dynamic behavior
of particular audio signals when they are amplified. For
example, a particular amplifier may have different distortion
elfects on different audio signals having different character-
1stics (e.g., frequency bandwidth). Thus, 1t also may be pret-
erable to use a different type of amplifier system for different
types of audio signals. Another criteria used for grouping
sound sources 1s common directivity patterns. For instance,
“horns™ are very directional and can be grouped together
while “keyboard mstruments™ are less directional than horns
and would not be compatible with the “horns” customized
speaker configuration, and therefore would not be grouped
together with horns.

The sound system need not be limited to any particular
number of signal paths. The number of signal paths can be
increased or decreased to accommodate larger or smaller
numbers of mndividual sound sources or sound groups. Fur-
ther, application of the system 1s not limited to musical instru-
ments and vocals. The sound system has many applications
including standard movie theater sound systems, special
movie theaters (e.g., OmniMax, IMAX, Expos) cyberspace/
computer music, home entertainment, automobile and boat
sound systems, modular concert systems (e.g., live concerts,
virtual concerts), auto system electronic crossover interface,
home system electronic crossover interface, church systems,
audio/visual systems (e.g., advertising billboards, trade
shows), educational applications, musical compositions, and
HDTYV applications, to name but a few.

Preferably, loudspeaker network 80 consists of several
loudspeaker systems, each including a plurality of loudspeak-
ers or loudspeaker clusters each of which 1s used for one of the
signal paths. Each loudspeaker cluster includes one or more
loudspeakers customized for the type of sounds that 1t 1s used
to reproduce. A given loudspeaker cluster may be responsive
to the power change of the corresponding amplification sys-
tem. For example, 11 the power level supplied to a given
loudspeaker network 1s below a first predetermined level, one
or a group of loudspeaker components may be active to repro-
duce sound. If the power level exceeds the first predetermined
level, a second or second group of loudspeaker components
may become active to reproduce the sound. This avoids over-
loading the first loudspeaker (or first group of loudspeakers)
and also avoids under powering the loudspeakers(s). Thus,
depending on the power level of the audio signals on one (or
more) of the signal paths, the individual loudspeakers within
a given loudspeaker cluster can be automatically activated or
deactivated (e.g., manually or automatically under control of
the dynamics control module 90). Furthermore, a control
signal embedded 1n the audio signal can 1dentify the type of
sound being delivered and thus trigger the precise group(s) of
speakers, within a loudspeaker cluster, that most closely rep-
resents the characteristics of that signal (e.g., actual directiv-
ity pattern(s) of the sound source(s) being reproduced). For
example, 11 the sound source being reproduced 1s a trumpet,
the embedded control signal would trigger a very narrow
group ol speakers within the larger loudspeaker network,
since the directivity of an actual trumpet 1s relatively narrow.
Similar control can occur for other characteristics.
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The audio signals, if digital, preferably are encoded and
decoded at a sample rate of at least 88.2 KHz and 20-bit linear
quantitization. Other sample rates and quantitization rates
can be used however.

FI1G. 7 illustrates a system according to an embodiment of
the i1nvention. Capture module 110 may enclose sound
sources and capture a resultant sound. According to an
embodiment of the mvention, capture module 110 may com-
prise a plurality or enclosing surtaces ', with each enclosing
surface 1", associated with a sound source. Sounds may be
sent from capture module 110 to processor module 120.
According to an embodiment of the invention, processor
module 120 may be a central processing unit (CPU) or other
type of processor. Processor module 120 may perform vari-
ous processing functions, including modeling sound recerved
from capture module 110 based on predetermined parameters
(e.g. amplitude, frequency, direction, formation, time, etc.).
Processor module 120 may direct imnformation to storage
module 130. Storage module 130 may store information,
including modeled sound. Modification module 140 may per-
mit captured sound to be modified. Modification may include
moditying volume, amplitude, directionality, and other
parameters. Driver module 150 may instruct reproduction
modules 160 to produce sounds according to a model.
According to an embodiment of the invention, reproduction
module 160 may be a plurality of amplification devices and
loudspeaker clusters, with each loudspeaker cluster associ-
ated with a sound source. Other configurations may also be
used. The components of FIG. 7 will now be described 1n
more detail.

FIG. 8 depicts a capture module 110 for implementing an
embodiment of the invention. As shown 1n the embodiment of
FIG. 8, one aspect of the invention comprises at least one
sound source located within an enclosing (or partially enclos-
ing) surface I' . which for convenience 1s shown to be a
sphere. Other geometrically shaped enclosing surface I, con-
figurations may also be used. A plurality of transducers are
located on the enclosing surface I' at predetermined loca-
tions. The transducers are preferably arranged at known loca-
tions according to a predetermined spatial configuration to
permit parameters ol a sound field produced by the sound
source to be captured. More specifically, when the sound
source creates a sound field, that sound field radiates out-
wardly from the source over substantially 360°. However, the
amplitude of the sound will generally vary as a function of
various parameters, including perspective angle, frequency
and other parameters. That 1s to say that at very low frequen-
cies (—-20 Hz), the radiated sound amplitude from a source
such as a speaker or a musical mstrument 1s fairly indepen-
dent of perspective angle (omnidirectional). As the frequency
1s increased, different directivity patterns will evolve, until at
very high frequency (-20 kHz), the sources are very highly
directional. At these high frequencies, a typical speaker has a
single, narrow lobe of highly directional radiation centered
over the face of the speaker, and radiates minimally in the
other perspective angles. The sound field can be modeled at
an enclosing surface I' by determining various sound param-
eters at various locations on the enclosing surface I' . These
parameters may include, for example, the amplitude (pres-
sure), the direction of the sound field at a plurality of known
points over the enclosing surface and other parameters.

According to one embodiment of the invention, when a
sound field 1s produced by a sound source, the plurality of
transducers measures predetermined parameters of the sound
field at predetermined locations on the enclosing surface over
time. As detailed below, the predetermined parameters are
used to model the sound field.
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For example, assume a spherical enclosing surface I, with
N transducers located on the enclosing surface I' . Further
consider a radiating sound source surrounded by the enclos-
ing surtace, I’ (FIG. 8). The acoustic pressure on the enclos-
ing surtace I’ due to a soundfield generated by the sound
source will be labeled P(a). It 1s an object to model the sound
field so that the sound source can be replaced by an equivalent
source distribution such that anywhere outside the enclosing
surface I' , the sound field, due to a sound event generated by
the equivalent source distribution, will be substantially 1den-
tical to the sound field generated by the actual sound source
(F1G. 9). This can be accomplished by reproducing acoustic
pressure P(a) on enclosing surface 1", with suificient spatial
resolution. If the sound field 1s reconstructed on enclosing
surface I' , 1n this fashion, 1t will continue to propagate out-
side this surface in 1ts original manner.

While various types of transducers may be used for sound
capture, any suitable device that converts acoustical data
(e.g., pressure, frequency, etc.) into electrical, or optical data,
or other usable data format for storing, retrieving, and trans-
mitting acoustical data” may be used.

As 1illustrated i FIG. 7, processor module 120 may be
central processing unit (CPU) or other processor. Processor
module 120 may perform various processing functions,
including modeling sound received from capture module 110
based on predetermined parameters (e.g. amplitude, ire-
quency, direction, formation, time, etc.), directing informa-
tion, and other processing functions. Processor module 120
may direct information between various other modules
within a system, such as directing information to one or more
of storage module 130, modification module 140, or driver
module 150.

Storage module 130 may store mformation, including
modeled sound. According to an embodiment of the mnven-
tion, storage module may store a model, thereby allowing the
model to be recalled and sent to modification module 140 for
modification, or sent to driver module 150 to have the model
reproduced.

Modification module 140 may permit captured sound to be
modified. Modification may include modifying volume,
amplitude, directionality, and other parameters. While vari-
ous aspects of the mnvention enable creation of sound that 1s
substantially 1dentical to an original sound field, purposetul
modification may be desired. Actual sound field models can
be modified, manipulated, etc. for various reasons including
customized designs, acoustical compensation factors, ampli-
tude extension, macro/micro projections, and other reasons.
Modification module 140 may be software on a computer, a
control board, or other devices for moditying a model.

Driver module 150 may instruct reproduction modules 160
to produce sounds according to a model. Driver module 150
may provide signals to control the output at reproduction
modules 160. Signals may control various parameters of
reproduction module 160, including amplitude, directivity,
and other parameters. FIG. 9 depicts a reproduction module
160 for implementing an embodiment of the invention.
According to an embodiment of the invention, reproduction
module 160 may be a plurality of amplification devices and
loudspeaker clusters, with each loudspeaker cluster associ-
ated with a sound source.

Preferably there are N transducers located over the enclos-
ing surface I of the sphere for capturing the original sound
field and a corresponding number N of transducers for recon-
structing the original sound field. According to an embodi-
ment of the invention, there may be more or less transducers
for reconstruction as compared to transducers for capturing.
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Other configurations may be used in accordance with the
teachings of the invention.

FI1G. 101llustrates a flow chart according to an embodiment
of the nvention wherein a number of sound sources are cap-
tured and recreated. Individual sound source(s) may be
located using a coordinate system at step 210. Sound
source(s) may be enclosed at step 215, enclosing surface I',
may be defined at step 220, and N transducers may be located
around enclosed sound source(s) at step 225. According to an
embodiment of the invention, as illustrated in FIG. 8, trans-
ducers may be located on the enclosing surface I' . Sound(s)
may be produced at step 230, and sound(s) may be captured
by transducers at step 235. Captured sound(s) may be mod-
cled at step 240, and model(s) may be stored at step 245.
Model(s) may be translated to speaker cluster(s) at step 250.
At step 255, speaker cluster(s) may be located based on
located coordinate(s). According to an embodiment of the
invention, translating a model may comprise defining inputs
into a speaker cluster. At step 260, speaker cluster(s) may be
driven according to each model, thereby producing a sound.
Sound sources may be captured and recreated individually
(e.g. each sound source 1n a band 1s individually modeled) or
in groups. Other methods for implementing the invention may
also be used.

According to an embodiment of the invention, as illustrated
in FIG. 8, sound from a sound source may have components
in three dimensions. These components may be measured and
adjusted to modify directionality. For this reproduction sys-
tem, 1t 1s desired to reproduce the directionality aspects of a
musical instrument, for example, such that when the equiva-
lent source distribution 1s radiated within some arbitrary
enclosure, 1t will sound just like the original musical nstru-
ment playing in this new enclosure. This 1s different from
reproducing what the instrument would sound like 1t one were
in {ifth row center in Carnegie Hall within this new enclosure.
Both can be done, but the approaches are different. For
example, 1n the case of the Carnegie Hall situation, the origi-
nal sound event contains not only the original instrument, but
also 1ts convolution with the concert hall impulse response.
This means that at the listener location, there 1s the direct field

(or outgoing field) from the instrument plus the reflections of

the instrument off the walls of the hall, coming from possibly
all directions over time. To reproduce this event within a
playback environment, the response of the playback environ-
ment should be canceled through proper phasing, such that
substantially only the original sound event remains. However,
we would need to fit a volume with the inversion, since the
reproduced field will not propagate as a standing wave field
which 1s characteristic of the original sound event (1.e., waves
going in many directions at once). If, however, it 1s desired to
reproduce the original mstrument’s radiation pattern without
the reverberatory effects of the concert hall, then the field waill
be made up of outgoing waves (from the source), and one can
fit the outgoing field over the surface of a sphere surrounding
the original instrument. By obtaining the inputs to the array
for this case, the field will propagate within the playback
environment as if the original instrument were actually play-
ing in the playback room.

So, the two cases are as follows:

1. To reproduce the Carnegie Hall event, one needs to know
the total reverberatory sound field within a volume, and fit
that field with the array subject to spatial Nyquist conver-
gence criteria. There would be no guarantee however that the
field would converge anywhere outside this volume.

2. 'To reproduce the original instrument alone, one needs to
know the outgoing (or propagating) field only over a circum-
scribing sphere, and fit that field with the array subject to
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convergence criteria on the sphere surface. If this field 1s it
with suificient convergence, the field will continue to propa-
gate within the playback environment as 11 the original instru-
ment were actually playing within this volume.

Thus, 1n one case, an outgoing sound field on enclosing
surface I' | has either been obtained 1n an anechoic environ-
ment or reverberatory eflects of a bounding medium have
been removed from the acoustic pressure P(a). This may be
done by separating the sound field into its outgoing and
incoming components. This may be performed by measuring
the sound event, for example, within an anechoic environ-
ment, or by removing the reverberatory etlects of the record-
ing environment in a known manner. For example, the rever-
beratory eflects can be removed in a known manner using
techniques from spherical holography. For example, this
requires the measurement of the surface pressure and velocity
on two concentric spherical surfaces. This will permit a for-
mal decomposition of the fields using spherical harmonics,
and a determination of the outgoing and incoming compo-
nents comprising the reverberatory field. In this event, we can
replace the original source with an equivalent distribution of
sources within enclosing surface I' . Other methods may also
be used.

By introducing a function H, (w), and defining it as the
transier function between source point “1” (of the equivalent
source distribution) to field point *“;”” (on the enclosing surface
I' ), and denoting the column vector of imnputs to the sources
X.(m),1=1, 2 ... N, as X, the column vector of acoustic
pressures P(a);j=1, 2, .. . N, on enclosing surface I, as P, and
the NxN transier function matrix as H, then a solution for the
independent inputs required for the equivalent source distri-
bution to reproduce the acoustic pressure P(a) on enclosing
surface 1" may be expressed as follows

X=H"'P. (Eqn. 1)

Given a knowledge of the acoustic pressure P(a) on the
enclosing surface I’ , and a knowledge of the transter function
matrix (H), a solution for the inputs X may be obtained from
Eqn. (1), subject to the condition that the matrix H™" is non-
singular.

The spatial distribution of the equivalent source distribu-
tion may be a volumetric array of sound sources, or the array
may be placed on the surface of a spherical structure, for
example, but 1s not so limited. Determining factors for the
relative distribution of the source distribution in relation to the
enclosing surface I’ may include that they lie within enclos-
ing surface I’ , that the inversion of the transfer function
matrix, H™', is nonsingular over the entire frequency range of
interest, or other factors. The behavior of this inversion i1s
connected with the spatial situation and frequency response
of the sources through the appropriate Green’s Function 1n a
straightforward manner.

The equivalent source distributions may comprise one or
more of:

a) piezoceramic transducers,

b) Polyvinyldine Fluoride (PVDF) actuators,

¢) Mylar sheets,

d) vibrating panels with specific modal distributions,

¢) standard electroacoustic transducers,
with various responses, including frequency, amplitude, and
other responses, sulficient for the specific requirements (e.g.,
over a Irequency range from about 20 Hz to about 20 kHz.

Concerning the spatial sampling criteria in the measure-
ment of acoustic pressure P(a) on the enclosing surface I,
from Nyquist sampling criteria, a minimum requirement may
be that a spatial sample be taken at least one half the highest
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wavelength of interest. For 20 kHz 1n air, this requires a
spatial sample to be taken every 8 mm. For a spherical enclos-
ing I'  surface of radius 2 meters, this results in approximately
683,600 sample locations over the entire surface. More or less
may also be used.

Concerning the number of sources in the equivalent source
distribution for the reproduction of acoustic pressure P(a), 1t
1s seen from Eqn. (1) that as many sources may be required as
there are measurement locations on enclosing surface I .
According to an embodiment of the mnvention, there may be
more or less sources when compared to measurement loca-
tions. Other embodiments may also be used.

Concerning the directivity and amplitude variational capa-
bilities of the array, 1t 1s an aspect of this invention to allow for
increasing amplitude while maintaining the same spatial
directivity characteristics of a lower amplitude response. This
may be accomplished 1n the manner of solution as demon-
strated in Eqn. 1, wherein now we multiply the matrix P by the
desired scalar amplitude factor, while maintaining the origi-
nal, relative amplitudes of acoustic pressure P(a) on enclosing
surface I .

It 1s another aspect of this mvention to vary the spatial
directivity characteristics from the actual directivity pattern.
This may be accomplished 1n a straightforward manner as 1n
beamforming methods.

According to another aspect of the invention, the stored
model of the sound field may be selectively recalled to create
a sound event that 1s substantially the same as, or a purposely
modified version of, the modeled and stored sound. As shown
in FIG. 9, for example, the created sound event may be imple-
mented by defimng a predetermined geometrical surface
(e.g., a spherical surface) and locating an array of loudspeak-
ers over the geometrical surface. The loudspeakers are pret-
erably driven by a plurality of independent inputs 1n a manner
to cause a sound field of the created sound event to have
desired parameters at an enclosing surface (for example a
spherical surface) that encloses (or partially encloses) the
loudspeaker array. In this way, the modeled sound field can be
recreated with the same or similar parameters (e.g., amplitude
and directivity pattern) over an enclosing surface. Preferably,
the created sound event 1s produced using an explosion type
sound source, 1.e., the sound radiates outwardly from the
plurality of loudspeakers over 360° or some portion thereof.

One advantage of the invention 1s that once a sound source
has been modeled for a plurality of sounds and a sound library
has been established, the sound reproduction equipment can
be located where the sound source used to be to avoid the need
for the sound source, or to duplicate the sound source, syn-
thetically as many times as desired.

The mnvention takes into consideration the magnitude and
direction of an original sound field over a spherical, or other
surface, surrounding the original sound source. A synthetic
sound source (for example, an mnner spherical speaker cluster)
can then reproduce the precise magnitude and direction of the
original sound source at each of the individual transducer
locations. The integral of all of the transducer locations (or
segments) mathematically equates to a continuous function
which can then determine the magnitude and direction at any
point along the surface, not just the points at which the trans-
ducers are located.

According to another embodiment of the invention, the
accuracy of a reconstructed sound field can be objectively
determined by capturing and modeling the synthetic sound
event using the same capture apparatus configuration and
process as used to capture the original sound event. The
synthetic sound source model can then be juxtaposed with the
original sound source model to determine the precise differ-

10

15

20

25

30

35

40

45

50

55

60

65

24

entials between the two models. The accuracy of the sonic
reproduction can be expressed as a function of the differential
measurements between the synthetic sound source model and
the original sound source model. According to an embodi-
ment of the invention, comparison of an original sound event
model and a created sound event model may be performed
using processor module 120.

Alternatively, the synthetic sound source can be manipu-
lated 1n a variety of ways to alter the original sound field. For
example, the sound projected from the synthetic sound source
can be rotated with respect to the original sound field without
physically moving the spherical speaker cluster. Additionally,
the volume output of the synthetic source can be increased
beyond the natural volume output levels of the original sound
source. Additionally, the sound projected from the synthetic
sound source can be narrowed or broadened by changing the
algorithms of the individually powered loudspeakers within
the spherical network of loudspeakers. Various other alter-

ations or modifications of the sound source can be 1mple-
mented.

By considering the original sound source to be a point
source within an enclosing surface I' , simple processing can
be performed to model and reproduce the sound.

According to an embodiment, the sound capture occurs 1n
an anechoic chamber or an open air environment with support
structures for mounting the encompassing transducers. How-
ever, 11 other sound capture environments are used, known
signal processing techniques can be applied to compensate
for room effects. However, with larger numbers of transduc-
ers, the “compensating algorithms™ can be somewhat more
complex.

Once the playback system 1s designed based on given cri-
teria, 1t can, from that point forward, be modified for various
purposes, including compensation for acoustical deficiencies
within the playback venue, personal preferences, macro/mi-
cro projections, and other purposes. An example ol macro/
micro projection 1s designing a synthetic sound source for
various venue sizes. For example, a macro projection may be
applicable when designing a synthetic sound source for an
outdoor amphitheater. A micro projection may be applicable
for an automobile venue. Amplitude extension i1s another
example of macro/micro projection. This may be applicable
when designing a synthetic sound source to pertorm 10 or 20
times the amplitude (loudness) of the original sound source.
Additional purposes for modification may be narrowing or
broadening the beam of projected sound (1.e., 360° reduced to
180°, etc.), altering, the volume, pitch, or tone to interact
more elficiently with the other individual sound sources
within the same soundfield, or other purposes.

The mvention takes into consideration the “directivity
characteristics™ of a given sound source to be synthesized.
Since different sound sources (e.g., musical 1nstruments)
have different directivity patterns the enclosing surface and/
or speaker configurations for a given sound source can be
tailored to that particular sound source. For example, horns
are very directional and therefore require much more direc-
tivity resolution (smaller speakers spaced closer together
throughout the outer surface of a portion of a sphere, or other
geometric configuration), while percussion instruments are
much less directional and therefore require less directivity
resolution (larger speakers spaced further apart over the sur-
face of a portion of a sphere, or other geometric configura-
tion).

Another aspect of the invention relates to a system and
method for integral transierence. Integral transierence
includes the process of transferring a sound event from one
place, space, and time, to another place, space, and time, with
little or no distortion to the integral form of the original event.
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The reproduced sound event should be nearly equivalent 1n
every detail to the original sound event. Desired modifica-
tions to the original event may be made, but the applied
modifications should be specified 1n terms of how they devi-
ate from the integral form of the original event. By establish-
ing a protocol such as that provided by various aspects of the
invention, the itegral form of the original event becomes a
reference standard by which all reproductions may be gauged
and by which all modifications may be specified. Accord-
ingly, an overview of an integral transierence system 300 1s
shown in FIG. 11A.

The integral reality of an acoustical event may be defined as
the acoustical image projected onto an 1maginary (or real)
surface area (e.g., sphere) circumvention the event. Near field
acoustical holography has been used to model the holo-
graphic acoustical dynamics of specified sound sources, usu-
ally as part of an engineering or design study for improving
the acoustical characteristics of a given sound source (e.g.,
engine noise). As 1llustrated in FIGS. 12A and 12B, the inte-
gral transierence based technologies in the invention use near
field acoustical holography and other 3D capture and repro-
duction methods and systems that can synthetically repro-
duce an equivalent integral reality of an original sound event.

The mnvention takes into consideration the magnitude and
direction of an original sound field over a spherical, or other
surface area, surrounding the original sound source over,
preferably, a 360 degree area. A synthetic sound source (for
example, an inner spherical speaker cluster) modeled after the
original sound field reproduces the precise magnitude and
direction of the original sound source at each of the individual
transducer locations. The integral of all of the transducer
locations (or segments) mathematically equates to a continu-
ous Tunction which then determines the magnitude and direc-
tion at any point along the surface, not just the points at which
the transducers are located. Such a system reproduces a sound
event 1n a form that a listener 1s not able to determine whether
the event 1s live or recorded.

To capture an original sound source (e.g., a musical instru-
ment), the outgoing (or propagating) field 1s determined over
a circumscribing area, and fitted with a transducer array sub-
ject to convergence criteria on the sphere surface. If this field
1s fit within sufficient convergence, the field will continue to
propagate within the playback environment as if the original
instrument were actually playing within this volume. Some
aspects of the mvention create a mathematical model of the
captured source which may be stored in a sound source library
as discussed herein or otherwise.

According to one aspect of the invention, integral transfer-
ence starts with modularization, which relates to the breaking
down of a sound event into its integral parts (FIG. 13). The
integral parts include object modules 24 (primary and sec-
ondary sources), which can be further broken down 1nto *““sec-
tor modules” 26. Sector modules comprise the surface area of
an object module. The sector modules can be further broken
down 1nto integral parts called “element modules™ 28. Other
levels of granularity may be used. In addition to these modu-
lar categories, a sound event may also be broken down 1nto
“space modules” 30 which determine spatial context for the
other modules, such as near-field, far-field, movement algo-
rithms, and other space-related factors (left, right, center,
etc.).

Object modules 24 relate to discrete sound producing enti-
ties (primary sources 23) and/or discrete sound aflecting enti-
ties (secondary sources 27) within a given sound event.
Object modules 24 are captured discretely, transierred dis-
cretely, and then reproduced discretely as synthetic objects 1n
a reproduced event (FIG. 14, primary sources 25 only; FIG.
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15, primary 25 and secondary sources 27). Ambiance 1s gen-
erally considered a secondary object module 24b that can be
reproduced discretely or together within a source object mod-
ule 24. Either way the objective 1s to transfer the primary
source object modules 24a and the secondary source object
modules 24b from an original event to its corresponding
reproduced event in a manner that duplicates the discrete
dynamics of the original event. By segregating object mod-
ules 24 throughout the recording and reproduction process,
the rendering mechanism for each object module 24 can be
customized for integral wave duplication of the original
objects, or any desired derivative thereof. High-precision
definition of the macro sound field may also be accomplished
because of the segregated nature of the object modules 24. In
addition, each object module 24 may be separately controlled
and/or equalized during playback as a result of the segregated
transier of object modules 24.

In terms of capturing an object module 24, recording trans-
ducers are placed along a grid that covers the surface area of
an object and each piece of the gnid 1s a sector, as shown 1n
FIGS. 16 A-16D. The size and shape of such sectors are
dependent on the engineering criteria established during the

object module’s design function. In terms of a standard
mechanism for reproducing any sound source, a spherical
orid (FIGS. 16 A and 16C) 1s used as a reference standard for
the surface area. Congruent surface areas (FIGS. 16B and
16D), which are shapes that are congruent to the shape of the
source, may also be used but the spherical boundary sur-
rounding a sound source and the integral wave form projected
onto that imaginary sphere 1s preferable. The sound recording
transducers are placed 1n sectors, which make up the sphere.
For example, a sector may equal one element, or may be
comprised of many elements, and depends generally on the
desired resolution or the nature of a given sound source’s
integral wave. It 1s possible to capture the integral reality of a
sound source using a single element as long as the appropriate
metadata describing the integral wave properties of the spe-
cific source accompanies the single node data. The reproduc-
tion phase can extrapolate the output for all output elements
based on the acoustical code for one element and the accom-
panying integral wave metadata.

According to another embodiment, element modules 28
are the most basic modules, consisting preferably of a single
sound producing component (or power producing compo-
nent) whether 1t be a tweeter, midrange, or mid-bass speaker,
or in the power domain, an analog or digital amplifier. Fle-
ment modules 28 may work together to change the dynamics
of a sector module 26 which may also work together to
change the dynamics of an object module 24.

Space modules 30 are somewhat different because they do
not rely on the pyramid relationship associated with the ele-
ment sector and object modules. Space modules 30 are a
different type of modular component related to space, spatial
qualities, spatial movement, relative location, and the like.
For instance, 11 object module 24 1s 1in the near-field close to
the listener, then the space module 30 would be a near-field
rendering apparatus. If object module 24 is in the far-field,
then the rendering apparatus would be a far-field apparatus,
considered a far-field space rendering apparatus. Other forms
of space modules 30 exist when a space 1s divided 1nto left,
right, or surround sound directional components as 1s com-
mon 1s the discrete 5.1 (or 7.1) surround-sound format. Space
modules 30 can also be used based on a spherical coordinate
system for describing any point 1n space and the acoustical
properties that exist at that point. Space modules 30 can also
relate to movement algorithms that have to do with the rela-




US RE44,611 E

27

tive position and location of object modules 24 and how they
move 1n space relative to the listener and relative to one
another.

Space modules 30 may operate independently of the
object, sector, element modules (according to the modeling of
the original event that 1s to be reproduced) and the engineer-
ing of the reproduced event based on the given resources.
Space modules 30 also play an important role 1n the rendering
of complex sound fields where primary and secondary sound
sources co-exist in both the near field and far field, some
moving while others may be stationary.

Intelligent modules 34 are an important component of inte-
gral transference. With intelligent modules 34, the integral
transierence technology can be engineered to be practical and
cloquent while retaining the ability to render unique integral
wave fronts for each discrete sound source within a given
sound event, with less data than recording a full holographic
or three-dimensional sound 1image of a given sound event. An
overview of the use of intelligent modules 34 i1s illustrated 1n
FIG. 17.

The discrete transier architecture according to the mven-
tion not only selectively segregates sound sources, 1t also
serves as a transier mechanism for segregated intelligent
modules 34 and other forms of metadata that may apply to
cach segregated object module 24, as well as for control of
“sector modules™ 26, “element modules™ 28 and “space mod-
ules” 32. Accordingly, a stored model of a sound field from an
original sound source may be selectively recalled using the
invention to create a sound event that 1s susbstantially the
same as, or a purposely modified version of, the modeled and
stored sound. The created sound event may be implemented
by defining a predetermined geometrical surface (e.g., the
spherical surface 1n FIGS. 16 A and 16C) and locating an
array of loudspeakers over the geometrical surface.

Thus, an advantage of the invention 1s that once a sound
source has been modeled for a plurality of sounds, a sound
library may be established, and the sound reproduction equip-
ment can be located where the sound source used to be to
avoid the need for the sound source, or to duplicate the sound
source, synthetically as many times as desired.

According to one aspect of the mvention, five primary
intelligent module 34 categories are used in integral transfer-
ence system 300: (1) source related intelligent module—data
about a given sound source, (for example, its holographic
acoustical “DNA” or fingerprint); (2) event related intelligent
module—data regarding a given sound event (e.g., the spatial
relationships of a plurality of sound sources 1n a given event);
(3) system related intelligent module—data regarding a
reproduction system’s capabilities so 1t can be matched up
with the content structure (e.g., number and type of rendering,
channels); (4) rendering appliance related intelligent mod-
ule—data regarding a rendering appliance’s capabilities; and
(5) consumer related intelligent module—data regarding a
consumer’s preferences and other personal settings, adapta-
tions, etc. More or less categories may be used.

Using intelligent modules 34, each sound source may be
holographically captured and modeled resulting 1n an integral
reality model which can then be used to synthesize a render-
ing appliance for projecting the same integral reality model
on the same circumventing surface as the original sound
source. The integral reality model 1s also used as a mechanism
tor building filters that allow spherical rendering apparatus to
change dynamics based on the sound source being repro-
duced at the time.

Source intelligent modules may be used to streamline the
process of transierring and recording acoustical code from
the original event through the transier process to the repro-
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duction system for rendering. This process, called single node
capture (FIG. 18A), 1s dependent on source intelligent mod-
ules developed within the design function. Once comprehen-
stve 1ntelligent modules (integral wave equation) have been
developed for a given sound source and applied to an integral
wave rendering mechanism, it 1s then possible to capture a
single mput node from an original event and consequently
produce all output nodes from the single input node. Thus, the
invention provides for reproducing a holographic acoustical
image of a sound source with one mono nput.

The design function according to the invention also plays a
role 1n the engineering and development of the recording and
reproduction system. Since the number of sound sources per
acoustical event changes and the system characteristics
within a home or automobile or other venue usually remains
the same, intelligent module functions are required in order to
coordinate the number of sources, the member of available
transier channels, and the number of available reproduction
channels. Preferably, each sound source retains a discrete
reproduction system for reproducing the integral wave form
of each original sound source and each reproduction system
retains a rendering mechanism that 1s capable of such.

Preferably, the state spherical rendering appliance accord-
ing to the mvention includes intelligent modules 34 built into
it, or an intelligent module 34 driving 1t, which allows the
appliance to change 1ts filtering dynamics 1n order to render
virtually any type of integral wave form produced by any type
of sound source. For practical reasons, however, these types
of segregation 1n number of channels and sources and repro-
duction mechanism may not be feasible and therefore some
form of combining integral reality models and integral reality
rendering mechanism 1s generally considered. The intelligent
module functions play a vital role in how this done efficiently
and effectively.

Modularization 1s another element that 1s impacted by
intelligent module functions. Because modularization covers
the discrete object models for each sound event, the role of the
sector modules and element modules within each object mod-
ule and the spatial modules including near field and far field
rendering architectures are all preferably controlled by the
intelligent module function. These control schemes may be
hard coded into the signal during the recording process or
they can be programmed into a delta Dynamics module as
part of the reproduction process. The discrete transfer archi-
tecture not only transiers discrete acoustical code in the form
ol object modules 24 but also transfers intelligent module
code corresponding to each discrete acoustical code and other
intelligent module operations that must be transferred from
the recording process to the reproduction process.

As stated earlier, when applying modularization, the origi-
nal event 1s 32 deconstructed 1into object modules 24, sector
modules 26, element modules 28 and space modules 32 and
then transferred to a reproduction system that reconstructs
these modules and reproduces the event. Each module may be
controlled by the integral command and control system (FIG.
19). The intelligent module functions are capable of auto-
matically controlling the integral transierence system 300
modules, but the integral command and control system 100
provides a mechanism for manually controlling these systems
and components as well.

Programmable functions also exist which include the abil-
ity to program a reproduction system to match the ideal oper-
ating parameters for a given consumer, a process called
E-modeling. The specific programs are called E-gorithms.

Accordingly, with the invention, for example, the perfor-
mance of a four piece band (three instruments, one vocal) 1s
recorded and reproduced 1n 1ts 1tegral form including the
same macro/micro dynamics as the original event (FI1G. 11B).
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Specifically, since the original event 4 1s comprised of four
discrete sound sources 8, 10, 12 and 14, each producing
holographic integral wave fronts at a specific location, the
reproduced event 5 1s also comprised of four discrete sources
16, 18, 20 and 22 with holographic integral wave fronts at the
same relative locations as those from the original event. The
micro dynamics are produced by each of the discrete sources
and the macro dynamics are produced by the symphony of the
discrete sources and their relative spatial congruency.

FIG. 20 depicts the architecture for recording and repro-
ducing a sound event according to integral transierence, and
includes a capture device which may include amicrophone 43
connecting to an analog or digital recording apparatus, 1n this
case the intelligent module 34. An intelligent module 34
includes an integral modeled sound field of the particular
sound source being recorded. This modeled sound field data
1s combined with the data represented from the sound source
and together, with the information obtained from the other

sound sources, encoded preferably on to a digital recording
medium such as DVD 39 through an encoder 38.

Thereafter, the DVD may be played on a DVD-A player 40
(for example) via a sound reproduction system 42 according
to the mvention which decodes both the intelligent module
data and the sound source, feeding the decoded data into a
dynamic controller 44 which controls how each of the sepa-
rate sound sources 1s discretely amplified through amplifiers
46 and reproduced via sector module 26.

In the ivention, the amplification process focuses on the
amplification of the output, not the input. The output based on
integral transference 1s a duplication of the integral wave
input. In other words, 1f the original event consisted of three
sound entities and those sound entities are captured in their
integral form and transferred to the reproduction process and
reproduced 1n their integral form, then the amplification pro-
cess would be an amplified version of each itegral wave, or
an amplified integral wave form. This process called integral
amplification may be first accomplished in the modeling
domain. Once an 1ntegral reality model 1s captured and pro-
cessed for a given sound source, the amplification of that
model can take place 1n the modeling domain and the engi-
neered rendering appliance can be used to create the ampli-
fied mtegral wave with little or no distortion.

Also important to the amplification process 1s the discrete
nature of the transier architecture (i.e., each sound source in
the original event 1s captured and transierred and reproduced
as a discrete entity ) therefore the amplification process can be
customized for that specific entity rather than using universal
type components that are capable of amplitying and render-
ing any type of sound (usually 1n a planar wave form). By
focusing on discrete entities for amplification, not only can
the rendering appliance reproduce an amplified version of an
integral wave form, but the definition between sound sources
can also remain intact and the amplification curves (1n terms
of how each sound source 1s amplified relative to the other
sound source and relative to the overall system elevated vol-
ume) can be customized and adjusted to match an individual
persons taste.

In conjunction with 1ntegral amplification 1s integral scal-
ability, both of which operate within the subheading of inte-
gral hyperization (i.e., that the integral wave of an original
event 1s used and projecting into domains beyond its natural
domain). For example, 11 an acoustical guitar 1s capable of
producing an integral wave at a certain natural amplification,
then 11 the integral wave 1s made ten times more elevated than
normal, 1t would be beyond the natural ability of the guitar to
produce a loudness of that magnitude. Through electronics in
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the 1nvention, however, a hyper domain 1s created which 1s
beyond the natural domain but retains the integral wave form.

The same concept applies towards sealability. An integral
wave can be scaled down 1nto a micro domain or 1t can be
scaled up 1nto 1t macro domain yet retaining the integral wave
form of the original event. Thus, the individual sound entities
may be spaced according to the original sound events spatial
relationships and may be sized according to the venue desig-
nated for playback. For example, 1f a five piece band 1s
recorded 1n a studio but played back 1n a automobile, then the
integral transierence rendering system 300 may be scaled
down to match the venue size. On the other hand, il the
reproduction venue 1s an outdoor amphitheatre, the rendering
appliances may be scaled up in size and scope to meet the
reproduction requirement of a large environment, all of this
taking place without any distortions to the integral wave form
of the original event. Deviations may also be engineered or
created as desired or as mandated by resources, but prefer-
ably, the projection up and down 1n scale would take place
with no distortions to the original wave form of the original
event.

In terms of playback, 1n personal systems E-gorithms are
specific ways of processing sound or configuring reproduc-
tion systems that appeal to specific preferences by specific
people as opposed to E-models which appeal to a broader
spectrum of people within certain broader type parameters.
E-gorithms may be programmed mto each individual system
once his or her preferences are determined. For instance,
someone might like the percussion to be stronger than some-
one ¢lse and therefore most of the sound reproduction that
they experience will have an elevated percussion level. Some
may desire to hear full integral wave form reproductions
while others may require hali-spherical reproduction mecha-
nism. Some may require certain ambiance to be reproduced
others may prefer no ambiance to be reproduced. These
E-gorithms may be easily programmed or adjusted during the
playback process according to each individuals criteria.

The MDF 1s based on the concept of modularization as
discussed earlier and the fact that a sound reproduction sys-
tem, according to the invention, may be gradually pieced
together over time to achieve an 1deal state system. Since each
of the rendering appliances are modular, and since a discrete
transier architecture transifers sound sources discretely from
the original event to the reproduction event, a system may be
built up one source at a time and 1ntegrated with old technol-
ogy as needed. For example, 11 someone cannot atford a seven
channel discrete whole sound playback system they can {first
buy the percussion and bass breakout systems that would
breakout the bass guitar and the drums and the bass drum and
utilize special rendering appliances for those sound sources,
while down-mixing the other sound sources together and
playing them over a traditional stereo-type format. Over time,
as resources permit, the consumer can add additional render-
ing appliances and change the down-mix to apply to whatever
sound sources do not have special integral transierence ren-
dering appliances. Furthermore each rendering appliance
may be modular as well and gradually be built up from a
partial integral form to a full integral form over time.

Also, 1t 1s a feature 1n the invention that the sector modules
26 and clement modules 28 can be replaced as needed. This
allows for more mexpensive components to be used at first to
make 1t affordable for the masses, relying on the novel con-
figuration for the sound improvement. Over time, more
expensive better quality components can be changed out as
clement modules 28 1n the system improve 1n terms of minor
improvement 1n fidelity based on the quality of the elements
like loudspeakers and amplifiers.
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While commercial recording applications typically take
into consideration the specifications and limitations of a
recording medium (e.g., the number of available channels),
live sound applications are not bound by the same limitations.
Yet most live sound reproduction mechanism are configured
remarkably similar to a recording studio. Inputs from discrete
sound producing entities are usually routed into a central
mixing board where some or all of the sound signals are
mixed together and then outputted to a bank of amplifiers and
loudspeakers, usually stacked on two sides of a stage result-
ing in a left/right stereo mix, similar to the stereo mix that 1s
encoded onto a recording medium. The problem with this can
be traced back to the paradigmatic context of the paradigm 1n
use, 1n this case the stereo paradigm. By mixing sound source
signals together and then sharing output devices like ampli-
fiers and loudspeakers, many of the key components for ren-
dering precise reproductions are dismissed (e.g., precise
source definition, customized integral wave form rendering,
integral wave form amplification, scalability, and hyperiza-
tion mechanism, to name a few).

Integral transference of the invention proposes a novel
approach for engineering and building live sound reproduc-
tion mechanism. The formula 1s the same as 1t would be for
recording and reproducing sound events under 1deal circum-
stances, only without the recording medium. Integral trans-
terence concept applies because the original event (unampli-
fied) 1s transferred to a larger space, even though the time and
place components remain the same. The objective 1s to
amplify and render the original event while retaining the
original event’s distinct unamplified qualities, like discrete
source definition, itegral wave rendering, integral wave
amplification, integral wave scalability, integral spatial con-
gruency ol discrete sound sources, and tonal accuracy. In
short, the electronically amplified version of the original
event becomes an enlarged version of the unamplified event.

An electronically enhanced version of the original event
may maintain the same pure, undistorted qualities of the
unenhanced version, only with broader reach and higher
intensity. If modifications are desired, for instance because of
the acoustics of a given venue, then the modification may be
described 1n terms of how it deviates from the ideal state
integral form of the undistorted, electronically enhanced,
original event. As described earlier, this provides an objective
reference point for describing and evaluating modifications
and other deviations from a sound event’s integral form.

Another component of the integral command and control
process 1s a diagnostic component 500 (FI1G. 19). Because the
reproduction system 1s a compilation of discrete rendering,
systems each rendering mechanism may be retaimned or main-
tained 1n 1ts own diagnostic system which feeds into a central
diagnostic processor which allows all components and all
modules to be monitored and analyzed throughout the record-
ing and reproduction process to insure that the reproduced
integral models are matching up with the original integral
models according to predetermined criteria.

Accordingly, 1f one of the segregated reproduction mecha-
nism 1s malfunctioning or needing calibrating, the diagnostic
system detects the problem independent of the other segre-
gated reproduction mechanism. The diagnostic system 500
includes, for example, a plurality of diagnostic transducers
(DT1-DTN), an active feedback module 54, an Al (acoustic
intelligence) module 56, a sound recognition library 58,
remote I/0O 61, and an exterior sound sampler 62. A resolution
to such problems may be segregated as well.

The diagnostics may also be used to create an objective
reference standard by which reproductions can be completely
and objectively compared. Accordingly, a reality reference
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standard 1s created by juxtaposing the integral reality models
of the original event with the integral reality models of the
reproduced event. Thus, sound events may be analyzed objec-
tively by comparing in the proper context—their integral
form. Furthermore, all modifications and derivatives 1n terms
of how the sound deviates from the integral reality reference
standard may be realized. For example, i1 a full spherical
rendering mechanism 1s not required or desired then a half
sphere system or quarter sphere system may be used and
classified as a half integral reality system or a quarter integral
reality system, respectively. Such modification protocol can
be established in detail and applied to the commercialization
process ol integral transference systems 300.

Also related to integral standardization 1s the optimization
protocol for optimizing components, sectors, object modules,
and space modules according to predetermined criteria.
Development of such reference standards and modification
protocols makes 1t feasible for a sonic language that allows all
reproductions to be described and all components to be
described 1n terms of what role they play 1n the integral
transference process.

FIG. 21 illustrates Convergent Wave Field Synthesis
(CWFS) and Divergent Wave Field Synthesis (DWES). Sur-
round sound today 1s based on a convergent wave field syn-
thesis architecture—the wave front 1s created from around the
listener and converges on him from all directions to create a
surround sound effect. This 1s 1deal for reproducing environ-
mental far-field type effects that the film industry often uses
but 1s not 1deal for reproducing near-field reproduction such
as musical instruments, or dialog for that matter, which
should be rendered using a divergent wave field synthesis
mechanism (point source).

The mntegral wave form of a near-field source 1n the inven-
tion 1s projected 1n its holographic or three-dimensional form
in all directions just as 1t 1s 1n the natural domain. As a source
gets further from the listener it becomes a midfield or far-field
source then the integral form of the wave becomes less impor-
tant because based on the Huygens’ Principle: as a spherical
wave propagates other spherical wave fronts form upon that
wave Ifront and as the wave front propagates turther from its
source the shape of the wave front becomes more planar.

In the near field, the integral wave form 1s important, espe-
cially for musical instruments. Musical instruments are
designed to appeal to the total body sensory elements (music
1s felt i addition to being heard). The warmth and emotion
generated by a live performance or a precise reproduction
forms a umique listening experience. Thus, the three-dimen-
sional aspects of a near field rendering, especially when
amplified, play a key role 1n elevating the natural pleasure one
receives while listening to music.

Accordingly, one embodiment of the invention presents a
compound rendering architecture 600 (shown in FI1G. 22) that
simultaneously renders near-field sources using divergent
wave field synthesis mechanism 29 and far-field sources
using convergent wave field synthesis mechanism 28. This
does not mean that the compound rendering architecture 1s
limited to two domains (1.e., near and far field), 1t may also be
used to render multiple perspectives and multiple domains
according to the engineering of the rendering system and the
resources that are available and the complexity of the original
event that 1s to be rendered.

Far field sound sources may sometimes be rendered using,
a near lield architecture due to scaling and other special
perceptual effects. However, it 1s difficult for a far field ren-
dering mechanism to effectively, 1n 1ts integral form, render a
near field source. Thus, the present embodiment of the inven-
tion allows for near field sources to be rendered using a




US RE44,611 E

33

equipment optimized for the near field while far field sources
may be rendered using equipment optimized for the far field.
Moreover, other rendering perspectives can also exist. Using
the integral transierence protocol, multiple rendering per-
spectives can be engineered into a compound rendering archi-
tecture.

In cases ol macro sound events where a plurality of sound
sources are activated simultaneously (e.g., musical event) the
integral reality of the macro event can be determined as a
whole (spherical boundary circumventing the macro event) or
as a compilation of multiple micro events (integral reality
models for each imdividual sound source). The latter case 1s
the most proficient mechanism for calculating the macro inte-
gral reality because 1t proposes a more modular approach and
operates within the near field domain which provides better
definition and resolution in terms of modeling 1ndividual
integral realities. Integral transference relies on an integrated
modular approach, reproducing discrete integral realities,
based on the distributive principle that a macro sound event 1s
comprised of the sum of 1ts primary and secondary sound
sources.

While the 1deal state approach implies that each primary
sound source (sound producing entities ) and secondary sound
source (sound affecting entities) should retain a discrete cap-
ture, transfer, and reproduction mechanism, the invention
includes methods 1n which certain entities may be combined
together 1n the modeling domain and ultimately 1n the ren-
dering domain based on predetermined criteria. For instance,
if a given reproduction system maintains a limited rendering
mechanism, say three discrete channels, and the original
sound event 1s comprised of six discrete sources. The discrete
integral reality models of common sound sources can be
combined together and rendered through a composite integral
wave rendering appliance.

Accordingly, integral transiference reproduction system
300 with a limited number of reproduction sources operates
as follows. A controller senses the number of sound sources
that are required to reproduce the sound event from the recod-
ing medium and also senses the number of available ampli-
fication channels and number of sector modules available to
reproduce the sound event. For optimum field definition and
source resolution, each discrete sound source i1s preferably
maintained with a segregated rendering mechanism. If com-
binations do have to occur, 1t 1s preferable that the grouping
takes place among sources with common 1ntegral wave char-
acteristics. One such solution, for example, 1s a standard
seven channel system with each channel dedicated to one of
the following musical groups: (1) strings, (2) brass, (3) horns,
(4) woodwinds, (35) bass, (6) percussion, and (7) vocals. Each
group may utilize a rendering mechanism customized accord-
ing to the composite dynamics of all or most of the sources
that fall into that group. A umiversal rendering mechanism for
cach group 1s then used accordingly. There are many other
ways 1n which common sound sources can be combined
together to produce composite integral waves according to
the combined integral wave models of the original sources.
Hybrnd systems which combine integral transference appli-
ances with more traditional type appliances (e.g., plane wave
speakers) can be easily derived and utilized when necessary.

According to another embodiment of the invention, a com-
puter usable medium having computer readable program
code embodied therein for an electronic competition may be
provided. For example, the computer usable medium may
comprise a CD ROM, a floppy disk, a hard disk, or any other
computer usable medium. One or more of the modules of
system 100 may comprise computer readable program code
that 1s provided on the computer usable medium such that
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when the computer usable medium 1s 1nstalled on a computer
system, those modules cause the computer system to perform
the functions described.

According to one embodiment, processor module 120,
storage module 130, modification module 140, and driver
module 150 may comprise computer readable code that,
when installed on a computer, perform the functions
described above. Also, only some of the modules may be
provided 1n computer readable code.

According to one specific embodiment of the mvention,
system 300 may comprise components of a soltware system.
System 300 may operate on a network and may be connected
to other systems sharing a common database. According to an
embodiment of the mnvention, multiple analog systems (e.g.,
cassette tapes) may operate 1in parallel to each other to accom-
plish the objections and functions of the mvention. Other
hardware arrangements may also be provided.

Having now described a few embodiments of the invention,
it should be apparent to those skilled in the art that the fore-
going 1s merely illustrative and not limiting, having been
presented by way of example only. Numerous modifications
and other embodiments are within the scope of ordinary skill
in the art and are contemplated as falling within the scope of
the invention as defined by the appended claims and equiva-
lents thereto. The contents of all references, 1ssued patents,
and published patent applications cited throughout this appli-
cation are hereby incorporated by reference. The appropriate
components, processes, and methods of those patents, appli-
cations and other documents may be selected for the mven-
tion and embodiments thereof.

Other embodiments, uses and advantages of the invention
will be apparent to those skilled 1n the art from consideration
of the specification and practice of the mvention disclosed
herein. The specification and examples should be considered
exemplary only.

What 1s claimed 1s:

1. A system for producing a holographic acoustical image
of a sound event produced by a sound source, the sound
source consisting of one or more physical objects that gener-
ate sound during the sound event, the system comprising:

at least one mnput node, wherein the at least one mnput node
1s configured such that a given one of the at least one
input nodes 1s configured to individually capture param-
cters of the sound event with respect to a location that
corresponds to the given iput node;

an event related module configured to obtain information
related to a position of one or more physical objects of
the sound source during the sound event;

a source related module that [includes information related
to] stores previously obtained parameters defining holo-
graphic acoustical dynamics of the one or more physical
objects of the sound source, the holographic acoustical
dynamics of the one ov more physical objects being
independent from the sound generated duving the sound
event,

a plurality of output nodes, wherein an amount of the
output nodes included 1n the plurality of output nodes 1s
greater than an amount of mput nodes included in the at
least one input node; and

a processor configured to (1) apply the holographic acous-
tical dynamics of the one or more physical objects of the
sound source to the parameters of the sound event cap-
tured by the at least one mput node and the information
related to the position of the orne or more physical
objects of the sound source obtained by the event related
module of the sound event to generate the holographic
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acoustical image of the sound event, and (11) to drive the
plurality of output nodes to produce the generated holo-
graphic acoustical image.

2. The system of claim 1, wherein the information related
to the holographic acoustical dynamics are determined via
near field acoustical holography.

3. The system of claim 1, wherein the holographic acous-
tical image 1s a three-dimensional acoustic model ol the origi-
nal sound event.

4. The system of claim 1, further comprising a recording
medium, wherein the captured at least one parameter of the
sound event and the information related to the holographic
acoustical dynamics of the one or more physical objects of the
sound source me recorded independently onto the recording
medium.

5. The system of claim 1, wherein the at least one input
node consists of a single input node.

6. The system of claim 1, wherein the parameters of the
sound event captured by the at least one input node comprise
one or more of a directionality, an amplitude, or a frequency.

7. The system of claim 1, wherein the information related
to the position of the one or more physical objects of the sound
source comprises mformation related to one or both of a
spatial position and/or an orientation of the one or more
phvsical objects of the sound source.

8. The system of claim 1, further comprising a rendering,
appliance related module that includes information related to
the capabilities of the plurality of output nodes, wherein the
output nodes are driven to produce the holographic acoustical
image based 1n part on the information related to the capa-
bilities of the plurality of output nodes.

9. The system of claim 1, further comprising a consumer
related module 1including information related to one or more
ol a consumer’s preferences, personal settings, or personal
adaptations, wherein the output nodes are driven to produce
the holographic acoustical image based in part on the infor-
mation included 1n the consumer related module.

10. A method of producing a holographic acoustical image
of a sound event produced by a sound source, the sound
sourvce consisting of one or move physical objects that gener-
ate sound during the sound event, the method comprising;:

capturing parameters of the sound event with at least one

input node, wherein a given one of the at least one input
nodes 1s configured to 1individually capture parameters
of the sound event with respect to a location that corre-
sponds to the given iput node;

[obtaining information related to] accessing previously

stored parameters defining holographic acoustical
dynamics of the one or more physical objects of the

sound source, the holographic acoustical dynamics of

the one or move physical objects being independent from
the sound genervated during the sound event;
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obtaining information related to a position of the one or
movre physical objects of the sound source during the
sound event;

generating the holographic acoustical image of the sound

event by applying the holographic acoustical dynamics
of the one or more physical objects of the sound source
to the captured parameters of the sound event and the
obtained information related to the position of the one or
movre physical objects of the sound source during the
sound event; and

driving a plurality of output nodes to produce the holo-

graphic acoustical image of the sound event, wherein an
amount of the output nodes included 1n the plurality of
output nodes 1s greater than an amount of 1nput nodes
included 1n the at least one 1nput node.

11. The method of claim 10, wherein the information
related to the holographic acoustical dynamics are deter-
mined via near field acoustical holography.

12. The method of claim 10, wherein the holographic
acoustical image 1s a three-dimensional acoustic model of the
original sound event.

13. The method of claim 10, further comprising:

recording the captured parameters of the sound event to a

recording medium; and

recording the information related to the holographic acous-

tical dynamics to the recording medium.

14. The method of claim 10, wherein the at least one input
node consists of a single input node.

15. The method of claim 10, wherein the captured param-
cters of the sound event comprises at least one of a direction-
ality, an amplitude, or a frequency.

16. The method of claim 10, wherein the information

related to the position of the one or more physical objects of
the sound source during the sound event comprises one or
both of a spatial position and/or an orientation of the one or
movre physical objects of the sound source.

17. The method of claim 10, further comprising obtaining
information related to the capabilities of the plurality of out-
put nodes, wherein the step of driving the output nodes com-
prises driving the output nodes to produce the holographic
acoustical image based in part on the mformation related to
the capabilities of the plurality of output nodes.

18. The method of claim 10, further comprising obtaining
information related to one or more of a consumer’s prefer-
ences, personal settings, or adaptations, wherein the step of
driving the output nodes comprises driving the output nodes
to produce the holographic acoustical image based 1n part on
the information related to the consumer’s preferences, per-
sonal settings, and/or adaptations.

G o e = x



	Front Page
	Drawings
	Specification
	Claims

