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CONTROLLING LOUDNESS OF SPEECH IN
SIGNALS THAT CONTAIN SPEECH AND
OTHER TYPES OF AUDIO MATERIAL

Matter enclosed in heavy brackets | ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue.

TECHNICAL FIELD

The present invention 1s related to audio systems and meth-
ods that are concerned with the measuring and controlling of
the loudness of speech in audio signals that contain speech
and other types of audio material.

BACKGROUND ART

While listening to radio or television broadcasts, listeners
frequently choose a volume control setting to obtain a satis-
factory loudness of speech. The desired volume control set-
ting 1s mfluenced by a number of factors such as ambient
noise 1n the listening environment, frequency response of the
reproducing system, and personal preference. After choosing,
the volume control setting, the listener generally desires the
loudness of speech to remain relatively constant despite the
presence or absence of other program materials such as music
or sound effects.

When the program changes or a different channel 1s
selected, the loudness of speech in the new program i1s often
different, which requires changing the volume control setting
to restore the desired loudness. Usually only a modest change
in the setting, 11 any, 1s needed to adjust the loudness of speech
in programs delivered by analog broadcasting techniques
because most analog broadcasters deliver programs with
speech near the maximum allowed level that may be con-
veyed by the analog broadcasting system. This 1s generally
done by compressing the dynamic range of the audio program
material to raise the speech signal level relative to the noise
introduced by various components 1n the broadcast system.
Nevertheless, there still are undesirable differences in the
loudness of speech for programs recetved on different chan-
nels and for different types of programs received on the same
channel such as commercial announcements or “commer-
cials” and the programs they interrupt.

The introduction of digital broadcasting techniques will
likely aggravate this problem because digital broadcasters
can deliver signals with an adequate signal-to-noise level
without compressing dynamic range and without setting the
level of speech near the maximum allowed level. As a result,
it 1s very likely there will be much greater differences 1n the
loudness of speech between different programs on the same
channel and between programs from different channels. For
example, 1t has been observed that the difference 1n the level
of speech between programs recetved from analog and digital
television channels sometimes exceeds 20 dB.

One way 1n which this difference in loudness can be
reduced 1s for all digital broadcasters to set the level of speech
to a standardized loudness that 1s well below the maximum
level, which would allow enough headroom for wide dynamic
range material to avoid the need for compression or limiting.
Unfortunately, this solution would require a change in broad-
casting practice that i1s unlikely to happen.

Another solution 1s provided by the AC-3 audio coding
technique adopted for digital television broadcasting 1n the
United States. A digital broadcast that complies with the AC-3
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standard conveys metadata along with encoded audio data.
The metadata includes control information known as “dial-
norm” that can be used to adjust the signal level at the receiver
to provide uniform or normalized loudness of speech. In other
words, the dialnorm information allows a recerver to do auto-
matically what the listener would have to do otherwise,
adjusting volume appropriately for each program or channel.
The listener adjusts the volume control setting to achieve a
desired level of speech loudness for a particular program and
the receiver uses the dialnorm information to ensure the
desired level 1s maintained despite differences that would
otherwise exist between different programs or channels.
Additional information describing the use of dialnorm infor-
mation can be obtained from the Advanced Television Sys-
tems Commuittee (ATSC) A/52A document entitled “Revision
A to Digital Audio Compression (AC-3) Standard” published
Aug. 20, 2001, and from the ATSC document A/54 entitled
“Guide to the Use of the ATSC Dagital Television Standard”
published Oct. 4, 1993, both of which are incorporated herein
by reference 1n their entirety.

The appropriate value of dialnorm must be available to the
part of the coding system that generates the AC-3 compliant
encoded signal. The encoding process needs a way to mea-
sure or assess the loudness of speech 1n a particular program
to determine the value of dialnorm that can be used to main-
tain the loudness of speech 1n the program that emerges from
the recerver.

The loudness of speech can be estimated 1n a variety of
ways. Standard IEC 60804 (2000-10) entitled “Integrating-
averaging sound level meters” published by the International
Electrotechnical Commuission (IEC) describes a measure-
ment based on frequency-weighted and time-averaged
sound-pressure levels. ISO standard 532:1975 entitled
“Method for calculating loudness level” published by the
International Organization for Standardization describes
methods that obtain a measure of loudness from a combina-
tion ol power levels calculated for frequency subbands.
Examples of psychoacoustic models that may be used to
estimate loudness are described in Moore, Glasberg and Baer,
“A model for the prediction of thresholds, loudness and par-
tial loudness,” J. Audio Eng. Soc., vol. 45, no. 4, April 1997,
and 1n Glasberg and Moore, “A model of loudness applicable
to time-varying sounds,” J. Audio Eng. Soc., vol. 50, no. 5,
May 2002. Each of these references 1s incorporated herein by
reference 1n 1ts entirety.

Unfortunately, there 1s no convenient way to apply these
and other known techniques. In broadcast applications, for
example, the broadcaster 1s obligated to select an interval of
audio material, measure or estimate the loudness of speech 1n
the selected interval, and transier the measurement to equip-
ment that nserts the dialnorm information into the AC-3
compliant digital data stream. The selected interval should
contain representative speech but not contain other types of
audio material that would distort the loudness measurement.
It 1s generally not acceptable to measure the overall loudness
of an audio program because the program includes other
components that are deliberately louder or quieter than
speech. It 1s often desirable for the louder passages of music
and sound effects to be significantly louder than the preferred
speech level. It 1s also apparent that 1t 1s very undesirable for
background sound effects such as wind, distant traffic, or
gently tlowing water to have the same loudness as speech.

The inventors have recogmized that a technique for deter-
mining whether an audio signal contains speech can be used
in an improved process to establish an appropriate value for
the dialnorm information. Any one of a variety of techniques
for speech detection can be used. A few techniques are
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described in the references cited below, which are icorpo-
rated herein by reference 1n their entirety.

U.S. Pat. No. 4,281,218, 1ssued Jul. 28, 1981, describes a
technique that classifies a signal as either speech or non-
speech by extracting one or more features of the signal such as
short-term power. The classification 1s used to select the
appropriate signal processing methodology for speech and
non-speech signals.

U.S. Pat. No. 5,097,510, 1ssued Mar. 17, 1992, describes a
technique that analyzes variations in the mput signal ampli-
tude envelope. Rapidly changing variations are deemed to be
speech, which are filtered out of the signal. The residual 1s
classified 1nto one of four classes of noise and the classifica-
tion 1s used to select a different type of noise-reduction filter-
ing for the input signal.

U.S. Pat. No. 5,457,769, 1ssued Oct. 10, 1995, describes a
technique for detecting speech to operate a voice-operated
switch. Speech 1s detected by identilying signals that have
component frequencies separated from one another by about
150 Hz. This condition indicates 1t 1s likely the signal conveys
formants of speech.

EP patent application publication 0 737 011, published for
grant Oct. 14, 1009, and U.S. Pat. No. 5,878,391, 1ssued Mar.
2, 1999, describe a technique that generates a signal repre-
senting a probability that an audio signal 1s a speech signal.
The probability 1s derived by extracting one or more features
from the signal such as changes in power ratios between
different portions of the spectrum. These references indicate
the reliability of the derived probability can be improved if a
larger number of features are used for the derivation.

U.S. Pat. No. 6,061,647, i1ssued May 9, 2000, discloses a
technique for detecting speech by storing a model of noise
without speech, comparing an input signal to the model to
decide whether speech 1s present, and using an auxiliary
detector to decide when the input signal can be used to update
the noise model.

International patent application publication WO 98/27543,
published Jun. 25, 1998, discloses a technique that discerns
speech from music by extracting a set of features from an
input signal and using one of several classification techniques
for each feature. The best set of features and the appropriate
classification technique to use for each feature 1s determined
empirically.

The techniques disclosed 1n these references and all other
known speech-detection technmiques attempt to detect speech
or classity audio signals so that the speech can be processed or
manipulated by a method that differs from the method used to
process or manipulate non-speech signals.

U.S. Pat. No. 5,819,247, 1ssued Oct. 6, 1998, discloses a
technique for constructing a hypothesis to be used 1n classi-
fication devices such as optical character recognition devices.
Weak hypotheses are constructed from examples and then
evaluated. An iterative process constructs stronger hypoth-
eses for the weakest hypotheses. Speech detection 1s not
mentioned but the inventors have recognized that this tech-
nique may be used to improve known speech detection tech-
niques.

DISCLOSURE OF INVENTION

It 1s an object of the present mvention to provide for a
control of the loudness of speech 1n signals that contain
speech and other types of audio matenal.

According to the present invention, a signal 1s processed by
receiving an input signal and obtaining audio information
from the mnput signal that represents an interval of an audio
signal, examiming the audio information to classity segments
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of the audio information as being either speech segments or
non-speech segments, examinming the audio mformation to
obtain an estimated loudness of the speech segments, and
providing an indication of the loudness of the interval of the
audio signal by generating control information that 1s more
responsive to the estimated loudness of the speech segments
than to the loudness of the portions of the audio signal repre-
sented by the non-speech segments.

The 1ndication of loudness may be used to control the
loudness of the audio signal to reduce variations 1n the loud-
ness of the speech segments. The loudness of the portions of
the audio signal represented by non-speech segments 1s
increased when the loudness of the portions of the audio
signal represented by the speech-segments 1s increased.

The various features of the present ivention and its pre-
terred embodiments may be better understood by referring to
the following discussion and the accompanying drawings in
which like reference numerals refer to like elements 1n the
several figures. The contents of the following discussion and
the drawings are set forth as examples only and should not be
understood to represent limitations upon the scope of the
present 1nvention.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 11s a schematic block diagram of an audio system that
may incorporate various aspects of the present invention.

FIG. 2 1s a schematic block diagram of an apparatus that
may be used to control loudness of an audio signal containing
speech and other types of audio matenal.

FIG. 3 1s a schematic block diagram of an apparatus that
may be used to generate and transmit audio information rep-
resenting an audio signal and control information represent-
ing loudness of speech.

FIG. 4 1s a schematic block diagram of an apparatus that
may be used to provide an indication of loudness for speech in
an audio signal containing speech and other types of audio
material.

FIG. 5 1s a schematic block diagram of an apparatus that
may be used to classily segments of audio information.

FIG. 6 1s a schematic block diagram of an apparatus that
may be used to implement various aspects of the present
invention.

MODES FOR CARRYING OUT THE INVENTION

A. System Overview

FIG. 1 1s a schematic block diagram of an audio system 1n
which the transmitter 2 recerves an audio signal from the path
1, processes the audio signal to generate audio information
representing the audio signal, and transmits the audio infor-
mation along the path 3. The path 3 may represent a commu-
nication path that conveys the audio information for immedi-
ate use, or 1t may represent a signal path coupled to a storage
medium that stores the audio information for subsequent
retrieval and use. The receiver 4 receives the audio informa-
tion from the path 3, processes the audio information to
generate an audio signal, and transmits the audio signal along
the path S for presentation to a listener.

The system shown 1n FIG. 1 includes a single transmitter
and receiver; however, the present invention may be used 1n
systems that include multiple transmitters and/or multiple
receivers. various aspects ol the present invention may be
implemented in only the transmuitter 2, 1n only the recerver 4,
or 1n both the transmitter 2 and the receiver 4.
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In one implementation, the transmitter 2 performs process-
ing that encodes the audio signal imto encoded audio infor-

mation that has lower information capacity requirements than

the audio signal so that the audio information can be trans-
mitted over channels having a lower bandwidth or stored by

media having less space. The decoder 4 performs processing,
that decodes the encoded audio information into a form that

can be used to generate an audio signal that preferably is
perceptually similar or identical to the input audio signal. For
example, the transmitter 2 and the receiver 4 may encode and
decode digital bit streams compliant with the AC-3 coding
standard or any of several standards published by the Motion
Picture Experts Group (MPEG). The present invention may
be applied advantageously in systems that apply encoding
and decoding processes; however, these processes are not
required to practice the present invention.

Although the present invention may be implemented by
analog signal processing techniques, implementation by digi-
tal signal processing techniques 1s usually more convenient.
The following examples refer more particularly to digital
signal processing.

B. Speech Loudness

The present mvention 1s directed toward controlling the
loudness of speech 1n signals that contain speech and other
types of audio material. The entries 1n Tables I and III repre-
sent sound levels for various types of audio material 1n dif-
ferent programs.

Table I includes information for the relative loudness of
speech 1n three programs like those that may be broadcast to
television recervers. In Newscast 1, two people are speaking,
at different levels. In Newscast 2, a person 1s speaking at a low
level at a location with other sounds that are occasionally
louder than the speech. Music 1s sometimes present at a low
level. In Commercial, a person 1s speaking at a very high level
and music 1s occasionally even louder.

TABLE 1
Newscast 1 Newscast 2 Commercial
Voice 1 -24 dB Other Sounds -33dB Music -17 dB
Voice 2 -27 dB Voice -37 dB Voice -20dB
Music -38 dB

The present invention allows an audio system to automati-
cally control the loudness of the audio material 1n the three
programs so that vanations in the loudness of speech 1s
reduced automatically. The loudness of the audio matenal in
Newscast 1 can also be controlled so that differences between
levels of the two voices 1s reduced. For example, 11 the desired
level for all speech 1s =24 dB, then the loudness of the audio
material shown 1n Table I could be adjusted to the levels

shown 1n Table II.

TABLE Il
Newscast 2 Commercial
Newscast 1 (+13 dB) (-4 dB)
Voice 1 24 dB Other Sounds -20dB Music -21dB
Voice 2 (+3dB) -24dB Voice -24dB Voice -24 dB
Music -25dB

Table III includes information for the relative loudness of
different sounds in three different scenes of one or more
motion pictures. In Scene 1, people are speaking on the deck
of a ship. Background sounds include the lapping of waves
and a distant fog horn at levels significantly below the speech
level. The scene also includes a blast from the ship’s hom,
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which 1s substantially louder than the speech. In Scene 2,
people are whispering and a clock 1s ticking in the back-
ground. The voices 1n this scene are not as loud as normal
speech and the loudness of the clock ticks 1s even lower. In
Scene 3, people are shouting near a machine that 1s making an
even louder sound. The shouting 1s louder than normal
speech.

TABLE III
Scene 1 Scene 2 Scene 3
Ship Whistle -12 dB Machine -18dB
Normal Speech -27dB  Whispers -37dB Shouting -20dB
Distant Horn -33dB Clock Tick -43 dB
Waves -40 dB

The present invention allows an audio system to automati-
cally control the loudness of the audio material in the three
scenes so that variations 1n the loudness of speech 1s reduced.
For example, the loudness of the audio material could be
adjusted so that the loudness of speech 1n all of the scenes 1s
the same or essentially the same.

Alternatively, the loudness of the audio material can be
adjusted so that the speech loudness 1s within a specified
interval. For example, 11 the specified interval of speech loud-
ness 1s from -24 dB to =30 dB, the levels of the audio material

shown 1n Table III could be adjusted to the levels shown 1n
Table IV.

TABLE

IV

Scene 1 (no change) Scene 2 (+7 dB) Scene 3 (-4 dB)

Ship Whistle -12 dB Machine -22dB
Normal Speech -27dB  Whispers -30dB Shouting -24dB
Distant Horn -33dB ClockTick -36dB

Waves -40 dB

In another implementation, the audio signal level 1s con-
trolled so that some average of the estimated loudness 1s
maintained at a desired level. The average may be obtained
for a specified 1nterval such as ten minutes, or for all or some
specified portion of a program. Referring again to the loud-
ness information shown 1n Table III, suppose the three scenes
are 1n the same motion picture, an average loudness of speech
for the entire motion picture 1s estimated to be at =25 dB, and
the desired loudness of speech 1s =27 dB. Signal levels for the
three scenes are controlled so that the estimated loudness for
cach scene 1s modified as shown in Table V. In this implemen-
tation, variations of speech loudness within the program or
motion picture are preserved but variations with the average
loudness of speech 1n other programs or motion pictures 1s
reduced. In other words, variations 1n the loudness of speech
between programs or portions of programs can be achieved
without requiring dynamic range compression within those
programs or portions of programs.

TABLE V

Scene 1 (-2 dB) Scene 2 (-2 dB) Scene 3 (-2 dB)

Ship Whistle -14 dB Machine -20dB
Normal Speech -29dB  Whispers -39 dB Shouting -22dB
Distant Horn -35dB ClockTick -45dB

Waves -42 dB

Compression of the dynamic range may also be desirable;
however, this feature 1s optional and may be provided when
desired.
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C. Controlling Speech Loudness

The present invention may be carried out by a stand-alone
process performed within either a transmitter or a receiver, or
by cooperative processes performed jointly within a transmit-
ter and receiver.

1. Stand-alone Process

FIG. 2 1s a schematic block diagram of an apparatus that
may be used to implement a stand-alone process in a trans-
mitter or a recetver. The apparatus receives from the path 11
audio information that represents an interval of an audio
signal. The classifier 12 examines the audio information and
classifies segments of the audio information as being “speech
segments” that represent portions of the audio signal that are
classified as speech, or as being “non-speech segments™ that
represent portions of the audio signal that are not classified as
speech. The classifier 12 may also classity the non-speech
segments 1to a number of classifications. Techniques that
may be used to classily segments of audio information are
mentioned above. A preferred technique 1s described below.

Each portion of the audio signal that 1s represented by a
segment of audio information has a respective loudness. The
loudness estimator 14 examines the speech segments and
obtains an estimate of this loudness for the speech segments.
An 1ndication of the estimated loudness 1s passed along the
path 15. In an alternative implementation, the loudness esti-
mator 14 also examines at least some of the non-speech
segments and obtains an estimated loudness for these seg-
ments. Some ways 1n which loudness may be estimated are
mentioned above.

The controller 16 receives the indication of loudness from
the path 15, receives the audio information from the path 11,
and modifies the audio information as necessary to reduce
variations in the loudness of the portions of the audio signal
represented by speech segments. If the controller 16 increases
the loudness of the speech segments, then 1t will also increase
the loudness of all non-speech segments including those that
are even louder than the speech segments. The modified audio
information 1s passed along the path 17 for subsequent pro-
cessing. In a transmitter, for example, the modified audio
information can be encoded or otherwise prepared for trans-
mission or storage. In a recerver, the modified audio informa-
tion can be processed for presentation to a listener.

The classifier 12, the loudness estimator 14 and the con-
troller 16 are arranged 1n such a manner that the estimated
loudness of the speech segments 1s used to control the loud-
ness of the non-speech segments as well as the speech seg-
ments. This may be done 1n a variety of ways. In one imple-
mentation, the loudness estimator 14 provides an estimated
loudness for each speech segment. The controller 16 uses the
estimated loudness to make any needed adjustments to the
loudness of the speech segment for which the loudness was
estimated, and 1t uses this same estimate to make any needed
adjustments to the loudness of subsequent non-speech seg-
ments until a new estimate 1s received for the next speech
segment. This implementation 1s appropriate when signal
levels must be adjusted in real time for audio signals that
cannot be examined 1n advance. In another implementation
that may be more suitable when an audio signal can be exam-
ined 1n advance, an average loudness for the speech segments
in all or a large portion of a program 1s estimated and that
estimate 1s used to make any needed adjustment to the audio
signal. In yet another implementation, the estimated level 1s
adapted 1n response to one or more characteristics of the
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speech and the non-speech segments of audio information,
which may be provided by the classifier 12 through the path
shown by a broken line.

In a preferred implementation, the controller 16 also
receives an indication of loudness or signal energy for all
segments and makes adjustments in loudness only within
segments having a loudness or an energy level below some
threshold. Alternatively, the classifier 12 or the loudness esti-
mator 14 can provide to the controller 16 an indication of the
segments within which an adjustment to loudness may be
made.

2. Cooperative Process

FIG. 3 1s a schematic block diagram of an apparatus that
may be used to implement part of a cooperative process 1n a
transmitter. The transmitter receives from the path 11 audio
information that represents an interval of an audio signal. The
classifier 12 and the loudness estimator 14 operate substan-
tially the same as that described above. An indication of the
estimated loudness provided by the loudness estimator 14 1s
passed along path 15. In the implementation shown 1n the
figure, the encoder 18 generates along the path 19 an encoded
representation of the audio information receirved from the
path 11. The encoder 18 may apply essentially any type of
encoding that may be desired including so called perceptual
coding. For example, the apparatus illustrated in FIG. 3 can be
incorporated into an audio encoder to provide dialnorm infor-
mation for assembly into an AC-3 compliant data stream. The
encoder 18 1s not essential to the present invention. In an
alternative implementation that omits the encoder 18, the
audio information 1tself 1s passed along path 19. The format-
ter 20 assembles the representation of the audio information
received from the path 19 and the indication of estimated
loudness received from the path 15 into an output signal,
which 1s passed along the path 21 for transmission or storage.

In a complementary receiver that 1s not shown 1n any figure,
the signal generated along path 21 1s recerved and processed
to extract the representation of the audio information and the
indication of estimated loudness. The indication of estimated
loudness 1s used to control the signal levels of an audio signal
that 1s generated from the representation of the audio infor-
mation.

3. Loudness Meter

FIG. 4 1s a schematic block diagram of an apparatus that
may be used to provide an indication of speech loudness for
speech 1n an audio signal containing speech and other types of
audio material. The apparatus receives from the path 11 audio
information that represents an interval of an audio signal. The
classifier 12 and the loudness estimator 14 operate substan-
tially the same as that described above. An indication of the
estimated loudness provided by the loudness estimator 14 1s
passed along the path 15. This indication may be displayed in
any desired form, or 1t may be provided to another device for
subsequent processing.

D. Segment Classification

The present mvention may use essentially any technique
that can classily segments of audio information into two or
more classifications including a speech classification. Several
examples of suitable classification techniques are mentioned
above. In a preferred implementation, segments of audio
information are classified using some form of the technique
that 1s described below. FIG. 5 15 a schematic block diagram



US RE43,985 E

9

ol an apparatus that may be used to classity segments of audio
information according to the preferred classification tech-
nique. The sample-rate converter recerves digital samples of
audio information from the path 11 and re-samples the audio
information as necessary to obtain digital samples at a speci-
fied rate. In the implementation described below, the specified
rate 1s 16 k samples per second. Sample rate conversion 1s not
required to practice the present invention; however, it 1s usu-
ally desirable to convert the audio mformation sample rate
when the input sample rate 1s higher than 1s needed to classify
the audio mnformation and a lower sample rate allows the
classification process to be performed more etficiently. In
addition, the implementation of the components that extract
the features can usually be simplified 1f each component 1s
designed to work with only one sample rate.

In the implementation shown, three features or character-
istics of the audio mmformation are extracted by extraction
components 31, 32 and 33. In alternative implementations, as
few as one feature or as many features that can be handled by
available processing resources may be extracted. The speech
detector 35 recerves the extracted features and uses them to
determine whether a segment of audio information should be
classified as speech. Feature extraction and speech detection
are discussed below.

1. Features

In the particular implementation shown in FIG. 5, compo-
nents are shown that extract only three features from the audio
information for illustrative convemence. In a preferred imple-
mentation, however, segment classification 1s based on seven
teatures that are described below. Each extraction component
extracts a feature of the audio mformation by performing
calculations on blocks of samples arranged in frames. The
block size and the number of blocks per frame that are used
for each of seven specific features are shown 1n Table VI.

TABLE VI

Block  Blocks

Block Size Length per
Feature (samples) (msec) FIrame
Average squared I,-norm of weighted 1024 64 32
spectral flux
Skew of regressive line of best fit through 512 32 64
estimated spectral power density
Pause count 256 16 128
Skew coellicient of zero crossing rate 256 16 128
Mean-to-median ratio of zero crossing rate 256 16 128
Short Rhythmic measure 256 16 128
Long rhythmic measure 256 16 128

In this implementation, each frame 1s 32,768 samples or
about 2.057 seconds 1n length. Each of the seven features that
are shown 1n the table 1s described below. Throughout the
tollowing description, the number of samples 1n a block 1s
denoted by the symbol N and the number of blocks per frame
1s denoted by the symbol M.

a) Average Squared 1,-norm of Weighted Spectral Flux

The average squared 1,-norm of the weighted spectral flux
60 exploits the fact that speech normally has a rapidly varying
spectrum. Speech signals usually have one of two forms: a
tone-like signal referred to as voiced speech, or a noise-like
signal referred to as unvoiced speech. A transition between
these two forms causes abrupt changes in the spectrum. Fur-
thermore, during periods of voiced speech, most speakers
alter the pitch for emphasis, for lingual stylization, or because
such changes are a natural part of the language. Non-speech
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signals like music can also have rapid spectral changes but
these changes are usually less frequent. Even vocal segments
of music have less frequent changes because a singer will
usually sing at the same frequency for some appreciable
period of time.

The first step 1in one process that calculates the average
squared l,-norm of the to a block of audio information
samples and obtains the magnitude of the resulting transform
coellicients. Preferably, the block of samples are weighted by
a window function w[n] such as a Hamming window function
prior to application of the transform. The magnitude of the

DFT coetlicients may be calculated as shown in the following
equation.
Al _j2rkn (1)
| X [K]| = x[MN+n]-w[n]-e” ¥ | for ) <k < o)
n=0

where N=the number of samples 1 a block;

x[n]=sample number n 1n block m; and

X _[k]=transform coellicient k for the samples 1n block m.

The next step calculates a weight W for the current block
from the average power of the current and previous blocks.
Using Parseval’s theorem, the average power can be calcu-
lated from the transform coetlicients as shown 1n the follow-
ing equation if samples x[n] have real rather than complex or
imaginary values.

N (2)

T (X (K] + X K1)
wm= m—1 m

N
k=0

where W_ =the weight for the current block m.

The next step squares the magnitude of the difference
between the spectral components of the current and previous
blocks and divides the result by the block weight W of the
current block, which 1s calculated according to equation 2, to
yield a weighted spectral flux. The 1,-norm or the Euclidean
distance 1s then calculated. The weighted spectral flux and the
1,-norm calculations are shown in the following equation.

N (3)
1 = _jil (X1 [K] = X [KDI?
" \J k=0 W,

where |1 |1=1,-norm of the weighted spectral tlux for block m.
The feature for a frame of blocks 1s obtained by calculating

the sum of the squared 1,-norms for each of the blocks in the

frame. This summation i1s shown 1n the following equation.

M-1

Fio)= )" (lll)?

m=0

(4)

where M=the number of blocks 1n a frame; and
F,(t)=the feature for average squared 1,-norm of the
welghted spectral flux for frame t.
b) Skew of Regressive Line of Best Fit through Estimated
Spectral Power Density
The gradient or slope of the regressive line of best fit
through the log spectral power density gives an estimate of the
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spectral tilt or spectral emphasis of a signal. If a signal empha-
s1zes lower Irequencies, a line that approximates the spectral
shape of the signal tilts downward toward the higher frequen-
cies and the slope of the line 1s negative. If a signal empha-
s1zes higher frequencies, a line that approximates the spectral
shape of the signal tilts upward toward higher frequencies and
the slope of the line 1s positive.

Speech emphasizes lower frequencies during intervals of
voiced speech and emphasizes higher frequencies during
intervals of unvoiced speech. The slope of a line approximat-
ing the spectral shape of voiced speech 1s negative and the
slope of a line approximating the spectral shape of unvoiced
speech 1s positive. Because speech 1s predominantly voiced
rather than unvoiced, the slope of a line that approximates the
spectral shape of speech should be negative most of the time
but rapidly switch between positive and negative slopes. As a
result, the distribution of the slope or gradient of the line
should be strongly skewed toward negative values. For music
and other types of audio material the distribution of the slope
1s more symmetrical.

A line that approximates the spectral shape of a signal may
be obtained by calculating a regressive line of best fit through
the log spectral power density estimate of the signal. The
spectral power density of the signal may be obtained by
calculating the square of transform coellicients using a trans-

form such as that shown above 1n equation 1. The calculation
tor spectral power density 1s shown 1n the following equation.

N —

| —

2 (5)

N
fDI‘O“_ik{E

—jZnkn

X [KII* = | > x[mN+n]-w[n]-e

H=

The power spectral density calculated in equation 5 1s then
converted into the log-domain as shown in the following

equation.

N 6
X [k] = 10-log o (|X:m [k]|%) for 0 <k < > (6)

The gradient of the regressive line of best fit 1s then calcu-
lated as shown 1n the following equation, which 1s dertved
from the method of least squares.

(7)

where G, =the regressive coellicient for block m.
The feature for frame t 1s the estimate of the skew over the
frame as given 1n the following equation.

M1 M —1 G 3 (8)
Fo(t) = E Gy — —=
— m=10 /

where F,(t)=the feature for gradient of the regressive line of
best fit through the log spectral power density for frame t.
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¢) Pause Count

The pause count feature exploits the fact that pauses or
short 1ntervals of signal with little or no audio power are
usually present in speech but other types of audio material
usually do not have such pauses.

The first step for feature extraction calculates the power
P|m] ofthe audio information 1n each block m within a frame.
This may be done as shown 1n the following equation.

N-1 ]’ (9)
n=>0

where P[m]=the calculated power in block m.

The second step calculates the power P~ of the audio infor-
mation within the frame. The feature for the number of pauses
F,(t) within frame t1s equal to the number of blocks within the
frame whose respective power P[m] 1s less than or equal to
/4P ... The value of one-quarter was dertved empirically.

d) Skew Coellicient of Zero Crossing Rate

The zero crossing rate 1s the number of times the audio
signal, which 1s represented by the audio information, crosses
through zero 1n an interval of time. The zero crossing rate can
be estimated from a count of the number of zero crossings in
a short block of audio information samples. In the implemen-
tation described here, the blocks have a duration of 256
samples for 16 msec.

Although simple 1n concept, information dertved from the
zero crossing rate can provide a fairly reliable indication of
whether speech 1s present 1n an audio signal. Voiced portions
of speech have a relatively low zero crossings rate, while
unvoiced portions of speech have a relatively high zero cross-
ing rate. Furthermore because speech typically contains more
voiced portions and pauses than unvoiced portions, the dis-
tribution of zero crossing rates 1s generally skewed toward
lower rates. One feature that can provide an indication of the
skew within a frame t 1s a skew coellicient of the zero crossing
rate that can be calculated from the following equation.

M1 Vol N\ (10)
" M
Fy(t) = — 20 m:{]j
4(t) = (M—1 { M-l  \2)/?
4 Lo
m o M
L m=0 \ =10 /)

where 7Z._=the zero crossing count in block m; and

F,(t)=the feature for skew coeflicient of the zero crossing

rate for frame t.

¢) Mean-to-median Ratio of Zero Crossing Rate

Another feature that can provide an indication of the dis-
tribution skew of the zero, crossing rates within a frame t1s the
median-to-mean ratio of the zero crossing rate. This can be
obtained from the following equation.

median (1 1)
Fs(t) = ——
Lo
M
m=0
where 7 .. =the median of the block zero crossing rates for

all blocks 1n frame t; and
F.(t)=the feature for median-to-mean ratio of the zero

crossing rate for frame t.



US RE43,985 E

13

1) Short Rhythmic Measure

Techniques that use the previously described features can
detect speech in many types of audio material; however, these
techniques will often make false detections in highly rhyth-

mic audio material like so called “rap” and many instances of >

pop music. Segments of audio information can be classified
as speech more reliably by detecting highly rhythmic material
and either removing such material from classification or rais-
ing the confidence level required to classity the matenal as
speech.

The short rhythmic measure may be calculated for a frame
by first calculating the variance of the samples 1n each block
as shown 1n the following equation.

(12)

N—1
U_Z[m] _ Z (K[ﬂ] — im)z
* B N
n=>0

where o _°[m]=the variance of the samples x in block m; and
X, —the mean of the samples x in block m.
A zero-mean sequence 1s derived from the variances for all
of the blocks in the frame as shown 1n the following equation.

d[m]=0,%[m]-0,” for 0=m>M

(13)

where o[m]=the element in the zero-mean sequence for block
m; and
0_“=the mean of the variances for all blocks in the frame.
The autocorrelation of the zero-mean sequence 1s obtained
as shown 1n the following equation.

-1 (14)

1M —{
Alll= = S[m]-S[m+1] for 0 <1< M

=0

where A [1]=the autocorrelation value for frame t with a block
lag of 1.

The feature for the short rhythmic measure 1s derived from
a maximum value of the autocorrelation scores. This maxi-
mum score does not include the score for a block lag 1=0, so
the maximum value 1s taken from the set of values for a block
lag 1=L. The quantity L represents the period of the most
rapid rhythm expected. In one implementation L 1s set equal
to 10, which represents a minimum period of 160 msec. The
teature 1s calculated as shown 1n the following equation by

dividing the maximum score by the autocorrelation score for
the block lag 1=0.

(15)

MAaXf =p<m (Ar [11])

Fe(r) = A O]

where F .(t)=the feature tor short rhythmic measure for frame
L.

o) Long Rhythmic Measure

The long rhythmic measure 1s derived 1n a similar manner
to that described above for the short rhythmic measure except
the zero-mean sequence values are replaced by spectral
weights. These spectral weights are calculated by first obtain-
ing the log power spectral density as shown above 1n equa-
tions S and 6 and described in connection with the skew of the
gradient of the regressive line of best fit through the log
spectral power density. It may be helpiul to point out that, 1n
the implementation described here, the block length for cal-
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culating the long rhythmic measure 1s not equal to the block
length used for the skew-oi-the-gradient calculation.

The next step obtains the maximum log-domain power
spectrum value for each block as shown in the following
equation.

O,, =max__ y (X%[k]) (16)

D=k < 5

where O, =the maximum log power spectrum value 1n block
m.

A spectral weight for each block 1s determined by the
number of peak log-domain power spectral values that are
greater than a threshold equal to (O_ -o). This determination
1s expressed 1n the following equation.

Ny (17
Wim] = Z sign(X;” [k]2— Op ) + 1

where W[m]=the spectral weight for block m;

sign(n)=+1 11 and -1 11 n<0; and

E=an empirically dertved constant equal to 0.1.

At the end of each frame, the sequence of M spectral
weights from the previous frame and the sequence of M
spectral weights from the current frame are concatenated to
form a sequence of 2ZM spectral weights. An autocorrelation
of this long sequence i1s then calculated according to the
following equation.

1 M—-1-{
Z Wlm]-W[m+1] for 0 <1< 2M
m=—NM+1

(18)

where AL |1]=the autocorrelation score for frame t.

The feature for the long rhythmic measure 1s derived from
a maximum value of the autocorrelation scores. This maxi-
mum score does not include the score for a block lag 1=0, so
the maximum value 1s taken from the set of values for a block
lag 1=LL. The quantity LL represents the period of the most
rapid rhythm expected. In the implementation described here,
LL 1s set equal to 10. The feature 1s calculated as shown 1n the
following equation by dividing the maximum score by the
autocorrelation score for the block lag 1=0.

maxy s-n<p (AL;[n]) (19)

0= 1m0

where F-(t)=the feature for the long rhythmic measure for
frame t.

2. Speech Detection

The speech detector 35 combines the features that are
extracted for each frame to determine whether a segment of
audio mformation should be classified as speech. One way
that may be used to combine the features implements a set of
simple or interim classifiers. An interim classifier calculates a
binary value by comparing one of the features discussed
above to a threshold. This binary value 1s then weighted by a
coellicient. Each interim classifier makes an interim classifi-
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cation that 1s based on one feature. A particular feature may be
used by more than one interim classifier. An interim classifier
may be implemented by calculations performed according to
the following equation.

C~=c;sign (F-Th,) (20)

where C —the binary-valued Cclassification provided by
interim classifier j;

¢, ~a coetficient for interim classifier j;

F =teature 1 extracted form the audio information; and

Th/=a threshold for mterim classifier j.

In this particular implementation, an interim classification
C =1 indicates the interim classifier j tends to support a con-
clusion that a particular frame of audio information should be
classified as speech. An interim classification C =-1 indicates
the mterim classifier j tends to support a conclusion that a
particular frame of audio information should not be classified
as speech.

The entries 1n Table VII show coetficient and threshold
values and the appropnate feature for several interim classi-

fiers that may be used 1 one implementation to classily
frames of audio information.

TABLE VII
Interim Classifier Coetficient Threshold Feature
Number | o Th; Number 1
1 1.175688 5.721547 1
2 -0.672672 0.833154 5
3 0.631083 5.826363 1
4 -0.629152 0.232458 6
5 0.502359 1.474436 4
6 -0.310641 0.269663 7
7 0.266078 5.806366 1
8 -0.101095 0.218851 6
9 0.097274 1.474855 4
10 0.058117 5.810558 1
11 —0.042538% 0.264982 7
12 0.034076 5.811342 1
13 -0.044324 0.850407 5
14 —0.066890 5.902452 3
15 —-0.029350 0.263540 7
16 0.035183 5.812901 1
17 0.030141 1.497580 4
18 -0.015365 0.849056 5
19 0.016036 5.813189 1
20 -0.016559 0.263945 7

The final classification 1s based on a combination of the
interim classifications. This may be done as shown 1in the
following equation.

g A

Cﬁmg = Slg,u[z CJ

J=1 J

(21)

where C,, ,~the final classification of a frame ot audio intor-
mation; and

J=the number of interim classifiers used to make the clas-
sification.

The reliability of the speech detector can be improved by
optimizing the choice of mnterim classifiers, and by optimiz-
ing the coetlicients and thresholds for those mterim classifi-
ers. This optimization may be carried out in a variety of ways
including techniques disclosed in U.S. Pat. No. 5,819,247
cited above, and 1n Schapire, “A Brief Introduction to Boost-
ing,” Proc. of the 16th Int. Joint Cont. on Artificial Intell:-
gence, 1999, which 1s incorporated herein by reference in 1ts
entirety.
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In an alternative implementation, speech detection 1s not
indicated by a binary-valued decision but 1s, 1nstead, repre-
sented by a graduated measure of classification. The measure
could represent an estimated probability of speech or a con-
fidence level 1n the speech classification. This may be done 1n
a variety of ways such as, for example, obtaining the final

classification from a sum of the interim classifications rather
than obtaining a binary-valued result as shown 1n equation 21.

3. Sample Blocks

The mmplementation described above extracts features
from contiguous, non-overlapping blocks of fixed length.
Alternatively, the classification technique may be applied to
contiguous non-overlapping variable-length blocks, to over-
lapping blocks of fixed or variable length, or to non-contigu-
ous blocks of fixed or varying length. For example, the block
length may be adapted 1n response to transients, pauses or
intervals of little or no audio energy so that the audio infor-
mation 1n each block 1s more stationary. The frame lengths
also may be adapted by varying the number of blocks per
frame and/or by varying the lengths of the blocks within a
frame.

E. LLoudness Estimation

The loudness estimator 14 examines segments of audio
information to obtain an estimated loudness for the speech
segments. In one implementation, loudness 1s estimated for
cach frame that 1s classified as a segment of speech. The
loudness may be estimated for essentially any duration that 1s
desired.

In another implementation, the estimating process begins
in response to a request to start the process and i1t continues
until a request to stop the process 1s recerved. In the receiver
4, for example, these requests may be conveyed by special
codes 1n the signal recerved from the path 3. Alternatively,
these requests may be provided by operation of a switch or
other control provided on the apparatus that 1s used to esti-
mate loudness. An additional control may be provided that
causes the loudness estimator 14 to suspend processing and
hold the current estimate.

In one implementation, loudness 1s estimated for all seg-
ments of audio mnformation that are classified as speech. In
principle, however, loudness could be estimated for only
selected speech segments such as, for example, only those
segments having a level of audio energy greater than a thresh-
old. A similar effect also could be obtained by having the
classifier 12 classity the low-energy segments as non-speech
and then estimate loudness for all speech segments. Other
variations are possible. For example, older segments can be
given less weight in estimated loudness calculations. In yet
another alternative, the loudness estimator 14 estimates loud-
ness for at least some of the non-speech segments. The esti-
mated loudness for non-speech segments may be used in
calculations of loudness for an interval of audio information;
however, these calculations should be more responsive to
estimates for the speech segments. The estimates for non-
speech segments may also be used 1n 1implementations that
provide a graduated measure of classification for the seg-
ments. The calculations of loudness for an mterval of the
audio information can be responsive to the estimated loud-
ness for speech and non-speech segments in a manner that
accounts for the graduated measure of classification. For
example, the graduated measure may represent an indication
of confidence that a segment of audio information contains
speech. The loudness estimates can be made more responsive
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to segments with a higher level of confidence by giving these
segments more weight 1in estimated loudness calculations.

Loudness may be estimated 1n a variety of ways including
those discussed above. No particular estimation technique 1s
critical to the present invention; however, 1t 1s believed that
simpler technmiques that require fewer computational
resources will usually be preferred 1n practical implementa-
tions.

F. Implementation

Various aspects of the present mvention may be imple-
mented 1 a wide variety of ways including software 1n a
general-purpose computer system or 1n some other apparatus
that includes more specialized components such as digital
signal processor computer system. FIG. 6 1s a block diagram
of device 70 that may be used to implement various aspects of
the present invention in an audio encoding transmitter or an
audio memory (RAM) used by DSP 72 for signal processing.
ROM 74 represents some form of persistent storage such as
read only memory (ROM) for storing programs needed to
operate device 70. I/O control 735 represents interface cir-
cuitry to recerve and transmit signals by way of communica-
tion channels 76, 77. Analog-to-digital converters and digital-
to-analog converters may be included 1 I/O control 75 as
desired to recerve and/or transmit analog audio signals. In the
embodiment shown, all major system components connect to
bus 71, which may represent more than one physical bus;
however, a bus architecture 1s not required to implement the
present invention.

In embodiments implemented 1n a general purpose com-
puter system, additional components may be included for
interfacing to devices such as a keyboard or mouse and a
display, and for controlling a storage device having a storage
medium such as magnetic tape or disk, or an optical medium.
The storage medium may be used to record programs of
instructions for operating systems, utilities and applications,
and may include embodiments of programs that implement
various aspects of the present invention.

The functions required to practice the present invention can
also be performed by special purpose components that are
implemented 1 a wide variety of ways including discrete
logic components, one or more ASICs and/or program-con-
trolled processors. The manner 1n which these components
are implemented 1s not important to the present invention.

Software implementations of the present invention may be
conveyed by a variety machine readable media such as base-
band or modulated communication paths throughout the
spectrum 1ncluding from supersonic to ultraviolet frequen-
cies, or storage media including those that convey informa-
tion using essentially any magnetic or optical recording tech-
nology 1including magnetic tape, magnetic disk, and optical
disc. Various aspects can also be implemented in various
components of computer system 70 by processing circuitry
such as ASICs, general-purpose integrated circuits, micro-
processors controlled by programs embodied 1 various

forms of ROM or RAM, and other techniques.

The invention claimed 1is:

1. A method for signal processing that comprises:

receiving an audio signal;

extracting features of the audio signal;

analyzing one or more of the extracted features to perform
a speech determination;

classilying segments within an interval of the audio signal
as speech segments or non-speech segments based upon
the speech determination, wherein each segment has a
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respective loudness, and the loudness or the speech seg-
ments is less than the loudness of one or more [loud]
non-speech segments;

analyzing one or more of the extracted features of the audio

signal to obtain an estimated loudness of the speech
segments; and

providing an indication of the loudness of the interval of

the audio signal by calculating control information from
a weilghted combination of the estimated loudness of the
speech segments and the loudness of the non-speech
segments 1n which the estimated loudness of the speech
segments 1s weighted more heavily.

2. The method according to claim 1 that comprises:

controlling the loudness of the interval of the audio signal

in response to the control information so as to reduce
variations 1n the loudness of the speech segments,
wherein the loudness of the portions of the audio signal
represented by the one or more loud non-speech seg-
ments 1s increased when the loudness of the portions of
the audio signal represented by the speech-segments 1s
increased.

3. The method according to claim 1 that comprises:

assembling a representation of the audio signal and the

control information into an output signal and transmut-
ting the output signal.

4. A non-transitory computer-readable storage medium
storing 1nstructions for instructing processing circuitry to
perform any one of the methods of claim 1 through 3.

5. An apparatus for signal processing that comprises:

an iput terminal that receives an input signal;

memory; and

processing circuitry coupled to the mput terminal and the

memory; wherein the processing circuitry performs any
one of the methods of claims 1 through 3.

6. The method according to claim 1 or 2 that obtains the
estimated loudness of the speech segments by calculating
average power ol a frequency-weighted version of the audio
signal represented by the speech segments.

7. The method according to claim 1 or 2 that obtains the
estimated loudness of the speech segments by applying a
psychoacoustic model of loudness to the audio imnformation.

8. The method according to claim 1 or 2 that classifies
segments by deriving from the extracted features a plurality
of characteristics of the audio signal, weighting each charac-
teristic by a respective measure of importance, and classify-
ing the segments according to a combination of the weighted
characteristics.

9. The method according to claim 1 or 2 that controls the
loudness of the interval of the audio signal by adjusting the
loudness only during intervals of the audio signal having a
measure of audio energy less than a threshold.

10. The method according to claim 1 or 2 wherein

the weighting of the loudness of the non-speech segments

in the weighted combination 1s zero.

11. The method according to claim 1 or 2 that comprises

analyzing one or more of the extracted features of the audio

signal to obtain an estimate of the loudness of one or
more non-speech segments.

12. The method according to claim 1 or 2 that comprises:

providing a speech measure that indicates a degree to

which the audio signal represented by a respective seg-
ment has characteristics of speech; and

providing the indication of loudness by calculating the

control mnformation in response to the estimated loud-
ness of respective segments according to the speech
measures of the respective segments.
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13. The method according to claim 1 or 2 that comprises
calculating the control information in response to the esti-
mated loudness of respective segments according to time
order of the segments.

14. The method according to claim 1 or 2 that comprises

adapting lengths of the segments 1n response to character-

1stics of the audio signal.

15. A non-transitory computer-readable storage medium
storing 1nstructions for instructing processing circuitry to
perform the method of claim 6.

16. A non-transitory computer-readable storage medium
storing 1nstructions for instructing processing circuitry to
perform the method of claim 7.

17. A non-transitory computer-readable storage medium
storing 1nstructions for instructing processing circuitry to
perform the method of claim 8.

18. A non-transitory computer-readable storage medium
storing 1nstructions for instructing processing circuitry to
perform the method of claim 9.

19. A non-transitory computer-readable storage medium
storing 1nstructions for instructing processing circuitry to
perform the method of claim 10.

20. A non-transitory computer-readable storage medium
storing 1nstructions for instructing processing circuitry to
perform the method of claim 11.

21. A non-transitory computer-readable storage medium
storing 1nstructions for instructing processing circuitry to
perform the method of claim 12.

22. A non-transitory computer-readable storage medium
storing 1nstructions for instructing processing circuitry to
perform the method of claim 13.

23. A non-transitory computer-readable storage medium
storing 1nstructions for instructing processing circuitry to
perform the method of claim 14.

24. An apparatus for signal processing that comprises:

an 1put terminal that recerves an input signal;

memory; and

processing circuitry coupled to the mput terminal and the

memory; wherein the processing circuitry performs the
method of claim 6.

25. An apparatus for signal processing that comprises:

an 1iput terminal that receives an input signal;

memory; and

processing circuitry coupled to the input terminal and the

memory; wherein the processing circuitry performs the
method of claim 7.

26. An apparatus for signal processing that comprises:

an 1put terminal that receives an input signal;

memory; and

processing circuitry coupled to the mput terminal and the

memory; wherein the processing circuitry performs the
method of claim 8.

277. An apparatus for signal processing that comprises:

an 1iput terminal that receives an input signal;

memory; and

processing circuitry coupled to the input terminal and the

memory; wherein the processing circuitry performs the
method of claim 9.

28. An apparatus for signal processing that comprises:

an 1mput terminal that receives an input signal;

memory; and

processing circuitry coupled to the mput terminal and the

memory; wherein the processing circuitry performs the
method of claim 10.

29. An apparatus for signal processing that comprises:

an 1mput terminal that recerves an input signal;

memory; and
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processing circuitry coupled to the mput terminal and the
memory; wherein the processing circuitry performs the
method of claim 11.

30. An apparatus for signal processing that comprises:

an input terminal that receives an iput signal;

memory; and

processing circuitry coupled to the mput terminal and the
memory; wherein the processing circuitry performs the
method of claim 12.

31. An apparatus for signal processing that comprises:

an input terminal that receives an input signal;

memory; and

processing circuitry coupled to the mput terminal and the
memory; wherein the processing circuitry performs the
method of claim 13.

32. An apparatus for signal processing that comprises:

an input terminal that receives an input signal;

memory; and

processing circuitry coupled to the mput terminal and the
memory; wherein the processing circuitry performs the
method of claim 14.

33. A method for signal processing that comprises:

receving an mput audio signal;

extracting features of the input audio signal, the extracted
features representing an interval of the input [of] audio
signal;

analyzing the extracted features to perform a speech deter-
mination;

classitying the interval of the audio signal as speech or
non-speech based upon the speech determination,
wherein [each interval has a respective loudness and the]
a loudness of the interval classified as speech 1s less than
[the] @ loudness of one or more other segments classified
as non-speech;

analyzing the extracted features of the interval classified as
speech to obtain an estimated loudness Jof the interval
classified as speech];

[calculating a loudness control parameter, the loudness
control parameter being proportional to the difference
between the estimated loudness of intervals classified as
speech] adjusting a loudness of the interval classified as
speech, the adjustment being determined by a loudness
control parameter and the estimated loudness; and

adjusting [an estimated] a loudness of the one or more
other 1ntervals classified as non-speech, the adjustment
being proportional to the [calculated] loudness control
parameter.

34. A non-transitory computer-readable storage medium
storing 1nstructions for instructing processing circuitry to
perform the method of claim 33.

35. An apparatus for signal processing that comprises:

an input terminal that receives an input signal;

memory; and

processing circuitry coupled to the mput terminal and the
memory; wherein the processing circuitry performs the
method of claim 33.

36. A method for signal processing that comprises:

receiving an input audio signal,;

extracting features for a first segment, second segment, and
thivd segment of the input audio signal;

analyzing the extracted featuves to classify the first and
thivd segments as speech segments;

analyzing the extracted features to classify the second seg-
ment as a non-speech segment, the second segment
being louder than at least one of the first and thivd
segments;
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analyzing the first segment to determine a first estimated

loudness:;

analyzing the third segment to determine a second esti-

mated loudness; and

adjusting, a loudness control parameter, based at least

upon the first estimated loudness and the thivd estimated
loudness, for the third segment to a reduce variation of
speech loudness between the first and third segments
despite the presence of the second segment.

37. The method of claim 36 wherein the method is per-
Jormed by one or more devices comprising a processor.

38. The method of claim 36 wherein the second segment
comprises a sound effect.

39. The method of claim 36 wherein the second segment
COmprises music.

40. The method of 36 wherein the speech loudness between
the first and thivd segments after the adjusting is a constant
level.

41. The method of 36 further comprising adjusting a loud-
ness of the second segment as determined by the adjusting of
loudness of the thivd segment.

42. The method of claim 36 wherein a first televised pro-
gram includes the first segment, and a second televised pro-
gram includes the third segment.

43. The method of claim 36 wherein a first televised pro-
gram includes the first segment, and a commercial announce-
ment includes the second segment.

44. The method of claim 36 wherein the first segment is
received on a first channel, and the second segment is
received on a second channel.

45. A method for signal processing, the method compris-
Ing:

receiving an input audio signal;

extracting features of an interval of the input audio signal

for a first segment and a second segment of the input
audio signal;

analyzing the extracted features to classify the first and

second segments as speech segments;

analyzing the first segment to determine a first estimated

loudness:;
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analyzing the second segment to determine a second esti-

mated loudness; and

adjusting a loudness of the second segment to reduce varia-

tion of speech loudness between the first and second
5 segments using a loudness control parameter that is
based, at least in part, on the first estimated loudness

and the second estimated loudness.

46. The method of claim 45 wherein the method is per-

formed by one or more devices comprising a processor.

47. The method of claim 45 wherein a broadcast program
includes the first segment and a commercial announcement
includes the second segment.

48. The method of claim 45 wherein the first segment is
received on a first channel of the input audio signal, and the
second segment is veceived on a second channel of the input
audio signal.

49. A method for signal processing, the method compris-
Ing:

receiving an input audio signal;

extracting features of an interval of the input audio signal

for a first segment and a second segment of the input
audio signal;

analyzing the extracted featuves to classify the first and

second segments as speech segments;

analyzing the first segment to determine a first estimated

loudness:;

analyzing the second segment to determine a second esti-

mated loudness; and

adjusting a loudness of the first segment to reduce variation

of speech loudness between the first and second seg-

ments based at least upon the first estimated loudness
and the second estimated loudness.

50. The method of claim 49 wherein the method is per-

formed by one or more devices comprising a processor.

51. The method of claim 49 wherein a broadcast program
35 includes the first segment and a commercial announcement

includes the second segment.

52. The method of claim 49 whevrein the first segment is
received on a first channel of the input audio signal, and the
second segment is veceived on a second channel of the input

40 audio signal.
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