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DETERMINE SIZE OF CODE SPACE

eificiency, error minimizing code 1s provided. In particular,
the present invention provides a high efficiency, error mini-

mizing code for use 1n connection with systems having a
communication channel i which identifiable dominant
errors occur, and that 1s used to transmit data that may be
usetully applied 1n the system even though the received signal
1s not exactly equal to the original signal. Furthermore, the
present mvention provides a code that may be used to con-
strain the effects of dominant errors 1 a communication
channel.

16 Claims, 7 Drawing Sheets
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HIGH EFFICIENCY, ERROR MINIMIZING
CODING STRATEGY METHOD AND
APPARATUS

Matter enclosed in heavy brackets | ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue.

RELATED PATENT DOCUMENTS

Morve than one reissue application has been filed for the
reissue of U.S. Pat. No. 7,404,131. The reissue applications
are application Ser. No. 13/330,177 filed Dec. 19, 2011 (the
present application), which is a divisional reissue of U.S. Pat.
No. 7,404,131), and Ser. No. 12/840,974 filed Jul. 21, 2010,
which is a reissue application of U.S. Pat. No. 7,404,131.

FIELD OF THE INVENTION

The present invention relates to coding data. In particular,
the present invention relates to a method and apparatus for
encoding data that 1s highly efficient, and that minimizes the
elfect of errors.

BACKGROUND OF THE INVENTION

Coding schemes are regularly used 1n connection with the
transmission of data. For example, 1n digital communication
systems, data 1s typically transmitted as a series of code
words. In general, each code word 1s assigned a unique pat-
tern of bits, with each bit consisting of either a zero or a one.
In most such digital communication systems, the number of
bits that may be used to define code words 1s limited. There-
fore, 1t 1s desirable to encode data such that a maximum
number of code words (1.€., bit patterns) are available as code
words. It 1s also desirable to reduce the efiect of errors that
may occur in transmitting code words across the communi-
cation channel.

In many digital systems, errors in the detection, transmis-
s10n or reading of bit patterns may occur. For example, certain
bit patterns may result, on occasion, 1n certain bits being
“flipped.” The particular bit patterns that are susceptible to
flipping are generally determined by the system under con-
sideration. Such errors may be identified as dominant errors 1t
they are much more likely to occur than errors due to random
effects, such as noise.

In a typical coding scheme, a code word that is read 1ncor-
rectly due to the occurrence of a dominant error can result in
a very large discrepancy. That 1s, the value of the original code
word can be very different from the code word that 1s actually
read. In general, this 1s because the strategies used to assign
values to code words do not take into consideration the domi-
nant errors that may be associated with a system.

Modulation codes have been used to aid 1n the transmission
and reception of data. Such codes are designed to avoid code
words that are particularly susceptible to being misread. For
example, code words having a string of 1dentical bits of at
least a certain length may be susceptible to detecting one or

more of the bits as 1ts opposite. A modulation code designed
to avoid such a “bit thipping” event may eliminate as valid
code words any pattern of bits that includes more than the
allowed number of 1dentical bits 1n a row. However, such “run
length limited” codes reduce the efficiency of the code space
by eliminating what would otherwise be valid code words.
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Coding schemes have also been developed to detect, and 1n
some 1nstances correct, errors that occur during the transmis-
sion and reception of the data. Error control codes include
parity checking codes and error correction codes. In a typical
parity code, an extra bit 1s assigned to tracking whether the
detected code word should contain an even or odd number of
‘1° bits. Upon detection of the code word, if the parity code
does not agree with the code word (e.g., the detected code
word contains an even number of 1’s, but the parity code
indicates that it should contain an odd number of 1°s), it can
be assumed that an error occurred during transmaission or
reception of the code word. If the coding scheme used 1s a
simple parity checking scheme, no correction 1s generally
possible, and the recerved code word 1s discarded. In a typical
error correcting code, more than one parity or error control bit
1s used to enable at least some errors to be corrected. How-
ever, each bit of a code word dedicated to parity checking or
to error correction reduces the efficiency of the coding
scheme.

As an example of systems that include a communication
channel susceptible to dominant errors, a computer hard disk
drive system and a voice communication system will be
described. However, 1t should be appreciated that the present
invention 1s not limited to use 1 connection with such sys-
tems, and can generally be applied to any communication
system that 1s susceptible to dominant errors and that can
tolerate some deviation between a value as written and a value
as read.

With reference now to FIG. 1, a typical disk drive system
100 1s illustrated. The disk drive system 100 1s operative for
performing data storage and retrieval functions in connection
with an external host computer (not 1llustrated in F1G. 1). The
disk drive 100 generally includes a base 104 and magnetic
disks 108 (only one of which 1s shown 1n FIG. 1). The mag-
netic disks 108 are imnterconnected to the base 104 by a spindle
motor (not shown) located within or beneath the hub 112,
such that the disk 108 can be rotated relative to the base 104.
Actuator arm assemblies 116 (only one of which 1s shown 1n
FIG. 1) are interconnected to the base 104 by a bearing 120.
The actuator arm assemblies 116 each include a transducer
head 124 at a first end, to address each of the surtaces of the
magnetic disks 108. A voice coil motor 128 pivots the actua-
tor arm assemblies 116 about the bearing 120 to radially
position the transducer heads 124 with respect to magnetic
disks 108. Voice coill motor 128 1s operated by a controller 132
that 1s 1n turn operatively connected to the host computer (not
shown). By changing the position of the transducer heads 124
with respect to the magnetic disk 108, the transducer heads
124 may address different tracks or cylinders 136 on the
magnetic disk 108. The disk drive 100 also generally includes
a channel 138 for recerving and decoding data read from the
disk 108 by the transducer heads 124.

Typically, the data 1s stored 1n the concentric tracks 136 as
a series of magnetic transitions. In an 1deal disk drive system
100, the tracks 136 are non-perturbed circles situated about
the center of the disk 108. As such, each of these 1deal tracks
includes a track centerline that 1s located at a known constant
radius from the disk center. In an actual system, however, 1t 1s
difficult to write non-perturbed circular tracks 136 to the data
storage disk 108. That 1s, problems such as vibration, bearing
defects, 1naccuracies 1n the servo track writer used to write the
tracks 136 and disk clamp slippage can result in tracks 136
that are written differently from the i1deal non-perturbed cir-
cular track shape. The resulting 1naccuracies 1n the shape of
the tracks 136 due to such errors 1s known as written-in and
repetitive runout. The perturbed shape of these tracks 136
complicates the positioming of the transducer heads 124 dur-
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ing read and write operations because the disk drive servo
system needs to continuously reposition the transducer heads

124 during track following.

In order to at least partially correct the shape of the tracks
136 and to minimize the effects of written-in and repetitive
runout, the tracks 136 are periodically encoded with embed-
ded run-out correction (ERC) values. In particular, the
embedded run-out correction values serve as corrections to
the position error signal (PES) generated during track follow-
ng.

Although the correction values stored 1 the ERC fields
represent discrete correction amounts, the amount of correc-
tion need not be precisely read 1n order to usefully alter the
position error signal read from a track 136 during track fol-
lowing. However, conventional disk drive systems utilizing
embedded run-out correction typically discard embedded
runout correction values that are not correctly detected by a
detector included as part of the channel 138. Accordingly,
previous systems have treated embedded runout correction
values, which can tolerate at least some variance between the
value as originally written and the value as detected, in the
same way as user data, which generally must be discarded 11
errors 1n the reading of such data occur. Therefore, such
conventional methods result 1n 1netficiencies and/or the loss
of usetul data.

As a further example of a system that includes a commu-
nication channel susceptible to dominant errors but that tol-
erates some variance between an intended value and a
received value, consider a digital voice communication sys-
tem. In general, a human listener 1s capable of comprehend-
ing the meaning of another’s speech, even though small por-
tions of the conversation are lost, for example, due to
transmission errors. However, breaks 1n an audible signal due
to such errors are annoying and can make a conversation
difficult or impossible to follow. Furthermore, typical com-
munication channels used for transmitting voice data are
susceptible to dominant errors. In addition, such systems
must operate with high efficiency 1n order to be economical.
Therefore, communication systems used for the transmission
of voice data could benefit from a coding strategy that mini-
mized the effect of dominant errors 1n the communication
channel, while reducing or eliminating the need to transmat
redundant code.

As mentioned above, modulation and error control coding
schemes require the recordation and transmission of redun-
dant information in addition to the user data. Although this
redundant information allows for the reduction, detection or
correction of errors in the transmission of user data, the stor-
age and/or transmission capacity of the system 1s reduced. In
addition, errors that are not detected result 1n values that may
be very different from the intended value. Furthermore, errors
that are detected but are not corrected may result in a code
word being discarded, with no benefit being derived from the
transmission of the discarded data. Therefore, 1t would be
advantageous to provide a coding strategy that was highly
efficient, and that minimized the effects of errors. In addition,
it would be advantageous to provide a system that could be
implemented at low cost, and that was reliable in operation.

SUMMARY OF THE INVENTION

In accordance with the present invention, a high efficiency,
error mimmimizing coding strategy 1s provided. The present
invention may be used in connection with any system that 1s
susceptible to at least one dominant error 1n the transmission
of data, and that can tolerate at least some deviation between
auser value as recorded or transmitted and a user value as read
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4

or received. The coding strategy of the present mvention
allows data to be encoded such that errors are minimized,
while maximizing the efficiency of the system.

According to one embodiment of the present invention, the
dominant error or errors present 1n the communication chan-
nel of a system are 1dentified. A list of code words of a length
accommodated by the system i1s prepared, and each code
word 1n the list 1s analyzed to determine 1ts neighbor words. A
neighbor word 1s the code word that 1s read by the system if a
dominant error occurs during the reading or transmission of
the code word under analysis. In addition, the code words
may be grouped according to code words that are interdepen-
dent on one another. A code word 1s interdependent with
another code word if one of the code words 1s a neighbor of
the other, or 1s related to the other code word because they are
part of the same web or chain of neighbor words. Also, a
maximum tolerable deviation range between a user value as
encoded and a user value as decoded should be determined. If
any group of code words includes a word that 1s directly
interdependent with (i.e. 1s a neighbor of or to) a number of
neighbor words greater than two times the range of the maxi-
mum tolerable deviation between the user value as intended
and the user value as received, a code word or words 1s
removed from the coding scheme. The particular code word
or words removed 1s chosen so that the requirement that no
one code word 1s a neighbor of or to more than two times the
maximum tolerable deviation range 1s met without removing
more code words than i1s necessary. The code words may
again be grouped according to code words that are interde-
pendent. Fach code word 1n a group of code words may then
be assigned a user value such that 1f a dominant error causes
a first code word to be read as a second code word, the
difference between the user value of the intended code word
1s within the range of tolerable deviation from the user value
of the code word that was read. Any code words not belonging
to any group may be assigned to any remaining user values.

According to one embodiment of the present invention, a
plurality ofuser values may be assigned to a single code word,
so long as the user values are within the maximum tolerable
deviation between user values established for the system.

According to another embodiment of the present invention,
a first dominant error event for a communication channel 1s
identified. A range of user values corresponding to a maxi-
mum tolerable user value error 1s also determined. Next, a
first user value 1s assigned to a first code word. A second user
value, within the maximum tolerable user value error from the
first user value 1s assigned to a second code word. The second
code word 1s the word that 1s read as a result of the occurrence
of the first dominant error upon the transmission of the first
code word across the communication channel. In addition, a
third user value may be assigned to a third code word. The
third user value 1s, according to an embodiment of the present
invention, outside of the range of user values corresponding
to a maximum tolerable user value error. Furthermore, the
first code word 1s not read as the third code word 11 the first
dominant error occurs.

According to still another embodiment of the present
imnvention, a second dominant error for the communication
channel 1s identified. A user value may be assigned to the
second code word that results 11 the second dominant error
occurs during transmission of the first code word. According
to the present invention, the user value assigned to the second
code word should have a value that 1s within the range of
maximum tolerable user value error from the first code word.

According to a further embodiment of the present imnven-
tion, an apparatus having or using data encoded according to
an error minimizing scheme 1s provided. The apparatus
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includes a channel that 1s subject to at least a first dominant
transmission error. The apparatus further includes a decoder
in which a first code word 1s read as a second code word upon
an occurrence of the first dominant error. The second code
word has a user value that 1s within a range of user values
corresponding to a tolerable amount of error 1n the apparatus
from the first code word. According to still another embodi-
ment of the present invention, the occurrence of the first
dominant transmission error does not result 1n the first code
word being read as any code word that 1s outside of the range
ol tolerable error 1 user values.

Based on the foregoing summary, a number of salient fea-
tures of the present invention are readily discerned. A method
for providing a high efliciency, error minimizing code 1s
provided. The method enables a system having a dominant
error or errors and that can tolerate at least some deviation
between user values or data as stored or transmitted and user
values or data as read or received to operate with high effi-
ciency. Furthermore, the method of the present invention
allows the maximum deviation between user values or data as
stored or transmitted and user values as read or received due
to a dominant error to be constrained to a chosen deviation
amount. In addition, the present invention provides an appa-
ratus 1n which errors 1n the transmission or reading of user
values or data results 1n user values that are within a defined
maximum tolerable deviation. The apparatus achieves this
without requiring the use of redundant data.

Additional advantages of the present nvention waill
become readily apparent from the following discussion, par-
ticularly when taken together with the accompanying draw-
Ings.

BRIEF DESCRIPTION OF THE DRAWINGS

FI1G. 1 1s a top view of a conventional computer disk drive,
with the cover removed;

FIG. 2 1s a block diagram depicting the relationship
between an original signal, a communication channel and a
received signal;

FIG. 3 1s a flowchart 1llustrating the implementation of a
high efficiency, error minimizing coding scheme 1n accor-
dance with an embodiment of the present invention;

FI1G. 4 1llustrates a five bit code and the neighbor words that
occur as a result of exemplary first and second dominant
€ITOrs;

FIGS. SA-SF 1illustrate groups of interdependent code
words from the example 1n FIG. 4;

FIGS. 6A-6F 1illustrate groups of interdependent code
words aiter the elimination of problematic code words from
the example of FIG. 4;

FIGS. 7TA-7F illustrate groups of user values correspond-
ing to groups ol interdependent code words illustrated 1n
FIGS. 6 A-6F;

FIG. 8 1s a table 1llustrating an example coding scheme in
accordance with an embodiment of the present invention; and

FI1G. 9 15 a table 1llustrating an example coding scheme in
accordance with another embodiment of the present mven-
tion.

DETAILED DESCRIPTION

With reference now to FIG. 2, the relationship between an
original signal 200, a communication channel 204 and a
received signal 208 is illustrated. In general, the original
signal 200 1s subject to alteration by the communication chan-
nel 204 to result 1n a received signal 208 that 1s not 1dentical
to the original signal 200. As will be appreciated by those of
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ordinary skill in the art, the original signal 200 may be a signal
read from storage, or a signal provided for transmission. As
will further be appreciated by those of ordinary skill in the art,
the communication channel 204 may comprise any apparatus
for conveying information. Examples of communication
channels 204 include voice data transmission systems, such
as the plain old telephony system, a wireless communication
channel for transmitting voice or data, a computer network, or
a read element in combination with a detector, such as the
transducer head 124 of a disk drive 100 in combination with
a detector included as part of the disk drive channel 138.

According to the present invention, communication chan-
nel 204 must be subject to an 1dentifiable dominant error or set
of errors. A dominant error 1s an error having a high probabil-
ity of occurrence. In particular, a dominant error has a much
higher probability of occurrence than a non-dominant error.
More particularly, a dominant error has a higher probabaility
of occurrence than a random error. Furthermore, a dominant
error 1s distinct from a random error in that the effect of an
occurrence of a dominant error has a particular and 1dentifi-
able effect.

With reference now to FIG. 3, an 1in1tial step 1n producing a
code 1 accordance with the present invention 1s to determine
the size of the code space (step 300). In general, the code
space of a system 1s equal to the base or radix (r) of the number
system used to the q” power (r7), where q is the number of
digits supported by the code. For example, a system that 1s
binary and that uses g number of bits 1n each word has a code
space of 2 7. The code space of the system 1s mnitially equal to
the data space, as at this point 1t 1s assumed that all of the code
space 1s available for association with user values or data.

Another 1mnitial step in preparing a code 1n accordance with
the present invention 1s to determine the dominant error
events 1n the system, and the effect that occurrence of each of
the dominant error events has on the code words (step 304). In
particular, those code words that are susceptible to being
altered by the occurrence of a dominant error are identified. If
the system 1s capable of transmitting code words sequentially,
the effect of dominant error events on the code words must be
determined when the code word 1s concatenated with other

code words, as well as when the code word 1s transmitted
across the channel singly.

As yet another 1mitial step, the maximum tolerable devia-
tion between a user value as written or transmitted and that
user value as read or recerved 1s determined. According to the
present mnvention, alterations to code words due to dominant
errors result in recerved signals 208 having values that are the
same or close (1.e. within the maximum tolerable deviation) to
the values of the original signals 200. In general, the greater
the range of tolerable deviation, the more efficient the code
scheme can be. That 1s, usually fewer code words will need to
be eliminated as valid code words, as will be explained 1n
greater detail below, if the maximum tolerable deviation 1s
relatively large.

Following the mitial steps 300, 304 and 308, which can be
taken in any order, the code words that are susceptible to
alteration by the 1dentified dominant errors are placed into
groups ol interdependent code words (step 312). In general,
groups ol mterdependent code words are formed from code
words that are neighbor words or that are related to one
another through one or more neighbor words. A first code
word 1s a neighbor of a second code word 11 the occurrence of
one or more dominant errors 1n the communication channel
204 causes the first code word to be read or recerved as the
second code word. In developing a code 1n accordance with
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the present 1nvention, 1t 1s convenient to develop state dia-
grams consisting ol interdependent code words, as will be
explained below.

As a next step, the maximum tolerable deviation between
user values as written and user values as recetved may be
multiplied by two to determine the maximum number of code
words that can directly interdepend with any one code word
(step 316). Code words are directly interdependent 11 one
code word 1s the neighbor of another code word. If this maxi-
mum number of directly interdependent code words 1s
exceeded, code words are removed from the code space so
that no code word having more than this number of directly
interdependent code words remains in the code space.

User values are then assigned to the code words such that
the occurrence of a dominant error 1n the transmission of an
original signal 200 results 1n a recetved signal 208 that 1s
within the maximum tolerable deviation of the original signal
(step 320). In this way, the occurrence of a dominant error 1n
the communication channel 204 results 1n a user value that 1s
acceptably close to the user value of the original signal 200.
Accordingly, the coding scheme constrains the effect of
dominant errors 1n a communication channel 204, such that a
usetul user value 1s provided to the system despite the occur-
rence ol a dominant error or errors. Furthermore, the coding
strategy of the present invention achueves this without requir-
ing the use of redundant bits.

As an example of dominant errors, the channel 204 of a
system using a five bit binary code space may have a first
dominant error event that transforms an original signal 200 of
10001 to a recerved signal 208 of 10101. That 1s, the first
dominant error, according to this example, results in flipping
the middle of three bits having a value of zero and bounded on
either side by bits having a value of 1. In addition, the channel
204 of the system may have a second dominant error that
transforms an original signal 200 of 01110 to a received
signal 208 of 01010. That 1s, the second dominant error
results 1n the tlipping of the middle bit when three bits having,
a value of one are bounded on either side by bits having a
value of 0.

Where code words are capable of being transmitted in
series, the effect of dominant error events must be considered
for each code word when it 1s concatenated with any other
code word. For example, a code word having an original
signal equal to 00011, having a decimal equivalent of 3, can
be read as recerved signal 01011, having a decimal equivalent
of 11, when a code word ending 1n 1 precedes the original
signal and the first dominant error event occurs. Likewise, a
received signal of 00010 can result when the original signal of
00011 1s followed by a code word having a first bit equal to 1
and a second bit equal to 0 and the second dominant error
event occurs. In addition, an original signal of 00011 can
result 1n a received signal of 01010 11 the code word 1s pre-
ceded by another code word ending in one and the first domi-
nant error occurs, and 1s followed by a code word beginning,
with the bits 10 and the second dominant error also occurs.

With reference now to FIG. 4, a five bit code having user
values equal to the decimal equivalent of the binary code 1s
illustrated. In particular, column 1 illustrates user values 400
and the second column contains the binary code decimal
equivalent 404 for each code word 408. According to the code
illustrated 1n FIG. 4, the user values 400 are equal to the
binary code decimal equivalents 404 of the code words 408.
The third column contains the code words 408 in binary code.
The fourth column 412 1dentifies the user values 400 of neigh-
bor words for each code word 408. For the code 1llustrated in
FIG. 4, the communication channel 204 of the system 1s
assumed to have two dominant errors, 1n which the first domi-
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8

nant error transforms an original signal 200 of 10001 to a
received signal 208 of 10101, and 1n which a second dominant
error transforms an original signal 200 0o 01110 to a recerved
signal 208 of 01010. Given these two dominant errors, none
ol the code words has more than three neighbors 412. The last
column 1n FIG. 4 shows the maximum variance 416 between
the user value 400 of the original signal 200 and the user value
400 of the received signal or signals 200.

As 1s evident from the maximum variance 416 values for
the code illustrated 1n FIG. 4, certain of the code words 400
may be transformed by the occurrence of a dominant error
into a neighbor code word having a user value 400 that 1s 16
less or 17 more than the user value 400 of the original code
word. For example, an original signal 200 having a binary
code 408 of 11011 and a user value 400 of 27, may be
transformed into a received signal 208 having a binary code
408 0101010 and a user value 400 of 10 if 1t 1s preceded by a
code word ending 1n 01 and the second dominant error then
occurs. Similarly, an original signal 200 having a binary code
408 of 00100 and a user value 400 of 4 may be transformed
into a received signal 208 having a binary code 408 of 10101
and a user value 400 of 21 11 1t 1s preceded by a code word
ending 1n 10 and succeeded by a code word beginning 1n 01,
and the first dominant error of the communication channel
204 occurs twice.

With reference now to FIGS. 5A-5F, groups of interdepen-
dent code words tfrom the example code 1llustrated in FIG. 4
are shown. As depicted in FIGS. SA-5F, the groups of inter-
dependent code words may be considered as state diagrams,
in which movement within the group results from the occur-
rence of one or both of the dominant error events for the
system. In general, the groups depicted 1n FIGS. 5A-5F are
formed by grouping code words and their related directly
interdependent code words (1.e. neighbor words) to form a
larger group of interdependent code words.

With reference now to FIG. SA, 1t can be seen that an
original signal 200 that includes any one of eight different
binary codes 408 can result 1n a received signal 208 having a
binary code decimal equivalent 404 o1 10. Similarly, as shown
in FIG. 5B, any one of e1ght different binary codes 408 can be
altered 1n the channel 204 by the occurrence of one or more of
the dominant events so that the received signal 208 has a
binary code decimal equivalent 404 of 21. As illustrated in
FIGS. 5C-5F, the occurrence of a particular code word 408 as

an original signal 200 may result 1n a corresponding other
received signal 208 upon the occurrence of certain of the
dominant error events.

According to the present example, the maximum tolerable
deviation between user values 1s assumed to be one. There-
fore, no valid code word 408 may have more than two other
code words 408 that are directly interdependent with 1t. As
stated previously, binary codes 408 are considered to be
directly interdependent with one another 11 a first of the code
words 408 may be altered by the occurrence of a dominant
error 1n the communication channel 204 such that the
received signal 208 1s the second of the code words 408.

Because the groups 1llustrated in FIGS. SA and 5B each
have code words that directly interdepend with more than two
other code words, 1t 1s necessary to remove code words until
this no longer the case. As can be appreciated by considering
the groups illustrated 1n FIGS. 5A and 5B, removing the code
words 408 having binary code decimal equivalents 404 of 10
and 21, respectively, would ensure that no single code word
408 was directly interdependent with more than two other

code words 408.
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With reference now to FIGS. 6 A-6F, the groups of inter-
dependent code words remaining after the code words 408
having binary code decimal equivalents 404 of 10 and 21
were removed are 1llustrated. In particular, it can be seen that
removing the binary code having a decimal equivalent 404 of
10 results 1n a chain of code words 408 1n which the greatest
number of code words directly interdependent with any one
code word 1s two. (FIGS. 5A and 6A). That 1s, no one code
word 408 has more than two neighbor words. Likewise, the
removal of the code word having a decimal equivalent 404 of
21 from the second group results 1n a chain of code words 408
in which no more than two code words directly interdepend
with any one code word (FIGS. 5B and 6B). It will further be
noted that FIGS. 5C-5F are 1dentical to FIGS. 6C-6F. This 1s
because the groups illustrated in FIGS. SC-5F had no code
words with which more than two other code words interde-
pended, and therefore no code words within those groups
were removed from the code space.

As explained above, according to one embodiment of the
present invention, user values 400 must next be allocated to
the code words remaiming 1n the code space. In particular, user
values 400 should be allocated such that the occurrence of one
or more dominant errors during the transmission of an origi-
nal signal 200 results 1n a received signal 208 having a user
value within the maximum tolerable deviation of the user
value of the orniginal signal 200.

With reference now to FIGS. 7TA-7F, examples of how user
values 400 may be assigned to the code words included 1n the
groups 1illustrated in FIGS. 6A-6F 1s shown. In general,
because in the present example the maximum tolerable devia-
tion 1s one user value, the user values are assigned in linear
series such that movement among the states of each group due
to the occurrence of one or more dominant errors results 1n a
received signal 208 that 1s within the maximum tolerable
deviation.

With reference now to FIG. 8, the user values 800, binary
code decimal equivalents 804, and binary codes 808 incorpo-
rating the assignment of user values shown in FIGS. 7A-TF to
the groups of binary codes shown in FIGS. 6 A-6F are illus-
trated. For those code words 808 that did not appear as part of
a group ol interdependent code words (FIGS. 6 A-6F), the
assignment of user values 800 may be random. In column
812, the neighbors, 1n terms of user value 800, 1s noted for
cach code word 808. The maximum variance for the code
words 808 having neighbors 812, 1n terms of the difference in
user values, 1s summarized in column 816. From FIG. 8, itcan
be appreciated that the maximum user value variance 816
between an original signal 200 and a recerved signal 208 due
to the occurrence of one or more of the dominant events
identified for the communication channel 204 of the system 1s
+/—1. Accordingly, the maximum variance in the user value
800 has been constrained to the maximum tolerable variance
defined for the system.

In the example code illustrated 1n FI1G. 8, two code words
were eliminated 1n order to achieve the desired maximum
tolerable deviation. As a result, 30 user values 800 are avail-
able, vielding an effective code space of log, (30)=4.9 bits.
This compares to a code space consisting of 12 valid code
words resulting 1n a log, (12)=3.35 bit code space if the code
words susceptible to alteration due to the occurrence of a
dominant error were removed from the initial code illustrated
in FIG. 4.

According to one embodiment of the present invention, the
ability of the system to tolerate at least some deviation
between the original signal 200 and the received signal 208
may be used to increase the efficiency of the code scheme. For
example, up to two user values may be assigned to any one
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code word within the example system discussed 1n connec-
tion with FIGS. 4-8. Therefore, by reordering the code illus-
trated 1n FIG. 8, the effective code space can be increased to

log, (32)=5 bits. An example of such a reordering i1s 1llus-
trated i FIG. 9, which contains 32 user values 900 (0-31)

allocated among the 30 available binary codes 904. In par-
ticular, the reordered code 1llustrated in FIG. 9 allocates the
code word 808 having a decimal equivalent of 30 to user
values 900 28 and 29, and the code word 908 having a decimal
equivalent of 31 to user values 900 30 and 31. For each of the
user values 900 having a shared binary code 908, the shared
value 1s listed as a neighbor 912. However, 1t will be noted that
the maximum variance 916 remains at +/—-1. Accordingly, the
number of user values 900 equals the number of possible
binary codes 908 for maximum eificiency, without violating
the selected maximum tolerable deviation. Furthermore, as
with the code illustrated in FIG. 8, the maximum tolerable
deviation 1s maintained at the desired level, even when the

dominant errors of the system occur, without requiring the use
of redundant bits.

It will also be noted that the additional user values added 1n
FIG. 9 are at the upper range of those user values 900. This 1s
advantageous because, values 28 and 29 are, according to the
illustrated coding scheme, indeterminate from one another, as
are user values 30 and 31. This ensures that the maximum user
value 1naccuracy mtroduced by assigning two user values to a
single code word 1s as small as possible, as the smallest
percentage change between user values occurs at the upper
range of those values.

Although the foregoing discussion has been in terms of
integer user values, the present invention 1s not so limited. In
particular, any numerical increment or non-numeric value
may be assigned to the user values. Furthermore, when deter-
mining the maximum number of neighbor words that any one
code word can have, that number can be determined by con-
verting the maximum tolerable deviation to an equivalent
distance between code words and multiplying by two.

From the above description, 1t can be appreciated that the
present invention may be used 1n connection with any num-
bering system. Therelore, 1t can be applied 1n connection with
m-ary codes, and 1s not limited to binary codes such as those
in the examples given above.

Furthermore, it should be appreciated that the present
invention may be used 1n connection with any system used 1n
the transmission of data that 1s characterized by having domi-
nant errors, and that can tolerate at least some deviation
between an original signal and a received signal.

According to the present invention, a method and apparatus
concerning a high efficiency, error minimizing code are dis-
closed. In particular, the present invention provides for a high
elficiency code scheme that does not require the use of redun-
dant characters.

The foregoing discussion of the invention has been pre-
sented for purposes of 1illustration and description. Further,
the description 1s not intended to limit the invention to the
form disclosed herein. Consequently, variations and modifi-
cations commensurate with the above teachings, within the
skill and knowledge of the relevant art, are within the scope of
the present imvention. The embodiments described herein-
above are further intended to explain the best mode presently
known of practicing the invention and to enable others skilled
in the art to utilize the invention 1n such or i other embodi-
ments and with various modifications required by their par-
ticular application or use of the invention. It 1s intended that
the appended claims be construed to include the alternative
embodiments to the extent permitted by the prior art.
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What 1s claimed 1s:
1. A method of encoding data 1n digital communication
systems for reducing effect of errors comprising the steps of:
providing a communications channel having a circuit at
first and second ends of the communications channel
and a code space with a plurality of code words;
determining dominant error events for said communica-
tions channel including effects of said dominant error
events on said code words 1n said code space;
assigning user values to said code words 1n said code space;
determining a maximum tolerable deviation between user
values submitted to transmission at [a] #4e first end of
said communications channel and corresponding user
values as received at [a] tke second end of said commus-
nications channel;
forming groups of interdependent code words 1n said code
space based on said dominant error events;
multiplying the maximum tolerable deviation by two to
obtain a maximum number of code words, that may
directly interdepend with any code word;
removing code words from said code space, so that no code
words having more than M directly interdependent code
words remain 1n said code space.
2. The method of claim 1 further including the step of:
reassigning user values to the non-removed code words,
such that occurrence of a dominant error results in a
received user value that 1s within the maximum tolerable
deviation for all user values assigned to the non-removed
code words.
3. The method of claim 2 including the steps of:
reassigning two or more user values to one code word.
4. The method of claim 1, wherein said code words are
expressed as m-ary code.
5. The method of claim 1, wherein said communications
channel comprises a channel of a computer disk drive.
6. A method of encoding data 1in digital communication
systems for reducing effect of errors comprising the steps of:
providing a communications channel having a circuit at
first and second ends of the communications channel
and a code space with a plurality of code words;
determining a dominant error event for said communica-
tions channel including effects of said dominant error
event on said code words 1n said code space;
assigning user values to said code words 1n said code space;
determining a maximum tolerable deviation between user
values submitted to transmission at [a] #4e first end of
said communications channel and corresponding user
values as received at [a] tke second end of said commus-
nications channel;
forming groups of interdependent code words in said code
space based on said dominant error event;
multiplying the maximum tolerable deviation by two to
obtain a maximum number of code words, M, that
directly interdepend with any code word;
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removing code words from said code space, so that no code
words having more than M directly interdependent code
words remain 1n said code space.

7. The method of claim 6 further comprising;:

determining a second dominant error event for said com-

munications channel.

8. The method of claim 6 further including the step of:

reassigning user values to the non-removed code words,

such that occurrence of a dominant error results in a
recerved user value that 1s within the maximum tolerable
deviation for all user values assigned to the non-removed
code words.

9. The method of claim 8 including the steps of:

reassigning two or more user values to one code word.

10. The method of claim 6, wherein said code words are
expressed as m-my code.

11. The method of claim 6, wherein said communications
channel comprises a channel of a computer disk drive.

12. The method of claim 6, wherein said communications
channel can tolerate a difference between a user value as
transmitted and a user value as received.

[3. An apparatus for encoding data comprising:

a decoder circuit configured to

communicate data that is encoded using a code space
having a plurality of code words that are correlated to
user values;

determine dominant ervvorv events and an effect of the
dominant error events on the code words in the code
space;

identify groups of interdependent code words in said
code space based on the effect of the dominant evvor
events on the code words;

determine a limit for the number of code words in the
identified groups;

modify the code space by removing code words from said
code space based upon the determined limit and the
identified groups; and

communicate data that is encoded using the modified
code space.

14. The apparatus of claim 13, wherein the decoder civcuit
is configured to communicate with a storage circuit and
wherein the determined dominant error events include domi-
nate ervor events associated with memory accesses to the
storage circuit.

15. The apparatus of claim 13, further including a non-
volatile storage circuit that is linked to the decoder circuit
over a communications channel and wherein the dominant
error events are associated with diffevences between user
values stored in the storage circuit and user values deter-
mined from code words received at the decoder circuit.

16. The apparatus of claim 13, wherein the decoder circuit
is configured to assign user values to the code words of the
modified code space as a function of differences in the user
values and the identified groups.
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