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1

METHOD AND SYSTEM FOR OPTIMALLY
SERVING STATIONS ON WIRELESS LANS
USING A CONTROLLED
CONTENTION/RESOURCE RESERVATION
PROTOCOL OF THE IEEE 802.11E
STANDARD

Matter enclosed in heavy brackets [ ]| appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue.

This application claims the benefit of the filing date of

Provisional Application Serial No. 60/335,504, filed Oct. 31,
2001, entitled “Methods For Allocating Controlled Opportu-

nities In A Mediaplex Controlled Interval™, assigned to the
same assignee as that of the present invention and fully incor-
porated herein by reference.

BACKGROUND OF THE

INVENTION

1. Field of the Invention

This invention relates to wireless communication methods
and system. More particularly, the invention relates to a
method and system for optimally serving stations on Wireless
LLANs using a Controlled Contention/Resource Reservation
protocol of the IEEE 802.11¢ standard.

2. Description of the Prior Art

IEEE 802.11 1s a standards body developing Wireless
Local Area Network (WLAN) Standards [802.11, 802.11a,
802.11b]. Recently, that body has started development of a
supplement that would specity the support of Quality of Ser-
vice (QoS) within 802.11 WL ANSs. This work 1s being carried
out by the 802.11e Task Group, and the most current drait of
the QoS extensions being developed (as of the writing of this
application) can be found 1n [802.11¢]. A set of protocols has
been proposed for use 1n 802.11(e) based on centralized con-
trol of the wireless media. In this protocol set, during speci-
fied periods of time called Contention Free Periods (CEPs)
and Contention Free Bursts (CFBs), STATIONs (STA) may
only use the wireless medium when granted permission from
the Hybrid Coordinator (HC). The HC 1s responsible for
allocating bandwidth on the wireless medium and ensuring
that QoS needs are met. The HC generally grants the use of
the medium to a STA by polling 1t. This transfers control of
the medium to that STA for a limited period of time. Control
of the medium must then revert to the HC.

A problem which 1s addressed within the 802.11¢ draft 1s
how to make the HC aware of changing bandwidth needs for
the STA 1t serves. A protocol included 1n 802.11¢ for doing,
this was first proposed in [00/33] to the 802.11 communaity.
The protocol 1s termed the Contention Control/Resource Res-
ervation (CC/RR) protocol. In this protocol, the HC grants the
medium for use by Resource Reservation (RR) frames by
transmitting a Contention Control (CC) frame. Only RR
frames may be transmitted during the time period specified by
the CC frame. This time period 1s called the Controlled Con-
tention Interval (CCI). The RR frames detail the bandwidth
needs of the STA transmitting them. Several parameters for
the CCI are specified by the CC frame. These include a
Permission Probability (PP), the number of Controlled Con-
tention Opportunities (CC_OPs), and a set of flags indicating,
which Trailic Categories (TC or Priorities) may compete for
the medium with RR frames during an upcoming CCI. The
protocol states that when a STA recerves a CC message and
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2

wishes to send a RR for an appropniate TC, 1t will chose a
random number between O and 1. If the random number i1s less

than or equal to the PP value, the STAs 15 permitted to transmit
the RR. It then randomly selects a CC_OP 1n which to trans-
mit (Note: the current draft o1 802.11.¢ has eliminated the PP
value, so STAs transmit a RR during a CCI whenever a
permitted TC has one to transmit). Since other STAs may be
transmitting RR frames, there 1s a possibility that multiple
RRs will be transmitted in a CC_Op, and none will be
received correctly (though 1t 1s possible due to RF capture
elfects one will be correctly recerved despite the contention).
Such a CC_OP would be considered collided or “busy”. If
only one RR 1s transmitted 1n the CC_Op, 1t most likely will
be recerved correctly (although, due to interference or noise
on the wireless medium or propagation 1ssues it 1s possible, 1t
will be lost anyway). And finally, some CC_OPs will not
contain any RR, and 1n some sense those “empty” CC_OPs
waste bandwidth on the medium.

While [00/331 and 802.11e¢ detail the overall protocol,
required frame formats, and how the transmitted CC param-
cters are used by the STA, there 1s no detail on how the key
parameters are determined and set by the HC. What 1s needed
in the art are methods which advantageously set the param-
eters for the CC/RR protocol so as to optimize performance
for efficient use of the medium.

SUMMARY OF THE INVENTION

Wireless LANs operating under the IEEE 802.11(e) pro-
tocol include an Access Point serving a plurality of Mobile
STAs (MS). The protocols provide centralized control of the
wireless media during specified periods of time called Con-
tention Free Periods (CFPs) and Contention Free Bursts

(CFBs). A Hybrid Coordinator (HC), typically co-located
with the Access Point, allocates bandwidth among the MS
contenders. The HC regularly transmits Contention Control
(CC) frames, which 1nitiate Controlled Contention Intervals
(CCI) having a selected number of slotted intervals. The HC
receives Resource Reservations (RR) detailing bandwidth
needs from the MS contenders during a specified time interval
of the CC called the Controlled Contention Interval (CCI).
Each CCI has several parameters including a number of slots
or Controlled Contention Opportunities (CC_OP), an
optional Permission Probability (PP) and a set of flags indi-
cating which Traflic Categories (1C) may compete for the
CC_OPs. When an MS contender receives a CC, an RR 1s
transmitted which specifies the bandwidth needs of the MS
contender and 1s assigned a CC_OP slot 1f 1t succeeds 1n
drawing a random number less than the PP. Since other MS
contenders may be transmitting RR frames, there 1s the pos-
sibility of collision and none will be received 1n the CCI,
which wastes bandwidth, or some CC_OP or slots may not
contain a RR, which also wastes bandwidth. An algorithm
sets the CCI parameters to optimize efficient use of the
medium and reduce access delays for RR frames contending
for the wireless medium. Elficient use 1s defined in terms of
network service time or bandwidth utilization. The algorithm
assumes: First, each CCI contains at least one slot or CC_QOP;
second, there 1s no limit or at least a large limit on the number
of CC_OPs 1n a CCI; third, perfect knowledge or an estimate
of the number of contenders 1s available. The algorithm stores
the value (a) Max_Empty_CCI defined as a selected number
of Empty_CClIs to end the cycle for serving contenders and
(b) Max_Contendr defined as the maximum number of con-
tenders the HC desires to serve 1n a single CCI. In step 1, a
counter Empty_(CC 1s set to 0. Step 2 estimates the number of
contender based on prior CCI results and traific models. Step
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3 conducts a test to determine 1f the number of contenders 1s
lessthan 1. A “no” condition resets the Empty_CCI counter to

0. A “yes” increments the Empty_CCI counter. Step 3 trans-
ters to Step 4 which starts a test: Cntndrs>than the stored
Max_Cntndrs. A “yes” calculates a Permission Probability
Max_Cntndrs/Contender m  step 3  and  sets
Cntndrs=Max_Cntndrs. A “no” condition indicates a Permis-
sion Probability of 1. Both Steps 4 and 5 transfer to Step 6
which Determines Optimum CC_OPs and approximates the
overhead as 1 or 2 slots. Step 6 transfers to Step 7 which
performs a test” CC_0OPs<1. A “yes” condition sets CC_OPs
to +1 and transfers to Step 8. A “no” condition also transiers
to Step 8 which conducts a test:
Empty_CCI<Max_Empty_CCI. If “no” the process ends,
and 11 “yes” the CCI 1s conducted and the process iterates
returning to Step 2.

One aspect of the mvention sets the number of slots or
CC_OPs equal to the number of contending STAs where the
elficiency 1s calculated on a slot basis or on an overall CCI
basis, not taking into account overhead or the number of slots
required to report results to the STA. The efficiency 1s lowered
when taking into account overhead where the overhead 1s
assumed to be one or two slots.

Another aspect uses multiple concatenated CCls, which
maximizes efficiency where every CCI uses the optimum
number of slots for the number of contenders 1n existence.

Another aspect estimates the number of MS contenders
based on prior CCl results or contender arrival rates where the
number ol contenders may be estimated as two times the
number of busy slots 1n the last CCI which 1s increased by the
predicted contender arrivals since the last CCI.

Another aspect calculates a permission probability to limait
the expected number of contender 1n a CCI given the number
of contenders and maximum allowed number of slots and
limits the number of contenders based on the calculated prob-

ability.

DESCRIPTION OF THE DRAWINGS

The mvention will be further understood from the follow-
ing detailed description of a preferred embodiment taken 1n
Conjunction with an appended drawing, 1n which:

FIG. 1 1s a representation of a Wireless LAN using the
IEEE 802.11 (e) protocol and incorporating the principles of
the present invention;

FIG. 2A 1s a representation of the CC/RR protocol imple-
mented 1n the Wireless LAN of FIG. 1;

FIG. 2B 1s a representation of a Controlled Contention
Interval 1n the CC/RR protocol of FIG. 2A;

FI1G. 2C 1s arepresentation of a reservation request frame in
the CC/RR protocol of FIG. 2A;

FIG. 3 1s a graph of a single CCI servicing 95% of MS
contenders:

FIG. 4 1s a graph of per Slot Probability of Success versus
the Number of Slots;

FIG. 5 1s a table of the Probability of a Given number of
Successes with 4 Slots and a Given Number of Contenders;

FIG. 6 1s a table of CCI efficiency for a Given Number of
Slots and Contenders without Overhead;

FI1G. 7 1s a table of CCI efficiency for a Given Number of
Slots and Contenders with One Slot Overhead;

FIG. 8 1s a table of CCI efficiency for a Given Number of
Slots and Contenders with two Slot Overhead;

FI1G. 9 1s a table of overall multi-CClI efficiency for a Given
number of Contenders with optimum Slot Allocation;

FIG. 10 1s a flow diagram for estimating the number of

Contenders 1n the Wireless LAN of FIG. 1; and
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FIG. 11 1s a flow diagram for optimally serving contenders
in the Wireless LAN of FIG. 1 using the CC/RR protocol of

IEEE 802.11 (e).

DESCRIPTION OF PREFERRED EMBODIMENT

Before describing the present invention, a brief review of
the IEEE 802.11 Wireless LAN Standard 1s believed appro-
priate for a better understanding of the invention.

The IEEE 802.11 standard defines over-the-air protocols
necessary to support networking in a local area. The standard
provides a specification for wireless connectivity of fixed,
portable and moving STAs within the local area. The logical
architecture of the 802.11 standard comprises a Medium
Access Control (MAC) layer interfacing with a Logical Link
Controller (LLC) and providing access control functions for
shared medium physical layers. The primary service of the
802.11 standard 1s to deliver Medium Access Control Service
Data Units (MSDU) between the LLC 1n a network interface
card at a STA and an access point. Physical layers are defined
to operate in the 2.4 GHz ISM frequency band with frequency
hopping or Direct Sequence (DS) modulation. Other physical
layers are also defined. The MAC layer provides access con-
trol functions for shared medium physical layers in support of
the logical link control layer.

The medium used by WLANSs 1s often very noisy and
unreliable. The MAC implements a frame exchange protocol
to allow the source of a frame to determine when the frame
has been successtully delivered at the destination. The mini-
mal MAC frame exchange consists of two frames: a frame
sent from the source to the destination and an acknowledge-
ment from the destination that the frame was received cor-
rectly. Multicast frames are not acknowledged. The MAC
recognizes five timing intervals. Two intervals are determined
by the physical layer and include a short interframe space
(SIFS) and a slot time. Three additional intervals are built
from the two basic intervals: a PCF interirame space (PIFS),
a distributed 1nterframe space (DIFS) and an extended inter-
frame space (EIFS). The PIFS is equal to the SIFS plus one
slot time; the DIFS 1s equal to the SIFS plus two slot times; the
EIFS 1s much larger than any of the other intervals. I present,
a point coordination function (PCF) uses a poll and response
protocol to remedy contention for the medium. The point
coordinator (PC) located 1n the access point regularly polls
STAs for traffic while delivering traffic to the STAs. The PCF
makes use of the PIFS to seize and maintain control of the
medium. The PC begins a period of operation called the
contention free period (CFP). The CFP alternates with a con-
tention period (CP) where normal distributed control func-
tions operate.

A combination of both physical and virtual carrier sense
mechanisms enable the MAC to determine whether the
medium 1s busy or idle. If the medium 1s not 1n use for an
interval of DIFS, the MAC may begin transmission of a frame
iI back-oil requirements have been satisfied. If a back-off
requirement exists, the time when the medium 1s 1dle after
DIES 1s used to satisiy it. If either the physical or virtual
carrier sense mechanism indicate the medium 1s 1n use during
the DIFS interval, the MAC remains 1dle (defers) and waits
for the medium to clear. Periodically, a beacon frame 1s trans-
mitted by the PC after gaining access to the medium using
PIFS timing.

After the PC has control of the medium, traffic 1s delivered
to STAs 1n its network and STAs deliver traflic, 11 polled,
during the contention-free period. The PC also sends a con-
tention-iree poll (CF-POLL) frame to those STAs that have
requested contention-free service. A requesting STA may




US RE43,705 E

S

transmit one frame for each CF-POLL received. The STA
responds with a null data frame i1 there 1s no tratfic to send. A
frame sent from the STA to the PC may include an acknowl-
edgement of a data frame just received from the PC. The PC
may use a minimal spacing of SIFS between frame sequences
when the CFP 1s in progress. When a PC sends a data frame to
a STA, a responding frame includes an acknowledgement
using a SIFS interval between the data and Acknowledgement
frame. When a PC sends a poll frame, minimally a null data
frame must be sent in response to the PC, again using the SIFS
timing. Acknowledgments and polls may be “piggybacked”
on data frames, permitting a wide variety of allowed frame
sequences. The PC may transmit its next frame if a response
was not mitiated before a PIFS interval expires, or may back-
off 11 1t so desires.

Further details on the 802.11 standard are described 1n the
text “Wireless LANs—Implementing Inter-Operable Net-
works by I. Gyer, published by Macmillan Technical Publish-
ing, 1999 (International Standard Book No. 1-57870-081-7)
and The IEEE 802.11 Handbook—A Designer’s Companion
by R. O’Hara and A. Petrick, published by the IEEE, New
York, N.Y., 1999 (ISBN 07381-1855-9).

Now turning to the description of the mvention, FIG. 1
discloses a WLAN 100 implementing the IEEE 802.11(¢)
standard (Unpublished) which defines MAC procedures to
support LAN applications with Quality of Service (QoS)
requirements, including the transport of voice, audio and
video over IEEE 802.11 wireless LANs. The IEEE 802.11(¢)
standard modifies existing and includes new definitions relat-
ing to the IEEE 802.11 standard. The description of the pre-
terred embodiment will be based on the 802.11(e) definitions
upon which the invention 1s based. A description of the dif-
terences between the 802.11 and 802.11(e) definition 1s not

necessary for an understanding and appreciation of the inven-
tion.

The WLAN 100 includes MS 101, 102 and 103 which
serve as a Basic Service Set (BSS) and are air-linked 104 to an
access pomnt 105 via an Unlicensed National Information
Infrastructure (U-NII) band, as in one embodiment, or 1n
other frequency bands consistent with the requirements of
802.11 (e). The access point 105 or a wireless local bridge
interfaces the BSS with a wired path 107 linked to a wired
network 111 (e.g., PSTN) which in turn may be linked to
other networks, e.g., the Internet. The access point 105 may
be linked to other access points 105“ . . . 105" in an Extended
Service Set (ESS) via wired paths 113 and 115 (or via a
wireless path). The text Wireless LANs Implementing Inter-
operable Networks, supra at pages 44 and 53, provides further
details on access points functioning as wireless local or
remote bridges.

A Hybrnd Coordinator (HC) 117 co-located with and con-
nected to the access point 105 1s responsible for allocating
bandwidth on the wireless medium 104. The HC serves as a
Point Coordinator (PC) that implements the frame exchange
sequences and MSDU handling rules defined by the hybnd
coordination function. The HC operates during the contention
period and contention-free period and performs bandwidth
management including the allocation of transmission oppor-
tunities (TXOP) to STAs and the iitiation of control conten-
tion intervals. In performing the hybrid coordination func-
tion, the distributed coordination function (DCF) and the
point coordination function (PCF) provide selective handling,
of MSDUSs required for a QoS facility.

The STAs 101, 102 and 103 operate as a fully connected
wireless network via the access point which provides distri-
bution services necessary to allow mobile STAs to roam
freely within the extended service set (ESS) where the APs
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communicate among themselves to forward traific from one
BSS to another and to facilitate the movement of mobile STAs
from one BSS to another. Each AP includes a distributed
service layer that determines i communications received
from the BSS are relayed back to a destination 1n the BSS or
forwarded to a BSS associated with another AP or sent to the
wired network infrastructure to a destination not in the ESS.
Further details on the distribution system are described in the
text IEEE 802.11 Handbook —A Designer’s Companion,
supra, at pages 12-15.

The HC includes a QoS facility, which provides a set of
enhanced functions, formats, frame exchange sequences and
manage objects to support the selective handling of eight
traffic categories or streams per bilateral wireless link. A
traffic category 1s any of the identifiers usable for higher layer
entities to distinguish MSDUs to MAC entities that support
quality of service within the MAC data service. The handling
of MSDUSs belonging to different traffic categories may vary
based onthe relative priority indicated for that MSDU, as well
as the values of other parameters that may be provided by an
external management entity in a traific specification for the
particular traflic category, link and direction.

Now turning to FIG. 2A, a control contention/resource
reservation protocol 1s described in terms of a superirame 200
which 1s a contention-iree repetition interval 1n a QoS basic
service set (QBSS), consisting of a single CFP Period=1 and
at least one beacon interval. The superirame includes a con-
tention-free period 202 and a contention period 204. The
contention-iree period 202 1s a time period during operation
of a BSS when a point coordination function (PCF) or hybnd
coordination function (HCF) 1s active and the right to transmut
1s assigned to STAs by a point coordinator (PC) or hybnd
coordinator (HC) allowing frame exchanges to occur without
intra-BSS contention for the wireless medium. The conten-
tion period 1s a time period during the operation of the BSS
when a distributed coordination function (DCF) or hybnd
coordination function (HCF) 1s active, and the right to trans-
mit 1s either determined remotely at STAs with pending trans-
ters contending for the Wireless Medium (WM) using a Car-
rier Sense Multiple Access algorithm with Collision
Avoidance (CSMA/CA) or 1s assigned to an enhanced STA or
the hybrid coordinator.

The superirame 1s 1nitiated from the hybrid coordinator
with beacon messages sent by the AP at regular intervals to
the BSS. Beacon messages contain the domain ID, the
WLAN network ID of the access point, communications
quality information and cell search threshold values. The
domain ID 1dentifies the access points and mobile STAs that
belong to the same WLAN roaming network. A mobile STA
listening for beacons will only interpret beacon messages
with the same domain ID. Additional details relating to the
beacon messages are described in the text Wireless LANs—

Implementing Inter-Operable Networks, supra at pages 210-
212.

The CFP 202 includes contention control frames (CC) 208
during which period enhanced STAs may request transmis-
sion opportunities from the HC without the highly variable
delays of DCF based contention and a busy BSS that supports
L AN applications with quality requirements. Each instance
ol controlled contention occurs solely among a set of STAs
that need to send reservation requests which meet critenia
defined by the HC. Controlled contention takes place during
a controlled contention interval (CCI), the starting time and
duration of which are determined by the HC. Correct recep-
tion of RR frames received during a CCI 1s acknowledged in
the next transmitted CC frame. Each controlled contention

interval (CCI) 210 begins a PIFS interval after the end ot a CC
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controlled frame. Only the HC 1s permitted to transmit CC
controlled frames. CC frames may be transmitted during both
the CP and CFP subject to the restriction that the entirety of
the CC frame and the CCI, which follows the CC frame, shall
{1t within a single CP or a CFP. When imtiating CC, the HC
generates and transmits a control frame of subtype CC that
provides the length of the CCI 1n terms of the number of CCI
opportunities or slots and specifies the duration of the slotand
the CCI. The duration of a slot1s a number of microseconds to
send a reservation request frame at the same data rate, coding

and preamble options as used to send the CC frame plus one
SIES.

FIG. 2B shows the CC frame 210 1n further detail. The
frame starts with a frame control field 219. The duration/ID
field 211 1s two octets that specily the duration of the CCI+2
PIFS in microseconds. A CClI length field 213 1s a single octet
that specifies the number of CC_OPs 1n the CCI that follows
the CC frame. A CCI length value of 0 1s used in the CC
frames used exclusively to provide feedback on prewously
received Reservation request (RR) frames and does not 1ni-
tiate a new CCI. A Permission Probability (PP) field 214 may

be included to level the playing field among the competing,
STAs as will be described heremnatter. A CC OP duration

field 215 1s a single octet that specifies the duration of each
CC _OP. The CC_ OP duration 1s the number of microseconds
to send a reservation request frame at the same data rate,

coding and preamble option as used to send the CC frame plus
one SIFS. A traflic category field 217 indicates which traific
categories may compete for the medium with RR frames
during the upcoming CCI.

FIG. 2C discloses a Reservation Request (RR) frame 216
that includes a frame control field 219; a duration/ID field 221
which 1s set to 0; a BSSID field 223 for the basic service set;
and a quality of service field 225 which contains a Traflic ID
for which a request 1s being made along with the requested
transmission duration or queue size. An Association Identifier
(AID) 227 contains the association 1dentification of the STA
sending the request and a frame check sequence field 229.

Returming to FIG. 2A, each mnstance of controlled conten-
tion occurs during a controlled contention interval (CCI)
which begins a PIFS interval after the end of a CC control
frame. Only the HC 1s permitted to transmit CC control
frames. CC frames may be transmitted during both the CP and
the CFP, subject to the restriction that the entirety of the CC
frame and the CCI, which follows the CC frame, shall fit
within a single CP or CFP.

When mitiating controlled contention, the HC shall gener-
ate and transmuit a control frame of subtype CC that includes
a priority mask, the duration of each CC_OP and the number
of CC_OPs within the CCI. The priority mask allows the HC
to specily a subset of the priority values for which requests are
permitted within the particular CCI to reduce the likelihood of
collisions under high load conditions.

Upon receipt of a control frame of subtype CC, the STA(s)
performs the CCI response procedure, as follows:

a) It the CCI length value 1n the received CC frame 1s O or
if the STA has no pending request, the STA makes no further
transmission until after the CCI, determined by an elapsed
time, following the end of the CC frame equal to the number
of microseconds indicated 1n the duration/ID field of the CC
frame.

b) If the priority of the traffic belonging to the traific cat-
egory (1C) for which the request 1s pending corresponds to a
bit position which 1s set to 0 1n the priority mask field of the
CC frame, no request 1s transmitted for that TC during the
current CCI. Each STA may transmit no more than one

request during each CCI. However, a STA with multiple TCs
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in need of new or modified transmission opportunities 1s
permitted to select the TC for which a request 1s sent based on
the value and the priority mask field of the CC frame. At the
end of this step, each potential contending STA proceeds to
step (¢) below having selected exactly one request to be
transmitted during the current CCI or all other STAs make no
turther transmission until after the CCI 1s completed.

¢) The STA transmits a control frame of subtype RR with
values 1n the quality of service controlled field that identifies
the traffic category and either transmission duration or the
transmission category queue size. The start of the RR trans-
mission follows the end of the CC frame by a number of
microseconds. The RR shall be transmitted at the same data
rate as the CC frame that initiated the CCI. After transmitting,
the RR frame or determining the RR cannot be transmitted
because a network allocation vector 1s set, the STA makes no
turther transmission until after the CCI 1s completed.

Now turming to addressing proper setting of the CC param-
eters, one must first consider what information 1s available
upon which to base decisions. One piece of information is an
estimate of the number of contending STAs (contenders)
trying to deliver RR frames. It 1s also assumed that each STA
would attempt to place no more than one RR per CCI. It
should be obvious to one skilled 1n the art that 11 a constant
probability for successiully placing a RR during a single CCI
1s desired, then the larger the number of contenders, the
greater the number of CC_OPs (time slots or just slots)
required. The cost of placing a failed RR 1s delay and a degree
of wasted bandwidth (collisions or collided slots). However,
the cost of over provisioning the number of slots 1s wasted
bandwidth as well (empty slots). Note that throughout this
application the terms RR and contenders, as well as the terms
CC_OPs and slots, will be used interchangeably.

Clearly there 1s a tradeodil between delay and wasted band-
width, as well as how the bandwidth 1s wasted. Depending on
the system’s configuration, the delay cost of a failed RR can
be high or low. If the HC 1s configured to send back-to-back
CC frames (1mitiating back-to-back CCI) until it believes all
desired RR frames have been received, then the delay impact
of a failed RR may be quite low. If on the other hand there 1s
a substantial gap between CCls (to allow for priority traffic
and/or to simplity implementation), then there may be a large
delay penalty for failure.

To proceed with an analysis, some system assumptions are
required. First 1t 1s assumed that no maximum number of
CC_OPs per CCI exists. In many systems there may be such
a maximum. Ideally permission probability (PP) would be
used 1n such a case to limit the number of contenders so as to
guarantee a reasonable probability of success within a CCI.
However, the invention described can operate without PP, and
illustrative examples of this invention do not require permis-
s1on probability. This application will mostly assume that no
limit on the number of CC_OPs 1 a CCI exists (which will
often be the case 1n practice).

Another assumption 1s that of pertect knowledge of the
number of contenders. In practice this will never be the case.
However, the invention described can operate with imperfect
knowledge of this input as well. An estimate of the number of
contenders can be made using one of several possible algo-
rithms.

If no knowledge of prior CCI results or contender arrival
rates exists, mitially assume there are no contenders. Each
CCI must contain at least one CC_Op (even 1if there are no
contenders). If data from the last CCI 1s available, that data 1s
used to estimate the number of contenders. For example, if the
initial estimate of the number of contenders was zero, and

there was one CC_Op 1n the first CCI, and that CC_Op was
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detected as busy, there most likely was a collision. This means
there are probably at least two contenders. Thus this method
assumes that there are two unreceived RR frames (contend-
ers) for each CC_OP (slot) that 1s detected as busy.

In addition, based on observations of traific patterns, or
existing traific specifications, it may be possible to estimate
the number of new contenders since the last CCI. For
example, 11 1t was known that the current traflic loading was
resulting 1n approximately five new web page accesses every
second (each of which would require sending an RR), and it
had been 200 milliseconds since the last CCI, then the system
could assume that one more RR (contender) was probably
waiting for service. The contender estimate from the prior
CCI would then be updated to account for the additional
contender estimated.

Note that the CCI rates for different service categories
(classes) can be 1solated from one another. That 1s, by prop-
erly setting the category field in the CCI, a single category or
set of categories can be serviced to the exclusion of others.
For example, voice with silence suppression would require
more Irequent CCls then web browsing tratfic. CClIs to ser-
vice the voice trailic could be sent every 10 milliseconds,
while the web browsing CCls could be sent every 200 milli-
second, or even be periodic. This capability could be useful
since 1t can be shown that larger numbers of RR (contenders)
can often be serviced more efficiently than smaller numbers.
Since the web browsing tratfic 1s less time critical, 1t 1s pos-
sible to have longer intervals between CCls for that traffic,
allowing greater efficiency than would be possible if 1t were
serviced with the voice tratfic.

Given the assumptions identified so far, the question arises
as to the most eflicient way to service a set of contenders.
However, one must first define what one means by eflicient.
Before that can be done, one must also define what 1t means to
service a contender. For this application, servicing a con-
tender 1s defined as correctly recerving its RR and responding,
with a notification of receipt 1n a following CC frame, or by
providing implicit notification by polling the contender.
(Given this, efficiency can be defined as minimizing the time
required to recetve the RR and to notily the contender of its
receipt. More efficient methods service a set of contenders 1n
less time than less efficient methods. This time will be a
random variable, so the mean time or possibly the distribution
of times around that mean must be considered. For instance,
rather than the mean, one could measure the time sutficient to
service a contender 95% of the time 1n a given set of condi-
tions.

An alternative definition to service time eificiency 1s band-
width efficiency. This 1s the number of RRs serviced on the
link divided by their occupancy of the medium. The most
elficient protocol in this case would be the one that consumes
the least time on the medium per a RR. The defimition of
medium occupancy here includes all time reserved for use by
RRs exclusively, including empty and collided CC_OPs. If
one discounts noftification of receipt, bandwidth efficiency
would roughly be equivalent to the mean of service time
eificiency. However its emphasis 1s different. Rather then
focusing on the time required to respond to a request, it
focuses on making sure that bandwidth on the medium 1s not
wasted. Bandwidth efficiency 1s the focus of this mvention.
However, 1t 1s believed that the average service time 1s also
mimmized in some sense by the mvention.

Given the assumptions and definition of efficiency above,
one may now start to design and analyze methods of servicing
contenders. By way of prior art, one straightforward method
which can be applied 1s to attempt to service all contenders in
a single CCI. It could be desired for instance to construct a
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CCIwhere 95% of the time all contenders are serviced within
the CCI. One could then measure its bandwidth efficiency as

all the number of contenders serviced divided by the number
of CC_OPs or slots required 1n the CCI.

Constructing such a CCI for a given number of contenders
requires a basic understanding of probabaility theory and the
working of some equations. Appendix A contains some key
equations and calculations 1n this regard. The resulting effi-
ciencies for a varying number of contenders are given in FIG.
3. The bandwidth efficiency drops significantly as the number
of contenders exceeds 1. It 1s clear that this method has a very
low bandwidth efficiency.

The key problem with the approach of using a single CCI to
serve all the contenders 1s that there 1s no second chance (1t 1s
assumed there 1s a long time between CCls). So weneed to be
very sure that we got all (or almost all) the contenders on the
first shot. If we allow for multiple CCls to be used 1n serving
the contenders, we can then try to optimize the individual CCI
for bandwidth efficiency. By concatenating enough CCls 1t 1s
possible to serve all the contenders with a reasonable prob-
ability of service. Note that if we optimize the CCIs for
bandwidth efficiency, by defimition they should be serving on
average the most contenders possible. So 1t should take the
least amount of time to service all the contenders. Thus (at
least 1n a mean sense) service time 1s also optimized by this
approach.

Optimization of CCI efliciency can be considered 1n sev-
cral different ways. One way 1s on a per-a-slot (CC_OP) basis.
Another way 1s overall within a CCI. Finally a third 1s overall
across multiple CCI. All three will be considered here. Start-
ing with the per-a-slot case, 1t should be clear that i1t each
contender picks a slot at random, the probability of them
picking a specific slot 1s 1/(the number of slots). Each con-
tender contends within a slot independently. It 1s well known
that a binomaial distribution results for such a situation. It can
be shown that this distribution 1s maximized when the number
of contenders equals the number of slots. A proof of this 1s
provided 1n Appendix B.

To further validate this statement, consider FIG. 4. The
values for FIG. 4 are found 1n Appendix C. FIG. 4 clearly
shows that (at least for the limited range of values considered)
the probability of success 1s maximized when the number of
slots 1s the some as the number of contenders. Some other
interesting notes are that the peak of the curve (maximum
probability of success) 1s lower as the number of contenders
increase, and the main lobe (where the peak 1s) becomes
broader, indicating reduced sensitivity to the number of slots.

Based solely on the per-slot data, one would expect that
ideal performance 1s achieved when during each CCI the
number of slots 1s set equal to the number of contenders.
However this presumes that the results 1n each slot are inde-
pendent of each other when 1n fact they are not. Consider the
following example. If 1t 1s assumed that there are four slots,
and three contenders, a value for the probability of success 1n
a single slot could be computed as:

1
dbiﬂDﬂ‘(l, 3, Z] = 04219

If the result for each slot was independent, the probability of
success 1n all four slots could be computed as:
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1 4
dbinorr(l, 3, Z] = 0.0317

Of course, since there are only three contenders, there cannot
possibly be four successes, and the answer must be zero.
Clearly the results 1 different CC_OPs of a CCI are not
independent. Therefore 1t cannot be assumed that the per-slot-
solution optimizes the efficiency of the overall CCI. For the
three contender, four slot case described above, per CCI efii-
ciency (cci_ell) 1s actually a weighted average over the pos-
s1ibility of one, two and three successes 1n the CCI, and could
be written for this case as:

(1-Ps(1) + 2-Ps(2) + 3-Ps(3))
4

ccl_eft =

Where Ps(x) 1s the probability of exactly x successes in the
CCI. Since the distributions 1n each slot are mterdependent,
there 1s no reason that the single slot efficiency should be the
same as the overall efficiency for the CCI. As a counter
example for this, consider that 11 the slots were independent,
there would be a finite probability for Ps(4), which would
contribute to the sum. We would then expect the average
eificiency for the CCI to be the same as for the single slot
ciliciency given that the slots are now independent. However,
we already know that Ps(4) must be zero (slots are not inde-
pendent). While 1t 1s possible that for the interdependent case
the terms for Ps(1) through Ps(3) might be such that the

average CCI efficiency 1s equal to the single slot efficiency,
there 1s no reason to expect it.

Surprisingly, the overall efficiency for a CCI with interde-
pendent distributions 1n each CC_OP seems to be 1dentical to
the efliciency of a single independent CC_OP. However
showing this requires quite a bit of work. Consider first
Appendix D as retlected 1n the table of FIG. 5, which presents
a sample of that data for four slots and up to seven contenders.
This derives formulas to compute the probability for any
particular set of successes/collisions occurring between con-

tenders given the number of slots and the collision set of

interest. In Appendix E, a program 1s defined to use the
equations 1n Appendix D to compute the probability for a

given number of successes 1n a CCI given the number of

contenders and slots. This program 1s then used to generate
the probabaility for a given number of successes (exactly one
contender 1n a slot) for up to 16 contenders and 16 slots.

In Appendix F, the values from Appendix E are used to
compute the per CCI efficiency for cases of up to 16 slots, and
16 contenders. This efficiency 1s evaluated with and without
the overhead of CC frames. FIG. 6 presents the efficiency data
without overhead. At least for these no overhead cases,
Appendix F shows the efficiency to be the some as that for a
single independent slot (CC_OP) as derived in Appendix C.
While this does not prove the general case, for this application
the equality 1s assumed to hold for the values of greatest
interest 1n this application. Since the efficiency values for the
per-slot case are numerically less intensive to compute, it
suggests that these equations can be used to find the per CCI
without overhead efliciency values. These make 1t dramati-

cally easier to evaluate the efficiency for large numbers of

slots and contenders, though no demonstration of that 1s pro-
vided here. The important point 1s that the optimality of using,
the same number of slots as contenders holds for the per CCI
without overhead result as 1t did for the per slot result.
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Another important evaluation in Appendix F 1s the effi-
ciency including overhead, as shown in FI1G. 7. A CC frame 1s
required to start the CCI, and a second CC frame may be used
to report the successiul RR frames back to the contenders.
The second CC frame would most likely start another CCl, so
in most cases only that part of the CC frame used to report the
result from the prior CCI should count as overhead. There 1s
no exact way to evaluate the overhead as 1t varies with several
of the parameters 1n 802.11, such as the physical layer (PHY)
datarate, as well as the particulars oThow the CC/RR protocol
1s employed.

While an exact estimate of the CC frame overhead 1s dif-
ficult, a good approximation 1s not. A CC frame’s size varies
with the number of successiul RRs being reported from the
prior CCI and 1s always at least slightly larger than a RR
frame. However, to a first order of approximation, CC and RR
frames are about the same size. Thus, the overhead of a CC
frame 1s roughly the s1ze of a “‘slot” being used in the analysis.
This assumption implies that the overhead may be estimated
as between one and two slots per a CCI. It 1s believed that the
overhead value 1s generally closer to one slot rather than two
slots.

This being said, consider the data1n FIGS. 7 and 8. Starting,
with FIG. 7 it should be clear first off that the optimum
operating point has shifted from the data 1n FIG. 6. Instead of
slots=contenders being optimum, slots=contenders+1 1s opti-
mum. Also note that without accounting for overhead, the
lower the number of contenders the more etficient. So without
overhead one could always service two contenders more effi-
ciently than any other number of contenders. In FIG. 7 the
highest efficiency numbers are for 16 contenders. Similarly
for FIG. 8, 1t 1s more efficient to use slots=contenders+1 until
a value of nine contenders 1s reached. From that point for-
ward, 1t 1s more optimum to use slots=contenders+2.

Clearly the optimum operating point 1s bounded between
the data on FIGS. 7 and 8. A more exact analysis 1s possible i
the specifics of the PHY and CC/RR usage are known. A
system could compute the exact efficiency for 1ts operating
point given this knowledge and the table of efficiencies with-
out overhead when 1t begins operation. While the formulas 1n
Appendices D-F are difficult, a much simpler set (based on
the assumption that without overhead the formulas 1n Appen-
dix C work for per CCI efficiency) can be found in Appendix
G. With enough processing power, the formulas could even
compute the optimum elliciencies needed 1n real time based
on an estimate of the number of contenders and current over-
head. It could first estimate the number of contenders. It
would then start with slots=contenders, and increment the
number of slots one by one till 1t found the maximum effi-
ciency. The number should always be within one to two slots
ol slots=contenders.

One could ask, “1s 1t possible for the optimum value to drift
more then one to two values away from slots=contenders?”.
The equations 1n Appendix G were used to look out to values
up to 50 contenders. These numbers are much larger than
anything one would normally expect to be seen 1n an 802.11
infrastructure. Even for these large numbers, the optimum
point was slots=contenders+1 for one slot overhead, and
slots=contenders+2 for two overhead slots.

Another question which could be asked 1s “does the effi-
ciency with overhead ever peak for a particular number of
contenders?” Clearly without overhead the efliciency peaks
at 50% for two contenders, and then seems to decrease for-
ever. One might expect that with overhead the efliciency
would mitially increase, and then eventually start to decrease
as with the no overhead case, causing a peak where the num-
ber of contenders 1s optimum. The answer 1s that there 1s no
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peak. At the end of Appendix B, there 1s a small proot that
shows without overhead, the efficiency limait as the number of
contenders goes to infinity 1s exp (-1) or roughly 0.3679. So
while the no overhead solution decreases forever, 1t never
drops below 36.79%. For the overhead solution, as the num-
ber of contenders goes to infinity, the overhead becomes less
and less significant (since 1t 1s constant even as the number of
contenders 1ncrease). So the overhead solution also
approaches the 36.79% solution. However, for small numbers
of contenders the overhead hurts the efficiency a lot and drags
it below the 36.79% point. So while the no overhead solution
approaches 36.79% 1from above, the overhead solutions
approach 1t from below. However they do not ever reach 1t, so
they never peak (at least for practical values of the param-
eters).

Yet another question concerns the robustness of the opti-
mum solution. It turns out that 11 one uses the simple algo-
rithm for estimating contenders given earlier, one 1s more
likely to underestimate contenders than over-estimate. This 1s
because 1f more then two contenders collide, 1t looks the same
to the system as 1f two contenders have collided. Since it 1s
normally more likely that it 1s a two-way collision than a
three-way or more collision, it makes sense to assume only
two contenders are present. Fortunately if we set the number
of slots to the “optimum” operating point, 1t 1s fairly robust to
underestimates. As seen clearest from the data in FIG. 7,
underestimating the number of contenders by a small number
and using the optimal number of slots for that value does not
carry a large penalty 1n efficiency.

So far we have discussed estimating bandwidth efficiency
at two levels within a single slot, and within a single CCI. The
next level 1s efliciency over multiple CCI. If we presume a
given number of pending RRs, we can ask what 1s the most
eilicient mechanism to convey them over multiple CC. The
problem of course 1s that, due to collisions, not all RR may be
successiul during a given CCI. This means that even 1f no
turther RR arrive, 1t may take multiple CCI to convey all the
desired RR frames. The question 1s what 1s the optimum
strategy for conveying the RR over multiple CCI, and what 1s
the efficiency.

It seems obvious that 1f every CCI uses the optimum num-
ber of slots for the number of contenders believed 1n existence
then the overall efficiency 1s maximized. At least that 1s the
assumption for the mvention 1n this disclosure. Appendix H
analyzes the 1ssue of efficiency over multiple CCI with and
without overhead. FIG. 9 provides some overall efficiency
values. They are as expected. Without overhead, the effi-
ciency continuously decreases as the number of contenders
increases. Also the efliciencies are always higher than for the
single CCI case for a given number of contenders. This 1s
because, when collisions occur, contenders are then serviced
from a smaller contender pool. Thus, they can be served more
cificiently. With overhead, the efliciencies constantly
increase since the larger the contender pool, the more effi-
ciently 1t 1s serviced. However, the elliciency for the same
number of contenders here 1s less than for the optimum single
CCI since, 11 collisions occur and only some contenders are
satisfied, the remaining contenders are serviced from a
smaller contender pool which will be serviced less efficiently.

So finally, it 1s possible to describe an algorithm that 1s
designed to realize the optimum efficiency for the CC/RR
protocol which takes mto account a method 1000 of estimat-
ing the number of contenders, as described 1n FIG. 10. The
method 1s initiated 1n step 1001 and a test 1s performed 1n step
1003 to determine if the knowledge of prior CCI or contender
arrival rates 1s known. A “no” condition transiers the process
to step 1005 where the contender estimate 1s set to <07, after
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which the method ends in step 1011. A “yes” condition for
step 1003 transfers the process to step 1007 where the con-
tender estimate 1s set to two times the number of busy slots in
the last CCI. In step 1009, the contender estimate 1s increased
by the predicted contender arrivals since the last CCI, where
the predicted contender arrivals 1s calculated using knowl-
edge of the applications running or past history. For instance,
if an average of 20 RRs/second have been recerved over the
last five minutes, and 1t has been 100 milliseconds since the
last CCI, it may be assumed that approximately two RRs are
currently queued for transmission. The contender estimate 1s
adjusted accordingly, and the process ends 1n step 1011.

FIG. 11 provides a flow chart of a method for optimally
serving contenders 1n CC/RR protocols 1100, which 1s only
one possible realization of the invention. The realization
described 1n this flowchart 1s not the only one that would be 1n
keeping with the spirit of this invention. FIG. 11 1s intended to
be 1llustrative and not limiting. First it should be clear that the
optimum solution needs to be iterative. It will not be possible
to guarantee that all contenders are serviced 1n a single CCI.
So multiple CCI will be required. When a new resource
reservation service cycle (set of CCls) 1s mitiated, it may be
desired to track when the cycle can be ended. If there are no
more contenders, we probably want to end the cycle.

In FIG. 11, the method 1s mitiated 1n step 1101 and a
counter 1s set to 0 1 step 1103 for the number of Empty_CCls
in the CCI interval 210 shown 1n FIG. 2A. An estimate of the
number of contenders 1s made 1n step 1105 using, for
example, the method of FIG. 10. A test 1s performed 1n step
1107 to determine 11 the number of contenders 1s less than 1.
A “yes” mmtiates step 1109 and every time a CCI with no
contenders occurs, the value Empty_CCI 1s incremented. A
“no” condition iitiates step 1111 and every time a CCI
occurs with contenders 1t 1s reset to zero. Both steps 1109 and
1111 transfer to step 1113 1n which a test 1s performed to
determine 11 the number of Cntndrs 1s greater than the Max-
_ Cntndrs. The variable Cntndrs tracks the estimated number
of contenders. The variable Cntndrs>Max Cntndrs ensures
that the number of contenders 1s limited, so as to limit the
maximum number of CC_OPs (slots) n a CCI. A “yes”
condition calculates a permission probability in step 1115 as
the Max_Cntndrs/Cntndr and sets Cntndrs—the Max Cntndr.
A “no” condition for step 1113 sets the permission probabil-
ity as 1 1n step 1117. Both steps 1115 and 1117 transter the
method to step 1119 for determining the optimum CC_OPs
slots. However, because the concept of permission probabil-
ity 1s used 1n this realization, and the Determine Optimum
CC_OPs step 1119 15 loosely specified, 1t 1s easier to control
the number of contenders directly. The parameter Perm_Prob
1s transmitted 1n the CC frame and used to control the number
of contenders so that the ratio of contenders to slots remains
optimum in overload conditions. It 1snormally setto 1 (so that
all contenders will contend). However, when the number of
CC_OPs must be limited, permission probability 1s set to the
ratio of Max_Cntndrs/Cntndrs to reduce the contender pool
for optimum performance on the medium. Note that the value
Max_Cntndrs must be selected to map to the maximum num-
ber of CC_OPs when the Determine Optimum CC_OPs block
1s executed. In step 1121 a test 1s performed to determine 1f the
number of CC_OPs slots 1s less than 1. The parameter
CC _OPs tracks the number of CC OPs 1n a CCI. CC OPs
could have been monitored directly, and a maximum applied
to 1t. This would still be within the spirit ol the invention. Also
as seen 1 FIG. 11, there must always be at least one CC_Op
in a CCI for the realization shown. The actual standard allows
for the possibility of a CCI with no CC_OPs, and such a
practice would still be within the spirit of this mvention. A
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“yes” condition sets the number of CC_OPsto 1 1instep 1123.
A “no” condition transiers the process to step 11235 1n which
a test1s performed to determine whether the number of Empty
CCI slots 15 less than the Max Empty_CCI slots. A “no”
condition ends the method 1n step 1127. A *“yes” condition
initiates step 1129 to restart the method. If the parameter
Empty_CCI ever reaches the value Max_Empty_CCI, the
service cycle also ends. Other ways of tracking/initiating the
end of a service cycle may also be used and still would be
within the spirit of this invention. After the CCI 1s conducted,
another check 1s performed 1n 1131 to see if any RRs were
received. It so, tlow proceeds to step 1103 where Empty-CCl
1s reset. Otherwise, tlow proceeds to 1105.

A crucial element of the mvention 1s the step 1119 titled
“Determine Optimum CC_OPs”. The term optimum 1s used
very loosely here, as there are degrees of optimality all of
which would be considered within the spirit of the mvention.
As a first approximation, this block might simply set
CC_OPs=Cntndrs. This 1s actual a really good approximation
of the optimum and 1s considered within the spirit of the
invention. However, accounting for the overhead can lead to
a slightly more optimal and more robust solutions. As noted,
the overhead depends on the specifics of the PHY and CC/RR
implementation. In general 1t 1s believed to be within one to
two CC_OPs but for most implementations 1s closer to one.

As an example, consider the following calculations for the
basic 802.11 Direct Sequence (DS) PHY running at 1 MBPS.
MAC frame sizes are 144 bits for a RR, 144 bits per CC+16
bits per feed back 1n each CC. At 1 MBPS this translates to
144 microseconds for the MAC portion of the RR frame, and
144 microseconds+16 microseconds for each feedback 1n a
CC frame. The PHY overhead on all frames at this rate 1s 192
microsecond. The current protocol requires a Short Inter-
Frame Space (SIFS) before the RR 1n each CC_Op which 1s
10 microseconds, and a PCF Inter-Frame Space (PIFS) 1s
required before each CC frame which 1s 30 microseconds.
This means that a RR requires 346 microseconds, and each
CC without feedback requires 366 microseconds, and each
teedback 1s 16 microseconds. Thus without feed back each
CC represents 1.06 CC_OPs overhead. For back-to-back
CClIs 1t may be possible to use a SIFS before all CCs but the
first CCs without feedback which used a SIFS would be
exactly one CC_OP overhead.

As for feedback, only successtul RRs would require a
teedback, and some of those might get implicit feedback
through direct polling. If every CC_OP contained a success-
tul RR which required feedback, the total additional overhead
would be 4.6%. Since at best only 350% of the RRs are
expected to be successtul, this value would be capped around
2.3% and 1n general would be less. If back-to-back CCI are
used, typically there will only be one CC frame overhead.
Thus a total overhead o1 1.09 CC_OPs 1s expected. The final
CCI may require an additional CC frame and that entire CC
frame should be counted as overhead, However, 1t may be
permissible to delay feedback till the next service cycle, in
which case no additional CC frame penalty 1s incurred. Also
as noted, feedback may be done implicitly by simply polling
the STA that sent the RR.

If desired, the overhead could simply be approximated as
one CC_Op, in which case the block titled “Determine Opti-
mum CC OPs” would set CC OPs=Cntndrs+1. Note that
particularly 1f the method used to estimate the contenders
tends to underestimate, 1t 1s useful to use Cntndrs+1. This
would be within the spint of the mvention. However if an
exact estimate was known for the overhead 1n a particular
implementation (say 1.09 CC_OPs for the example provided
above), 1t 1s possible to generate a table such as in FIGS. 6-9
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tailored for that overhead. This will result 1n cases where the
optimum value 1s CC_OPs=Cntndrs+1, but for some values
of Cntndrs the correct value 1s CC_OPs=Cntndrs+2. In gen-
eral the gain from getting this complex 1s very small (<1%
eificiency). However it would be within the spirit of the
invention. Sumilarly, it 1s possible that because of how the use
of the CC/RR protocol 1s configured, the overhead 1s always
2 CC_OPs (2 CCs used for every CCI) and possibly slightly
larger with feedback. And because the method used may tend
to underestimate the number of contenders, the block titled
“Determine Optimum CC_OPs” would set
CC OPs=Cntndrs+2. All of this 1s considered within the
spirit of the invention. However, 1t 1s believed the preferred
embodiment will generally be CC_OPs=Cntndrs+1. Also, as
already noted, the PHY characteristic may be dynamic, and
an implementation might try to calculate the optimum value
in real time based on the formulas provided 1n this disclosure.
This too 1s considered to be within the spirit of the invention.

Finally, something not dealt with t1ll now 1s the fact that the
number of contenders 1s actually a random variable, and the
described embodiments to this point have treated this random
variable as a given constant. The block “Determine Optimum
CC_OPs” could use more sophisticated statistical methods to
refine the value of CC OPs chosen even further than is
described here. However, any value found will be close to the
value of CC_OPs=Cntndrs, and such a method would be
considered to be within the spirit of this imnvention.

Appendices incorporated into the specification include:

Appendix A: Number of Slots Required to Satisty All
Contenders A (Given Percent of the Time;

Appendix B: Maximizing the Probability of One Success
with the Binomial distribution;

Appendix C: Table for per Slot Probability of Success
Given the Number of Contenders and the Number of
Slots;

Appendix D: Probability of a given number of successes
and multi-contender collisions for a single CCI;

Appendix E: Table for Probabilities for a given number of
Successes 1n a CCI given the total Number of Contend-
ers and Number of Slots;

Appendix F: Computation of Overall .
CCI; and

Appendix G: Efficient Equations for Computing per CCI

Efficiency with Overhead.
While the invention has shown and described in terms of a
preferred embodiment, various changes can be made therein
without departing from the spirit and scope of the mvention,
as defined 1n the appended claims, 1n which:

I claim:

1. A method for optimally serving stations on Wireless
local area networks using a Controlled Contention/Resource
Reservation protocol of the IEEE 802.11e¢ standard compris-
ng:

(a) setting a counter Empty_CC to 0;

(b) estimating the number of contenders according to prior
results for the Contention Control/Resource Reservation
protocol and observed trailic patterns;

(c) conducting a test to determine 1f the number of con-
tenders 1s less than 1;

(d) determining Optimum Controlled Contention Oppor-
tunities (CC_OPs) and approximating a number of slots
required to report results to a station as 1 or 2 slots;

(¢) performing a test CC_OPs>1, wherein a “yes” condi-
tion sets CC_OPs to+1 and a “no” condition transfers to
step (1); and

(1) conducting a test: Empty_ CCIl<Max_Empty CCI,
wherein Empty_CCI 1s a number of empty Controlled

L]

thiciency during
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Contention Intervals (CCls), wherein Max_Empty_CCI
1s a selected number of Empty_CCls, and wherein a
“yes’ condition transiers to step (b).

2. The method of claim 1 further comprising;:

(g) setting CC_OPs=number of station contenders+1.

3. The method of claim 1 further comprising:

(g) setting CC_OP=number of station contenders+2.

4. The method of claim 1 flitter comprising

(g) calculating a Permission Probability where: 1f
contenders>max  contenders, then  Permission
Probability=Max_Cntndrs/Cntndrs and
Cntndrs=Max_Cntndrs; else a “no” condition setting a
Permission Probability=1; else leaving cntndrs as 1s; and

(h) resetting the Empty_CCI to 0 and a *“yes” condition
incrementing the Empty_(CCI counter.

5. A method for serving stations on Wireless LANs using a
Controlled Contention/Resource Reservation protocol of the
IEEE 802.11e standard comprising:

(a) transmitting a Contention Control (CC) frame that
specifies a time period for at least one Controlled Con-
tention Interval (CCI) during which station contenders
can transmit Resource Reservations (RRs) detailing
their bandwidth needs, the at least one Controlled Con-
tention Interval (CCI) having a selected number of Con-
trolled Contention Opportunities (CC_OPs) or slotted
intervals; and

(D) receiving Resource Reservations (RRs) from one or

morve of the station contenders durving vespective ones of

the Controlled Contention Opportunities (CC_OPs) or

slotted intervals;

(¢) wherein the number of the Controlled Contention
Opportunities (CC_OPs) or slotted intervals within the
at least one Controlled Contention Interval (CCI) is
equal to one of a) an estimate of the number of station
contenders, b) an estimate of the number of station con-
tenders+1, or c) an estimate of the number of station

contenders+2.
6. The method of claim 5 wherein the Contention Control

(CC) frame further specifies a Permission Probability (PP).
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7. The method of claim 5 wherein the Contention Control
(CC) frame includes a set of flags indicating Traffic Catego-
ries (1C) that may compete for the Controlled Contention
Opportunities (CC_Ops).

8. The method of claim 5 wherein said at least one Con-
trolled Contention Interval (CCI) comprises two or more
concatenated Controlled Contention Intervals (CCls) each
having the same number of Controlled Contention Opportu-
nities (CC_OPs) or slotted intervals.

9. Apparatus for serving stations on Wiveless LANs using a
Controlled Contention/Resource Reservation protocol of the

IEEE 802.11e standard comprising:

(a) transmitting apparatus which transmits Contention
Control (CC) frames each initiating at least one speci-
fied time interval called a Controlled Contention Inter-
val (CCI);

(b) receiving apparatus which rveceives Resource Reserva-
tions (RRs) detailing bandwidth needs from station con-
tenders during the Controlled Contention Interval
(CCI); and

(c) installing apparatus which installs in each CC frame
several pavameters for contention control purposes, one
of said parameters specifving a number of Controlled
Contention Opportunities (CC _OPs) or slotted inter-
vals that arve included within the Controlled Contention
Interval (CCI), the Resource Reservations (RRs) being
transmitted within vespective ones of the Controlled
Contention Opportunities (CC_OPs) or slotted inter-
vals;

(d) wherein the number of Controlled Contention Oppor-
tunities (CC_OPs) or slotted intervals of a Controlled
Contention Interval (CCI) is equal to one of a) an esti-
mate of the number of station contenders, b) an estimate
of the number of station contenders+1, or ¢) an estimate
of the number of station contenders+.2.

10. The apparatus of claim 9 wherein at least one of the
Contention Control (CC) frames initiates two or more con-
catenated Controlled Contention Intervals (CCls) each hav-
ing the same number of Controlled Contention Opportunities

(CC_OPs) or slotted intervals.
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