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MEASUREMENT-BASED CONNECTION
ADMISSION CONTROL (MBAC) DEVICE
FOR A PACKET DATA NETWORK

Matter enclosed in heavy brackets | ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue.

This application is a Reissue application of U.S. Ser. No.

10/018,266, filed Feb. 4, 2002, now U.S. Pat. No. 7,149,185,
granted Dec. 12, 2006, which claims priority to PCT appli-
cation PCIT/EP99/04238, filed Jun. 18, 1999.

PRIORITY CLAIM

This 1s a national stage of PC'T application No. PCT/EP99/

04238, filed on Jun. 18, 1999. Priority i1s claimed on that
application.

FIELD OF THE INVENTION

The present invention relates to a measurement-based con-
nection admission control (IMBAC) device for a packet data
network. Particularly, the present invention relates to such a
MBAC device for a packet data network, in which plural

connections are established via a switch such as, for example,
an ATM switch.

BACKGROUND OF THE INVENTION

A great advantage of packet and cell switched networks,
like ATM 1s efficiency. Most traific in a network 1s bursty 1n
nature, because most traffic sources like people surfing on the
web (1.e. the Internet) or talking to the phone have idle or
almost 1dle periods. When the burstiness 1s combined with
statistical discovery that bursts unlikely occur coincidentally,
obviously there 1s some new elfliciency available. We can take
advantage of this efficiency with statistical multiplexing,
which means having transter capacity much smaller than the
total sum of the peak capacity consumption of users. The term
statistical multiplexing gain 1s used to denote the factor of the
elficiency achieved.

The reverse of this efficiency 1s uncertainty. By providing a
capacity less than the sum of peak consumption of users, we
always take a statistical risk of congestion. The less capacity
we provide, the more likely the offered traffic momentarily
exceeds the offered capacity. To prevent the loss of data
during rush means to store excess packets into a buffer for a
moment. At this point, usually two questions arises: 1s the
butler large enough to keep the packet loss low enough or 1s
the waiting time of packets in the buffer too long for users?
We can think of this also as a kind of intuitive definition of
quality of service (QoS). From users’ point of view QoS 1s
defined 1n terms of transfer delay, delay variation and propor-
tional to lost data to send data.

The core 1dea of the ATM 1s achieving a combination of
these two matters: efliciency and quality of service. With a
time-division based system one could have guaranteed QoS
tor different bandwidth requirements but remarkable loss of
elficiency would have been caused by allocation of resources
according to absolute peak consumption. Unfortunately, car-
rying out this promising combination of quality and effi-
ciency has proven much more ditficult the early visionaries of
ATM thought.
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In ATM the functional entity which has responsibility for
determining whether there are enough resources for a new
connection 1s commonly named as connection admission
control (CAC). The limited resources are bandwidth and
butiler space as 1in the case of any packet switched network. In
specifications, it 1s not detailed how the determination of
resource availability should be done. It 1s up to manufacturer.

In general, connection admission control methods are
divided 1nto two groups:

preventive CACs which determine the current usage of
resources using traific descriptor parameters of ongoing con-
nections, announced by users at connection request, and

measurement-based CACs (MBACS) which measure the
current use of resources.

Because this application focuses on ATM (Asynchronous
Transmission Mode) networks as an example of packet data
networks, 1n the following the traffic classification and QoS
definitions used 1n connection with ATM are briefly intro-
duced for subsequent better understanding.

In an ATM network a traffic contract between a user and the
network consists of QoS parameters on one hand and connec-
tion traific description on the other hand. The latter one, in
turn, comprises a source traific description, a CDV'T (cell
delay variation tolerance) parameter and a conformance defi-
nition.

The end system, 1.e. the network, announces the end-to-end
QoS requirements ol a new connection 1 terms of QoS

parameters. The QoS parameters are maximum Cell Transier
Delay (maxCTD), peak-to-peak Cell Delay Variation (CDV)

and Cell Loss Ratio (CLR). The maxC'TD 1s defined so that
the fraction of the cells violating maxC'TD, that 1s, the fraction
of the cells delivered late, 1s equal to or less than the CLR. The
relationship between the maxCTD and CDV 1s clear: CDV 1s
the difference between maxCDV and the minimum possible
transier delay.

Source traffic descriptor consists of traflic parameters
describing the behavior of the traffic source of the end system.

Four traffic parameters have been defined: Peak Cell Rate
(PCR), Sustamable Cell Rate (SCR), Maximum Burst Size
(MBS) and Minimum Cell Rate (MCR). Note that PCR, SCR
are announced as cells per second whereas MBS 1s
announced in cells.

The CDV'T part consist of a single Cell Delay Variation
Tolerance (CDV'T) parameter. The end system either gives a
value for CDV'T or accepts the value suggested by the net-
work. The existence of the CDVT value 1s dictated by the
practice, because ATM layer does not work as an 1deal trans-
portation medium. In theory, connections having PCR value
defined are not allowed to send cells closer to each other than
T=1/PCR and therefore the switch could assume that the PCR
1s the absolute peak rate of the connection. In practice, the
ATM layer 1s not able to transport given cells immediately,
because there 1s a variable transmission delay due to insertion
ol maintenance cells and an overhead of lower transportation
protocol, for example, SDH. As a result, the cell intervals at
the user-network interface (UNI) are not constant any more,
because some cells arrive closer to each other as clumps or
clusters, respectively.

In such a situation of cells arrtving in clumps or clusters,
one can observe the fluctuating transmission delay with a
minimum ofd,_. and amaximum ofd In this case, where

FrIIF? X"

the user application 1s sending at peak rate with interarrival

times of T=1/PCR, the cell stream at the ATM link can be
described with GCRA(T,CDVT) where CDVT=d___ -d

X i

(Note that GCRA denotes a so-called Generic Cell rate algo-
rithm.)
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In general, the conformance definitions of the connections
in ATM are based on the GCRA algorithm. The number of

GCRA leaky buckets and the set of traific parameters used
depend on the service category. Moreover, 1n certain cases,
the end systems are allowed to send more tratfic than judged
conformant by the GCRA by setting a special Cell Loss
Priority (CLP) bit 1n the header of the offending cells. In the
case of congestion 1n the network, these tagged cells are the
first ones subject to discarding.

Furthermore, to serve a wide range of communication
needs, ATM provides four service categories. In each cat-
egory, QoS definition, source traffic description and conform-
ance definition 1s different due to different characteristics of
the services.

Constant bit rate (CBR) service with very small CDV and
CLR requirements 1s intended to emulate circuit-switched
connections. In addition to CDV and CLR, also maxCTD i1s
defined for a CBR connection. The source traific descriptor

consist of only PCR parameter, and the conformance defini-
tion of the connection 1s defined by GCRA(1/PCR,CDVT).

The CBR service 1s suitable for real-time applications pro-
ducing almost constant rate traffic.

There are two types of variable bit rate (VBR) services:
real-time (rt-VBR) and non-real-time (nrt-VBR) services.
With both type of connections, source tratfic descriptor con-
sist of PCR, SCR and MBS parameters, where PCR>SCR.
The conformance definition of both rt-VBR and nrt-VBR 1s
defined with two leaky buckets, also called dual leaky bucket:
GCRA(1/PCR,CDVT) and GCRA(1/SCR,t+CDVT), where
T=(MBS-1) (1/SCR-1/PCR). The difference between these
two services 1s 1n the QoS definition. For rt-VBR, all three
QoS parameters, maxCTD, CDV and CLR, are defined,
whereas for nrt-VBR, only CLR 1s defined. VBR services are
intended for bursty trailic sources having high peak-to-mean
rate ratio. Due to two bit rate parameters, PCR and SCR, the
network may take advantage of statistical multiplexing. The
rt-VBR 1s naturally intended for applications having real-
time requirements.

Unspecified bit rate service (UBR) has been specified for
traditional adaptive data services not requiring any QoS guar-
antees. Internet-like best etffort service enables quite a good
utilization of free capacity and therefore compensation of low
utilization caused by impertect CAC of other service classes.
Possible congestion control 1s assumed to be a part of higher
protocol layers, like TCP. For UBR connections, no QoS
parameters are defined. However, the end system must
announce PCR parameter of the source trailic descriptor,
because ATM networks may optionally perform CAC check
tor UBR connections.

To provide a rapid access to the continuously changing
amount of unused bandwidth, an available bit rate (ABR)
service has been defined. A traffic source using ABR connec-
tion adjusts its transmission rate according to the feedback
sent by the switches along the connection. ATM Forum speci-
fications defines two kinds of feedback methods. First, a
switch may control source implicitly by announcing about
congestion with congestion indicator bit 1n either resource
management cells or data cells. Second, a switch may control
the source explicitly by telling 1t the share of the available bit
rate at which the source 1s allowed to send. In the traific
contract, no QoS parameters are defined. The traffic source
descriptor consists of PCR and mimmum cell rate (MCR)
parameters, where the MCR denotes the minimum bandwidth
the connection needs. Standard GCRA conformance defini-
tion 1s not applied since the conformance depends on the

feedback method used.
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Implementation of the ABR service efficiently may be
hard, as 1t requires a lot from CAC. In addition, the need for
the ABR service may be arguable as far as IP and especially
1TCP are run over AI'M.

Now, returning to the two different types of CAC methods
mentioned above, these are briefly compared with each other.

The motivation for developing MBAC has originated from
a few essential drawbacks 1n ATM traffic model;

First, 1t 1s difficult for the user to characterize his traffic in
advance and because the network polices tratfic contract, the
user prefers overestimation.

Second, deterministic traffic model based on leaky buckets
1s easy to police, but traffic tlows with rate variations over
multiple time scales are not adequately characterized by two
leaky buckets which give only the worst-case upper bound
leaving a large fraction of potential statistical multiplexing
gain unrcachable.

Third, as a result, preventive CAC making decision on the
basis of only tratlic parameters combines the effect of both of
these 1netliciencies.

In other words, the main objective of MBAC 1s elfficiency.

Users may describe their sources with very conservative
parameters, because the resource demand of connections 1s
determined by parameters only when connections are estab-
lished—Ilater their real resource need 1s measured.

Since MBAC determines availability of resources for a new
connection on the basis of the measured behavior of existing
connections, 1t 1s possible to achieve high utilization even
with overly conservatively specified traific descriptors.

MBAC also tolerates burst scale external dependencies of
sources, unlike preventive CAC methods, which would allow
too many connections.

Characteristics of real traific such as long-range depen-
dence make modeling of traffic very hard and models com-
plex, and therefore reliable analytical evaluation of the per-
formance of preventive algorithms 1s hard, especially with
those taking large butlers into account.

Moreover, the performance of preventive algorithms 1in
terms ol utilization 1s not very easily compared, because
results depend on the traffic model used. Therefore 1t 1s dii-
ficult to avoid simulations and empirical studies even with
preventive algorithms.

One fundamental difference between preventive and mea-
surement-based CAC must be understood:

MBAC offers only a predicted, not guaranteed QoS,
whereas preventive CAC suppose worst-case traffic in calcu-
lations to guarantee (QoS. This 1s due to the fact that MBAC
relies only on measurements and because the behavior of
sources varies over time, there 1s no guarantee that an estimate
based on current and past measurements holds 1n future. If a
mistaken estimation 1s made, MBAC 1s able to adapt to the
new situation but this takes some time depending on the
system dynamics.

There 1s also one conceptual difference between preventive
CAC and MBAC. The term CAC and most, 1f not all, preven-
tive CAC methods originate from the broadband ISDN and
ATM world, where tight QoS objectives are assumed. Due to
the predictive nature of MBAC, many MBAC proposals are of
a very general type and intended to serve any packet switched
network, like Internet. Th present application 1s not con-
cerned with this, because the aim of MBAC, achieving high
utilization without violating QoS, 1s very general and com-
mon to all packet switching networks that provide QoS guar-
antees. For ATM as an example, we should choose a MBAC
scheme that 1s able to preserve even quite strict QoS objec-
tives, but 1t does not preclude us from mvestigating different
schemes, even those intended for IP networks.
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Naturally measurements constitute an essential part of any
MBAC system. It 1s therefore considered first, what 1t 1s
actually possible to measure.

Remember that a switch can be though of as a collection of
multiplexers. Cells arrive mto the multiplexer according to
some arrival process (at a plurality of input terminals) and
leave the multiplexer through shared output link (at least one
output terminal). Coincident cells are buifered until they are
drawn from buffer to be sent forward. In this model, there are
the following basic quantities that can be measured:

1. The number of cells arriving at the multiplexer (before
buifering)

2. The number of cells leaving the multiplexer (after buifer-
Ing)

3. The delay experienced by cells.

The delay 1tself 1s a usetul quantity, but 1t 1s to be noticed
that there 1s no cell rate mentioned. This 1s due to the fact that

the arrival rate, as well as utilization, cannot be measured

directly but must be calculated as an average over some
interval:

The rate of incoming cells can be calculated counting the
number of arrived cells during some interval.

The rate of outgoing cells can be calculated similarly.

Utilization 1s related to rate, because utilization can be
calculated as the ratio of the rate of outgoing cells to the
maximum link rate.

Cell loss ratio 1s defined as the ratio of lost cells to arrived
cells, where the number of lost cells 1s calculated as a differ-
ence between the number of arrived and departed cells.

It seems that the three listed measurements are able to
tulfill most of the measurement needs.

Among recently introduced MBAC methods, the so-called
“Qiu’s MBAC” has found considerable attention. This
MBAC method has been develeped by J. Qu and E. Knight-
lyly and presented by these 1n the article: “Measurement-
Based Admission Control Algorithm with Aggregate Traflic
Envelopes”, in: Proceedings of the 10” IEEE ITWDC, Ischia,
Italy, September 1998.

However, the rather theoretical approach presented in that
paper 1s not yet perfect in order to be applied to practically
existing switch means in packet data networks such as ATM
switches.

Namely, having regard to such existing and/or currently
used switch means, from 1mplementation point of view, the
wide range of delay bound requirements 1s not the only incon-
venient consequence of the existence of several service cat-
egories.

Another one 1s the fact that all service categories must be
carried through the same physical interface (1.e. switch
means) while simultaneously still conforming QoS require-
ments of each category.

For example, some basic technologies used to implement
service categories in ATM switches are presented herein
above.

The basic concept of packet and cell multiplexing 1s sched-
uling. Scheduling 1s considered as a discipline according to
which the next cell to be carried by output interface (output
terminal) 1s chosen from a buffer that 1s always needed to
accommodate arrivals of cells.

Whenever the butler has more than one cell, 1t 1s up to the
scheduler to choose the next cell to be served.

The cell buller of a switching unit and/or switch means
may be organized in many ways. Although the butifer often
physically consists of one shared memory, the cells 1 the
buffer memory are logically arranged into one or more
queues.
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From theoretical point of view, the scheduler could search
and choose the most important cell from the queue but 1n
practice the implementation of any such search algorithm 1s
hard and therefore one usually have as many FIFO queues as
needed.

Subsequently, the question arises: how should the FIFO
queues be organized and how should the scheduler choose the
next queue to be served? Assigning one queue for each con-
nection and serving the queues 1n round robin fashion would
provide fairness among connections, because bursts of one
connection would not be able to cause additional delay for
other connections. In addition, the service rate of the round

robin scheduler should be weighted according to agreed trat-
fic rate of each connection.

However, a weighted round robin scheduler cannot provide
statistical multiplexing unless 1t 1s able to take advantage of
silent periods of any connection to carry bursts of other con-
nections. This 1n turn complicates the realization of the sched-
uler.

As a conclusion, per connection queuing sets hard require-
ments for scheduling discipline as 1t needs to preserve QoS of
connections and still achieve good throughput.

Therefore, a first step of implementation of different ser-
vice categories 1n an ATM switch resides 1n the use of shared
static priority queues.

In this scenario, the switch means or switching unit has P
static priority queues for each input and/or output, and pos-
sibly for each internal transport interface, and the scheduler
always serves the queue of the highest priority having cells.
Naturally the cells of the highest priority experience the short-
est delay. One priority class 1s usually assigned to one or more
service categories.

A wide variety of more sophisticated scheduling disci-
plines than the static priority, such as the rate-controlled static
priority, has been developed. However the static priority
implementation, as 1t 1s a widely known and used, 1s far more
casy to implement even 1n large high bit rate systems.

Quite a complete worst-case delay analysis of such (static)
priority queues 1s known from document “Exact Admission

Control for Networks with a Bounded Delay Service™ by 1.
Liebeherr, D. Wrege and D. Ferrari, in IEEE/ACM Transac-

tions on Netwerkmg, Vol. 4, No. 6, pp. 885-901, 1996.

This document gives equations for theeretleal maximum
delays 1n static priority queue systems, assuming the arrival
characteristics, 1.e. exact arrival constraints are known. How-
ever, this document 1s silent about how these constraints are
obtained, for example by measurement, or by other means.

Still further, delay calculations of priority queues are more
complicated than 1n the case of FIFO queues. The delay of the
highest priority queue, usually denoted as a priority 1, is the
only exception since 1ts delay 1s same as with FIFO queue.
The service rate of lower priority queues 1s always deter-
mined by workload of higher priority queues.

Therefore one of the requirements of the Quu’s MBAC
method mentioned later, 1.e. the minimum service rate of the
queue, cannot be fulfilled, so that Quu’s MBAC method can
not be applied to such static priority queues.

Summing up, current MBAC methods, such as the Qiu
MBAC method, proposed 1n the literature are still immature,
and not ready-to-use as an all-purpose algorithm 1n pratical
situations. Generally, problems are related to difficult tuning
of measurement and estimation parameters.

From the point of view of the ATM technology as an
example technology of particular interest for packet data net-
works, current MBAC proposals proved to have a great num-
ber of deficiencies.
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Firstly, most proposals assume a simplified switching
model consisting of a simple cell multiplexer (switch). In
reality, however, the complex tratfic model of ATM makes the
hardware implementation of switches complicated and for
example a static priority queue system cannot be reduced to a
collection of multiplexers with constant service rates.

Secondly, real-time services have tight delay variation and
cell loss requirements which most MBAC methods are not
designed to deal waith.

Thirdly, wvirtual paths complicate admission control,
because both VPC (Virtual Path Connection) conformance
checks and VPC end point admission control need different
admission control checks than normal VCC (Virtual Channel
Connection) or VPC cross connections.

Moreover, MBAC methods impose quite a hard processing,
load on a control device for switch means such as ATM
switches when implemented to such commercially available
switches means, which up to now has prevented their practi-
cal implementation in connection with existing switch means,
since a processor overload and even “collapse” of the perfor-
mance would have to be expected.

SUMMARY OF THE INVENTION

Hence, 1t 1s an object of the present invention to provide an
practicable implementation of a measurement-based connec-
tion admission control device for a packet data network,
which 1s free from above mentioned drawbacks.

According to the present invention, this object 1s achieved
by a measurement-based connection admission control
device for a packet data network, comprising at least one
measurement module adapted to measure packet data traffic
in said packet data network and to output corresponding
measurement results; at least one estimation module adapted
to perform an estimation to obtain an estimated maximal rate
envelope of traflic based on said measurement results, and an
admission control module adapted to admit a requested new
connection in said packet data network based on the estimated
maximal rate envelope of tratfic.

Favorable refinements of the present invention are defined
in the dependent claims.

Accordingly, the present invention advantageously
removes the above mentioned drawbacks. In particular, with
the present invention it 1s possible distribute the heavy work-
load caused by measurement and estimation operations
within a switch means, so that the proposed implementation 1s
also applicable to large-scale switch means (e.g. ATM
switches) in packet data networks. Additionally, the proposed
implementation 1s quite effective, and prevents a processor
overload and total collapse of performance. Moreover, due
top prioritizing counter read and measurement result update
operations and using a measurement/update ready 1ndicator
queue at the mterface between measurement and estimation
modules, stability of the device under a processor overload
situation can be achieved.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention will be more readily understood with
reference to the accompanying drawings, 1n which:

FIG. 1 shows an example of measuring a peak R, rate
occurring during a time window T according to the Qiu
MBAC method;

FI1G. 2 1llustrates the measuring of maximal rate envelope
R, over a measurement window of T=8 according to the Q1u

MBAC method;
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FIG. 3 visualizes that the maximal rate R, does not contain
an information concerning a number of lost cells, because a
number of periods during which a service rate 1s exceeded 1s
unknown according to the Qiu MBAC method;

FIG. 4 1llustrates an interpretation of delay T according to a
modification of Q1u’s method proposed by the present inven-
tor (FI1G. 4A), and an interpretation of delay violation check
according to a modification of Qiu’s method proposed by the
present inventor;

FIG. 5 shows the delay T in connection with piecewise
linear traflic constraints according to a modification of Qiu’s
method proposed by the present inventor;

FIG. 6 1llustrates the steps of piecewise linear approxima-
tion and subsequent modification to obtain a concave shaped
traffic constraint curve;

FIG. 7 shows VC (Virtual Channel) and VP (Virtual Path)
cross connections 1n a switch means such as an ATM switch;

FIG. 8 shows a graph supporting the understanding of the
VPC conformance check according to a modification of Qiu’s
method proposed by the present inventor;

FIG. 9 shows an interface between admission decision and
estimation modules, including message contents, according
to the present invention;

FIG. 10 shows a more detailed block diagram of the archi-
tecture of the measurement module according to the present
invention;

FIG. 11 shows a more detailed block diagram of the archi-
tecture of the estimation module according to the present
invention; and

FIG. 12 illustrates an interface between estimation and
measurement module and the data exchanged via this inter-
face according to the present mnvention.

DETAILED DESCRIPTION OF THE INVENTION

According to the present ivention as will be described
herein below 1n greater detail, the present mvention 1mple-
ments an MBAC method (either the “original” Qiu’s method
or a modification of Qiu’s method proposed by the present
inventor) 1 a device by dividing the device 1n different mod-
ules, particularly into three modules: measurement module,
estimation module and admission control module, and oper-
ating these modules 1 a distributable, stable and effective
implementation was developed.

Also, the mvention focuses on a description of the archi-

tecture for the measurement and estimation modules. These
modules take care of the measurement of current ATM traific
and calculation of estimated maximal rate envelope which 1s
described in later on (according to Qiu’s MBAC method). All
the modifications use (Q1u’s original estimated maximal enve-
lopes, so that estimation and measurement modules are com-
mon to all methods, 1.e. to the original one as well as to
modified one’s. Especially, these two modules can be distrib-
uted to every computer unit in an ATM switch, independently
from the admission decision module. The distribution 1s
advantageous, because 1n a large ATM switch a huge amount
of measurements are necessary and the calculations of esti-
mated maximal rate envelopes requires a lot of processor
time.

Remarkably, with the proposed implementation, the per-
formance of the device does not collapse 1n processor over-
load s1tuation, despite the short of calculation power. Only the
estimation results are delayed and a bit older measurements
are used for estimation, but this should not affect the accuracy
a lot.
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In brief, the valuable features of the architecture according
to the present mnvention are as follows:

it makes heavy measurement and estimation operations
casily distributable and therefore potentially applicable to a
large-scale ATM switch,

it 1s implemented effectively,

processor overload does not lead to a collapse of the per-
formance.

Since 1t has repeatedly been mentioned herein before that
the proposed architecture implements Qiu’s MBAC method
or a modification thereol conceived by the present inventor,
these methods are now described below for improved under-
standing of the present invention.

The modified MBAC method conceived by the present
inventor starts from (Q1u’s MBAC method which provides an
estimated maximal rate envelope based on traific measure-
ments. By using this envelope one can form a piecewise linear
approximated traffic constraint curve. This curve can easily
be made concave, as 1llustrated below 1n FI1G. 6.

Moreover, the document “Fxact Admission Control for
Networks with a Bounded Delay Service” by J. Liebeherr, D.
Wrege and D. Ferrari, in IEEE/ACM Transactions on Net-
working, Vol. 4, No. 6, pp. 885-901, 1996, presents how
worst-case delays for static priority queues are calculated 1t
the tratfic of each queue 1s limited by concave constraint.

The present inventor has discovered that this approach can
be reformulated 1n terms of the proposed delay equations so
thatit1s only checked, 11 a given (predetermined) delay bound
1s violated. Further, the present inventor has proved that the
delay violation check with piecewise linear constraints needs
to be performed only at those points denoted by numbers 1,
2, .. .1n the figure above. As a result, a very fast and simple
delay test for each queues can be provided.

Thus, according to the modified method conceived by the
present mnventor, the modified method consists mainly of the
steps of providing an estimated maximal rate envelope of the
traffic flow based on traific measurements; approximating,
said envelope to a piecewise linear traffic constraint curve;
moditying said piecewise linear tratfic constraint curve such
that said curve assumes a concave shape; and checking
whether a predetermined delay bound for a new connection
requesting to be admitted, and the delay bounds for all lower
priority queues (having a higher priority number) are not
violated, and granting the requested new connection, 1t said
predetermined delay bounds are not violated.

For still better understanding, a brief introduction 1n the
Qiu’s MBAC method 1s given.

The key 1dea of this algorithm 1s to measure maximal rates
of the arrival process of the aggregated trailic flow at different
time scales and predict the behavior of the flow in the future
using these measurements. The algorithm 1s able to provide
an estimate of the packet loss probability and take large
butlers mto account.

In the most recent approach presented by Qiu and Knightly,
the principles of extreme value theory are applied for the cell
loss estimation. Therefore we mainly refer to this most recent
approach, 1n which the algorithm 1s introduced 1n the form of
theorems and proofs. Here we take a slightly different
approach to explain the algorithm, because a good under-
standing 1s important.

In the Qiu’s algorithm, the measurement method charac-
terizing the current aggregate tlow 1s called measuring of
maximal rate envelope. The basic 1dea 1s to find a set of peak
rates over numerous intervals of different lengths during
some measurement window T. The resulting maximal rate
envelope describes the flow’s maximal rate as a function of
interval length.
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Next we describe the maximal rate envelope formally. Let
Als, s+I] be the number of arrivals 1n the interval [s, s+1]. Cell
rate over this interval 1s

number of arrivals

Als, s +1]

time period I

This can be understood also as an average cell rate over the
period 1. Peak cell rate over intervals of length I inside the past
measurement window T 1s given by

max
selt—T, -1 ]

[

Als, s+ 1]
R =

Peak rate R can be understood as the largest average rate
over time period of I observed during the measurement win-
dow T when time variable s gets all possible values. The set of
peak rates over intervals of different length can be constructed
simply by using different values I, in place of iterval 1. Qiu
and Knightly defined I, to be simply a multiple of T which 1s
the smallest time period over which the number of arrivals
Als, s+T] 1s measured:

I=k=kt, k=1,... T.

In practice, T 1s larger than cell transmission time. Note that
in the context of this MBAC T 1s not expressed 1n seconds but
it 1s a pure integer. The length of the measurement window 1s
obtained by multiplying T with the smallest time period :

Measurement window(in seconds)=Tt

Clearly, the linear function I(k) makes the size of maximal
rate envelope vector huge when either r 1s very small or T 1s
very large.

FIG. 1 shows an example of measuring peak rate R ;, when
[,=I,=37t and measurement window T=11.

Now we are ready to define the maximal rate envelope R,
which 1s a set of peak rates over intervals I,=kt k=1, ....,T
inside measurement window T,

R" ={R},R5, ... , R}}, where
Als, s+ 1]
R; = max .
se[t—(n+ )T t—nT—4, ] L,

FIG. 2 shows an example of measuring maximal rate enve-
lope. The indexn=0,1, ... ,N-1 in the equation above denotes
that actually N maximal rate envelopes are measured over N
past measurement windows for estimation methods.

Maximal rate envelope can also be defined such that the
intervals I, are not restricted to be mnside measurement win-
dow T but only begin 1nside T:

Als, s+ L]
max .
s€[t—(n+ )T 1—nT] I,

R} =

In this way, absolute maximal peak rates over longer inter-
vals are found in contrast to original definition, where the
longest interval 1s not slid at all, because 1t 1s equal to T,
length of measurement window. This may increase the accu-
racy a little.
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The 1dea of describing the behavior of the trailic flow by its
maximal rates over numerous intervals of different length 1s
quite unique among previously known MBAC proposals.

Several benefits of this approach have been attributed
thereto. First, a traffic flow’s rate and 1ts maximal rate as well
are meaningful only if they are associated with an interval
length. Second, by characterizing the aggregate traffic flow
by 1ts maximal rates instead ol mean rates one describes
extreme rates of the tlow which are most likely to cause butifer
overflow. Finally, the variation of maximal rate tends to be
less than the variance of traffic flow 1tself making estimation
based on maximal rates more stable. This 1s due to asymptotic
decrease of the variance of maximal rate when the length of
observation period is increased.

It 1s important to observe how the maximal rate envelope
describes the behavior of traffic flow over different time
scales. This 1s 1n contrast to most measurement methods
sampling rate over just one interval. The characterization over
different time scales 1s important, since even the same kind of
traific may have very different characteristics.

Although maximal rate envelope describes recent extreme
behavior of the traffic, 1t 1s incorrect to assume the envelope
will bound the future traffic as well. The estimation in this
MBAC 1s based on the behavior of N past maximal rate
envelopes.

The theoretical background of the estimation 1s now
explained. Two steps are taken to estimate the future tratffic.
First, the next maximal rate envelope 1n future 1s estimated by
determining estimates of mean and variance for each maxi-
mal rate R,. Second, to estimate the bandwidth demand of the
agoregated tlow 1n respect of target CLR, distributions of
cach maximal rate R, are approximated.

A method to get an estimate of future maximal rate enve-
lope 1s to calculate empirical mean and variance of each
envelope element R, using N past measured sample values:

1 _
of = ——=> RE-R,),

where R, 1s the mean of the R,”’s 1n past N windows:

Although these two basic statistical parameters alone do
not predict the future behavior of aggregate flow reliably,
together with the knowledge of the nature of the random
variables R, they give means for estimating distributions of
R, ’s.

As mentioned above, maximal rate envelope describes
variations of aggregate flow at time scales up to Tt. However,
a single maximal rate envelope does not recognize current
long time scale dynamics or trend—1for example, whether
there 1s currently more flow arrivals than flow departures or
vICE versa.

To estimate the effect of long time scale dynamics, a
method based on conditional prediction techmque has been
presented by Q1u. Conditional prediction 1s used for predict-
ing conditionally next value of mean rate, m_,, and its vari-
ance based on the past measured values m.,_;,ma; -, . . . ,M,.
Moreover, a normalized envelope 1s defined as the peak-to-
mean ratio r,”=R,”"/m_, where m_ 1s the mean rate over mea-
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surement window T, during which the peak rate R,” 1s mea-
sured. The mean of normalized envelopes 1s defined as

b

Z| —
RN

I =

i
-

and the variance as

Finally, the predicted mean m_, and the mean of normal-
ized envelopes r, are combined to get predicted value of
mean:

M

Rk =fk'ﬁ]—l:-

A2 A2 12
0r =< (T +07) (m—l + Zzz)a

where
>
22

is the predicted variance of m_,. Now, the first term of _ﬁk
reflects the burstiness over intervals of length of I, in each
measurement window and the second term, predicted mean
rate, describes the dynamics at time scales longer than Tt. In
an actual admission control algorithm (mentioned later),

these predicted values ﬁk and 0,2 are used instead of simple
mean R, and variance o,”. The difference in performance
between using predicted and not predicted estimates 1s pre-
sented further below.

For an admission control algorithm, an estimate of the
bandwidth demand of the aggregated tlow for a given target
CLR 1s needed. This 1s due to the fact that in statistical
multiplexing, the bandwidth demand of the aggregated flow
depends on the target CLLR and delay constraint. The effect of
builers causing delay 1s taken into account 1n the admission
control algorithm.

Because the empirical mean and variance of the maximal
rate R, inside interval of length Tt are known, a natural way
to approach the solution 1s to assume the distribution of the
random variable 1s known as well, and then write the esti-
mated limit for maximal rate R in terms of the mean, standard
deviation and confidence coelficient c.:

szﬁ;ﬁ' §18] e

I1 the (cumulative) distribution function (cdf) of R, 1s F . (*),
then the probability that the random variable, maximal rate
R, will not exceed the value of R, in the time interval Tt can
be written as

Oy (@) = P{Ry < Ry} = PRy =Ry + oy}

R-k-l-ﬂfﬂrk i Fk-l_aﬂ-k
= f [—Fk (K)]Cf}i: f Cka.
o dx oo
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The motivation for writing bandwidth demand as R,=
R, +00, 1s governed by the fact that with the Gumbel distri-
bution, as well as with the normal distribution, the probability
P{R, =R, 00,} remains the same if we normalize the distri-
bution F,(*) so that the mean 1s zero and variance 1s one.
Therefore o corresponding to certain probability can be
found using normalized distribution without need to find
empirical parameters of distribution every time, supposing
the distribution F,(*) 1tself 1s known.

Subsequently, the question 1s how to find a distribution
approximating the cdf F,(*) well enough? If the number of
past samples N was huge and measured R,’S were indepen-
dent of each other, Gaussian distribution would be a natural
and safe choice. In this case, however, N 1s not large enough.
Further, the approximation of Gaussian cdf 1s not accurate
with tail probabailities. Gaussian approximation has been used
in the first version of the Qmu’s MBAC method, anyway.

A good 1dea introduced by Knightly and Qi1u 1s to take
advantage of the extreme value theory. Infact, R, isnota plain
random variable of traffic rate but 1t 1s a maximum of several
observed values. The extreme value theory 1n turn describes
the behavior of extreme values like minimum and maximum
values.

From the collection of distributions describing different
asymptotic distributions of the probability P{max{X,,
X,, ..., X }=x} whenn—co, Knightly and Qiu have chosen
the Gumbel distribution to approximate the cdf of R,. Natu-
rally, the asymptotic distribution depends on the distribution
of the underlying random variable whose cdf 1n the case of
data tratfic rate 1s generally not known. In Knightly’s and
Qi1u’s publication no comparison with data traific has been
made between candidate distributions, so the choice of the
Gumbel distribution has not been justified thoroughly. On the
other hand, 1n litertature the Gumbel distribution 1s proven to
describe the asymptotic distribution of the maximum with
most of the well-known distributions. Moreover, the simula-
tion results of Knightly and Qiu give reason to believe the
choice of the Gumbel distribution works.

The cdf of the Gumbel distribution 1s given by

G(x) = exp[—exp(— - ; A)]

Parameters X and & are related to mean R, and variance o,”
as follows:

§° = 60°+¢
SRS 7708

However, because 1t 1s possible to use a normalized distri-
bution instead an empirical one, 1t 1s easier to calculate param-

eters for normalized distribution and use them from this point
onward:

I 5{(;.::‘6?_57;‘}‘72 5o.

Now, using the normalized distribution, the probability that
the random variable, maximal rate R, will not exceed R, 1n
time interval Tt 1s

Do) = exp[—exp(— - ;DAD )]

This 1s also the probability that no cell loss will occur,
assuming buifers are able to accommodate bursts exceeding
the average rate R, during interval I,. However, the comple-
mentary probability 1-®(a) does not tell directly an estimate
for CLR, since it indicates only the probabaility that the actual
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maximal rate R, will exceed the estimated limit R,, but not
how large the exceeding, R,-R,, 1s. Even 1t the expected
exceeding E[(R,-R,)"] was known, 1t would indicate only the
average ol the maximal exceeding in interval Tt but not how
many smaller exceedings there occur.

~ (1ven a queuing system able to serve at maximum rate of

R, overinterval I, then an lower bound of number of cells lost
in the interval I, is (R,-R,)*I,. Now, if the maximal rate
R,>R, in the measurement window Tt is known, we cannot
determine the number of cells lost L, because there may exist
other periods of length I, over which the rate 1s between rates
R, and R,. FIG. 3 illustrates the problem. According to
Knightly and Qiu, the average upper bound of the number of
cells lost E[L,] in measurement window Tt 1s determined by
assuming the average exceeding

E[(R—Ry)"]

holds over every interval I, in the measurement window Tt
and the service queue is served at least at the rate R, =R, +0.0,:

T

E[LJ=E[(R;-Rp)"] T,

where

~

B[R, ~R,)'] = f:(r_m)m

k

=y, fm(x —Q)- [% exp(—exp(— - ;:LD ))]ﬂf}i

Because the CLR 1s defined as the number of lost cells per
the number of cells sent, CLR can be dertved from E[L,] just
by dividing it by R It, where R is the average rate over
intervals of Tt, and finding the time scale which causes the
greatest cell loss:

E[(R, —-R;) |Tr
ETTT

E[Ly]
ETTT

CLR =

= max
k=1.2,....T

2
=
=

Although not addressed by Qiu and Kmghtly, one should
recognize the following supposition: the mequality above 1s
an upper bound for the CLR only in the case where the
queuing system has enough bufler capacity to accommodate
worst possible burst structure with average rate R, inside
interval I,. Both an imaginary typical case and the worst
possible case of the buffer need are now considered. The
worst case appears when sources behave extremely by send-
ing two bursts of size R, 1, consecutively, assuming the maxi-
mal rate R, , over longer interval I, _, allows a burst of size
2-R.1,. Although the maximal rate R, does not exceed the
service rate C=R,, a buffer of a size b___ is needed to avoid
cell loss. The butler size 1s dependent on the maximal incom-
ing rate C, which 1s at most the sum of all incoming links

IFE Iax
C.:

I

bmm: — 21}5{

(Cin_mm: - C)} — ZL’{

C _mMax

: |

It 1s believed that this 1s a finding not to be forgotten 1n the
context ol admission control and delay estimation, because
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the maximal rate R, does not bound the traffic flow or give any
other information about 1t at time scales remarkably shorter
than I,.

After introducing the basis for the cell loss estimation used
in the context of this (Q1u’s) method, we are finally ready to
reveal the admission control algorithm.

The algorithm 1s presented using the two theorems intro-
duced and proved 1n Qiu and Knightly. Before presenting the
theorems, the connection setup information supposed by the
method 1s explained because the algorithm 1s not designed for
any particular network model like ATM.

A new flow 1s supposed to be bounded by similar maximal
rate envelope r; as the estimated aggregated tlow. However,
leaky bucket based traific parameters of ATM are easily
mapped to maximal rate envelope. For example, with a CBR
connection, the PCR parameter bounds the rate over every
interval 1, so the envelope is ={PCR,PCR, ... PCR}. For
VBR sources, the maximal rate over intervals of length I, 1s
given by

1 MBS
= p-mi PCR -1, MBS+SCR-(IR _ ﬁ]}

In the admission control algorithm and/or method, the
delay or cell loss requirements of a connection are not explic-
itly taken into account. Because the algorithm assumes a
shared FIFO queue, maximal queue length (buffer size) and
service rate determine absolute delay bound straightior-
wardly:

Delay bound=(buflfer size)/(service rate).

In line with the shared queuing scenario, the queue under
decision must have a predefined CLR target less than or equal
to the CLR of any connection.

Admission Decision Theorem

Theorem 1: Consider a new flow bounded by r,, k=1, . . .,
T requesting admission to a first-come-first-served server
with capacity C, buller size B, and a workload characterized
by a maximal rate envelope with mean bounding rate R, and
variance 0,%, k=1, . . ., T. With confidence level ®(at), no
packet loss will occur with admission of the new flow 11

I.(R —Ol=<B
P T_l{k( ¢ +1 +aocy — C)} < B,

and
R I+rk+£1€rT§C :

where ﬁT is the mean rate over intervals of 1. and o its
deviation.

This theorem offers the actual admission decision. The first
condition of the theorem checks that allocated butier B 1s able
to accommodate all bursts of length less or equal to I, by
estimating the buffer need over every interval I, 1s less than B.
The butfer need 1s approximated by first calculating the dii-
ference between estimated future maximal rate and service
rate and then multiplying the difference by the length of the
interval I, 1n order to get the size of burst 1n bits.

The second condition of the theorem 1 1s referred to as the
stability condition 1 Qmu’s and Knightly’s aforementioned
publication, because 1t requires that the average rate over 1.-1s
less than the link rate. As a consequence, the busy period of
the queue server 1s less than I -meanming that queue will not be
occupied longer than 1. Note that 1t R, 1s defined according to
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the equation introduced in connection with FIG. 2, then

ﬁﬁfRT and 0. =0 and therefore ﬁf must be measured sepa-
rately.

To bind the confidence level ®(a) to the target CLR,
another theorem 1s proposed:

Theorem 2: Consider an aggregate tratfic flow that satisfies
the schedulability condition of Theorem 1 and has mean
bounding rate R, and variance o,” over intervals of length IT.
For a link capacity C, butfer size B, and schedulability con-
fidence level ®(a.), the packet loss probability 1s bounded by

oY)l
max < P <

oY)
k=12..T Ryl R

Ry

, where

max
k=1,2,....T

For theorem 2, the upper bound of loss probability was
actually derived earlier herein above 1n the context of estima-
tion. To take the desired cell loss probability 1nto account in
the admission decision, the corresponding parameter o must
be solved from the theorem 2 using the upper bound 1nequal-
ty.

Subsequently, some important i1ssues about the feasibility
of this MBAC are highlighted. We assess here the impact of
the theoretical problems more than practical details because
the latter ones are considered 1n later chapters. The estimation
of future behavior of maximal rates relies strongly on the
assumption that maximal rates of data traific obey the Gum-
bel distribution. Naturally some experimental evidence about
the distribution of R, ’s with different kind of traific would be
welcome to assure that the estimation 1s able to give correct
results even with very small target cell loss probabilities.

A serious theoretical approximation we are concerned
about 1s the correctness of cell loss estimation with small
builer B corresponding delays much shorter than the shortest
measurement interval I,. The buffer test in admission deci-
s1ion ensures that the difference between estimated maximal
rate R, and server rate C 1s so small that bufler B does not
overtlow over any interval I,. However, as mentioned betore,
some builers are needed unless the maximal traffic rate stays
constant over whole I,. The problem 1s emphasized over
shortest interval I,, because there are not shorter intervals to
reveal higher maximal rates 1inside I, . To predict delays which
are, for example, one tenth of the shortest interval I, or less,

the tratiic should be very smooth over whole I, to avoid excess
cell loss.

Actually, according to worst-case calculation B=b____the

smallest delay which can be guaranteed 1f maximal rate R,
does not exceed service rate C 1s

bmm:
din =~z = 211 as Zcf s oo

However, one must remember that the worst-case tratfic
scenar1o mentioned earlier before 1s very unlikely, as 1s the
best case scenario assumed by the algorithm with very short
delays, so in practice the truth lies probably somewhere
between these two extremes. In addition, the upper bound of
the cell loss estimate 1s based on the worst-case assumption
that the maximal rate R, holds over every I, inside measure-
ment window 1. It would not be a surprise i1 this assumption
were able to partly compensate the optimistic assumption
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because the maximal rate over shorter interval 1s usually
higher and 1t 1s unlikely that the maximal rate over shortest
interval would hold over 1.

Selection of the shortest and the longest measurement
intervals, I, and I, 1s an important theoretical and practical
1ssue. From a practical point of view, both a very large T and
a very short I, increase computational complexity. From a
theoretical point of view, the importance ot a short I, was
already discussed, so a trade-off between complexity and
accuracy exists.

The length of the measurement window I.-1s a complicated
question with this MBAC. The maximal rates are searched
inside I but their mean and variance are calculated using
measurements of N past windows. Therefore there are actu-
ally two measurement windows of lengths I.-and N*1 .

Fortunately, the algorithm should be robust against the
choice of I,. According to Knightly and Qiu, this 1s due to
opposite behavior of the two admission tests, bulfer occu-
pancy test and stability test 1in function of 1. With a short I,
the stability test behaves conservatively because the variation
of mean rates among N windows of length I 1s large and
therefore the variance of mean R ,-is large. The mean of mean
rates R over N past windows is not much affected by the
choice of 1. In contrast, the bufler test becomes more con-
servative (or realistic) when 1. 1s increased because larger
windows obviously present larger maximal rates. For these
reasons Qiu and Knightly argue that there exists an optimal
choice of I, and a wrong choice only compromises utiliza-
tion, not quality of service. If the I.-1s not too optimal, then it
should be possible to occasionally optimize 1~ for example,
by trying which test fails when service rate C 1s decreased
under current workload.

As the choice of I, 1s determined by limitations of imple-
mentation and as the choice of 1. could probably be adjusted
automatically, the only parameter without clear guidelines 1s
N, the number of past windows to take 1nto account in mean
and variation calculations. Recalling Tse’s stability analysis
ol measurements, 1t 1s easy to imagine that with too large an
N the CAC could not react fast enough to changes in flow
dynamics. Probably the use of conditional prediction makes
the algorithm more robust against the choice of N. It 1s sug-
gested to use N=8 or N=10. Without conditional predlctlon
the algorithm will probably allow too many connections in
the transient state where mitially an empty system 1s rapidly
filling with connection, because the mean rate remains low,
unless the variation becomes so large that 1t can compensate
a too low mean rate.

None of Qiu’s and/or Qiu’s and Knightly’s publications
does directly suggest how to handle very frequent connection
requests. Before a new estimated rate envelope 1s ready, new
connections accepted meanwhile are not taken into account in
measured variables—this leads to overload.

The solution to this resides in the following: advertised rate
envelopes of flows admitted after the last estimation are added
to the requested flow’s advertised envelope before using it in
admission decision. This makes the algorithm a bit conserva-
tive under high load and also relieves the real-time require-
ment of the estimate updates. As a whole, this MBAC seems
to be the most convincing one of those introduced 1n this work
because 1t characterizes traific over many time scales and
because 1t should be quite robust against the choice of mea-

surement time scale 1n contrast to previous methods.

Nevertheless, with the Q1u’s method described up to here,
the problems mentioned earlier 1n using it under practical
packet data networks such as ATM networks still exist.
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Note that in previous publications dealing with CAC and/
or MBAC methods, algorithms are introduced for a simplified
environment, like for one FIFO queue.

However, when the implementation of CAC and/or MBAC
in an ATM switch 1s considered, a number of new problems
are encountered, which are solved by the present invention.

To keep the discussion and explanation of the present
invention at a practical level, we have chosen Qiu’s maximal
rate MBAC algorithm as a basis and this Qiu’s MBAC
method 1s adapted to ATM as an example of a packet switched
network.

Recall what kind of multiplexing environment and what
information 1s required for the employment of the maximal
rate algorithm:

1. A shared packet or cell queue with butlering capacity B (in
bits) which 1s serviced using first-in-first-out (FIFO) sched-
uling discipline,

2. Target cell loss ratio P,___

3. Minimum service rate S

4. Measured maximal rate envelope, R={R,.R,, . . . R, },
k=1,2, ..., T, of the recent workload of the queue,
5. Maximal rate envelope r={r,r,, . . . 1.}, k=12, . .., T

bounding the connection requested.

Several conclusions can be drawn from these assumptions.
Firstly, the algorithm 1n 1ts basic form requires the switching
system to consist of shared queues that are served with FIFO
scheduling and cell arrivals of each queue to be counted by
hardware. Secondly, the algorithm does not accept direct
delay constraints for the queues. Instead, the buifer size and
the mimmum service rate of the queue determine the delay
constraint:

buffer capacity

delay =

minimum service rate

Third, due to FIFO queuing the delay constraint of the
queue must be chosen according to the connection having the
tightest delay constraint. Consequently, 1n order to increase
the utilization by extensive bullering of connections with
looser delay constraints one must have several queues with
different delay bounds.

An ATM network 1s supposed to be able to provide particu-
lar services with such a high QoS level that the Internet 1s not
imagined to provide even far in the future. This 1s partly due
to historical reasons: ATM was chosen to be an implementa-
tion technique of the B-ISDN, which 1n turn was designed to
be the successor of the narrowband ISDN network providing
digital service of very high quality.

From CAC’s viewpoint, the real-time services of the ATM
are the most demanding. I'TU-T has defined the end-to-end
cell delay variation (CDV) objective of QoS class 1 (QoS
class 1 defines QoS objectives for Deterministic Bit Rate and
Statistical Bit Rate 1 ATM transier capabilities which corre-
spond to CBR and VBR services of ATM forum) to be 3 ms
with exceeding probability of 10~° and the end-to-end CLR to
be 1077, or 107" if possible. Because one connection may
traverse even dozens of switches, the delay variation due to
queuing of real-time connections must be of the order of
hundreds microseconds.

For the maximal rate MBAC (1.e. Q1u’s MBAC) very tight
delay constraints seem to be a problem. As mentioned before,
the cell loss estimation 1s based on the assumption that the
switch has some buffers to accommodate variations inside the
measurement interval I, . While the variations inside intervals
of I, k=2, ..., T are mostly characterized by maximal rates
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over shorter intervals, the variations 1nside the shortest inter-
vals I, are not characterized at all. For this reason, when the
buffer size B 1s very small 1n comparison to the number of
cells arrtving during I,, the probablhty that the builer 1s not
able to accommodate variations, increases.

To predict delays that are very short 1n comparison to the
shortest measurement interval, a simple modification of the
maximal rate algorithm (Qiu”> MBAC) 1s presented. The
improved algorithm 1s based on two components: traffic con-
tract based peak rate of the queue and the estimated maximal
rate envelope of the original algorithm, R,=R,+a.0,, k=1,
2,...,T.

Because we are concentrating on packet networks such as
ATM networks now, we can assume that for any input queue
in the switch the deterministic traffic constraint function 1s
defined by the PCR and CDV'T parameters of the connections
flowing through the queue. Further, i1 the shaping effect of the
upstream queues inside the switch 1s known, that 1s, the
change of cell delay variation, then our model 1s suitable for
any constant rate FIFO queue 1n an ATM switch.

A combination of deterministic traific constraint and esti-
mated maximal rate envelope gives a traific constraint func-
tion (no shown) of a shape that can be described as follows:
the rectangular portions as a function of time 1ntervals denote
the estimated maximal rate envelope limiting the maximal
number of arrivals over periods I,. Inside interval I, the maxi-
mum arrival rate 1s limited by PCR, the total peak rate of
connections. A burst at the beginning, BPCR, 1s due to delay
variations and 1t 1s determined by the leaky bucket (PCR,,
CDVT,) of each connection 1 according to equation
BPCR=2PCR -CDV'T,. With this function, the worst-case
delays are obtained when assuming that
1) Total peak rate PCR 1s larger than service rate S
11) Estimated maximal rate R, over any interval I 1s less than
service rate S.

With these assumptions we can easily calculate the delays
occurring with the function:

Delay d, 1s determined by queue service rate S and BPCR:

_ BPCR

Delay d, 1s determined by BPCR, PCR, S and estimated
maximal arrivals R, 1;:

Ri; R} =BPCR
‘TS T PR
Delays d, . . . dare calculated 1dentically:

1 1
di = (Ril; —R:’—IIE—I)(§ - PCR ]

For the cases other than assumed above we may conclude
as follows:
a) S>PCR: some delay occurs only at the beginning due to
BPCR and therefore the only delay to check against delay
constraint 1s d,.
b) It R >S forsome1=1,. .., T: This kind of situation suggests
there may be long busy periods and therefore small delay
constraint 1s hard to preserve unless the traffic 1s totally
smooth at short time scales. Therefore 1t 1s reasonable to
exclude this kind of situation by requiring that S>R . for all 1.
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¢) R>PCR for some 1=1, , T: This odd situation might
occur due to variations of maximal rates or at least 1t might be
difficult to show that the situation 1s impossible. However, 1t
does not matter whether the situation i1s possible or not
because the condition S>R,; ensures that the estimate never
exceeds service rate, and therefore the condition S>PCR
holds and according to a) only d,, 1s checked.

From the calculations and conclusions above we can draw
the admission control algorithm where D denotes the maxi-
mum delay allowed:

If new total PCR 1s less than service rate S then

11 d,<D then

accept connection

clse

deny connection

else

11 S>R;, for every 1 and d.<D for every 1 then

accept connection

clse

deny connection

Remember that the buffer size required for the queue under
decision 1s B=D-S.

One must understand that the (modified) algorithm pre-
sented above 1s only the first step towards an improved MBAC
controlling very small delays. The original ((Q1u’s) algorithm
1s able to give only an estimate of the maximal number of
arrivals over shortest interval I, and because the target CLR 1s
already taken into account 1n estimation, we must ensure that
no remarkable cell loss occurs due to traffic fluctuations at
time scales shorter than I,. Because measurements do not
directly provide any information about these short-range
fluctuations, we chose a deterministic way to approximate
short delays. To get more efficient CAC for real-time traiffic
one must estimate the effect of short-range tluctuations either
with statistical means or with another measurement method-
ology.

Despite the worst-case approach, our improved algorithm
1s able to provide better utilization than the peak rate alloca-
tion S=2.PCR, if the sources are not sending at their peak
rates.

However, judging the maximum ratio of PCR/S allowed as
a function of ratio R,/S, where R, 1s the measurement-based
estimate of maximum rate over R,, the algorithm does not
perform very well. For example, with 1 ms delay constraint
and completely smooth traflic with rate R,/8=0,5 the algo-
rithm achieves utilization of only 0,5%*1,25=0,6235 although
the utilization close to one would be possible due to smooth
traffic. However, 1t 1s still 25 percent better than the peak rate
allocation based only on traffic contracts.

In consequence, according to the proposed modification as
conceived by the present mventor, a still further modified
algorithm for static priority queues 1s proposed, starting from
the maximal rate MBAC algorithm, 1.e. Qiu’s MABC
method.

Particularly, delay calculations of priority queues are more
complicated than those of FIFO queues. The delay of the
highest priority queue, usually denoted as a priority 1, 1s the
only exception since 1ts delay 1s same as with FIFO queue.
The service rate of lower priority queues 1s always deter-
mined by the workload of higher priority queues.

A Tfarrly complete worst-case delay analysis of priority
queues 1s presented 1n literature by Liebeherr et. al (men-
tioned before). Advantageously, the performance analysis of
static priority queues as presented 1n literature by Liebeherr
et. al (mentioned before) 1s used 1n a suitable modification
conceived by the present imnventor 1in connection with the

proposed method according to the present mnvention.
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Liebeherr et. al. give deterministic delay bounds of static
priority queues both for concave and non-concave traific con-
straint functions. For concave traffic constraints, the maxi-
mum delay of the queue of prionty p 1s

max -

y=0

( p—1
sh- +max{mjn< T|S-(t+ 1) = Z Af'(t) + Af}r((t+ )| —sh. +
J

)
"
maxs,, .., T = 0 :}.

Here A F(t) denotes the tratfic constraint function ot the con-
nection ] of priority p indicating the time required to serve
cells arrived by the time t; s # denotes the minimum service
time of a packet of priority p and s, " denotes the maximum
service time ol a packet of priornity r. However, the service
times of ATM cells are equal and negligible, so as the inventor
found out 1n the course of his research, the equation may be
simplified just by leaving out (neglecting) all three s terms.
Suppose we are given the constraints of aggregated tratfic,

Ap, 1nstead of individual constraints A # such that
Ap=ZAZ

and

AP = pi > AL

g=1 J

Further, due to negligible cell transmission times we may
approximate A"~ (t+t)" AP~ (t+1). As a result, the maxi-
mum delay 1s

dr = maﬂx{min{*r IS-(t+7) = AP(t) + ALP Lt + D).

To interpret the equation above intuitively, consider the
time t as the arrival time of a tagged cell of priority p. Then,
the mner minimization indicates the first moment T when the
scheduler has had enough free cell slots between higher pri-
ority cells to serve all of the cells of priority p arrived by the
time t, Ap(t), including the tagged cell. See FIG. 4A for visual
interpretation of the delay T. If the maximum delay 1s not
interesting but only the knowledge that the predefined delay
bound D_ _ £ 1s not violated, then the following delay viola-
tion test gives a sulilicient condition, assuming i1t holds for all

t=0;

S-(t+D,,_ A)Z=A?(O)+AP L (4D, 7).

PRGN

This condition follows directly from the delay equation.
FIG. 4 1llustrates the condition visually.

From a practical point of view, 1t 1s important that both the
delay equation (1llustrated 1n FIG. 4A) and the violation test
above (1llustrated 1n FIG. 4B) hold for all concave traflic
constraints, like piece-wise linear constraints, because many
traffic contracts and measurement methodologies provide
piece-wise linear constraints.

Actually, the use of the equations 1n practice 1s much easier
with piece-wise linear constraints because the maximum
delay may occur only with certain values of t. To prove this
claim, suppose the case of FIG. 5 where we are given piece-
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wise linear constraints A? and A'*~" which are both linear
over periods of k. Further, suppose we have found the delay t
for certain t, satisiying

S-(t+1)=AZ(1)+ AP (t+1).

Then, consider how the value of T changes if t 1s either
increased or decreased:
1) When t 1s increased, r increases until t+t=3k, because the
function A? grows faster around t than the difference S—A'#~*
does around t+t, that 1s,

iAF’ (1) > i [S(t+ 7) — Al-p-1 (t+ 7)]
dt dt '

Note that the difference S—-A'#~" is used to serve priority p
cells arnved by the time t.
11) After t+r has passed the value of 3k, r starts to decrease,
because now the difference S—-A"*~' grows faster than the
function Ap does around t, that 1s,

4 [S(3Bk)") = AV (3] > iM(Bl«: —7)
dt dt '

We can conclude that the increase or decrease rate of r stays
constant until either t or t+t reaches next integer multiple ot k
because the rate of change of T depends only on the derivative
of A? around t and the derivative of difference S-A'#""
around t+t. Due to piecewise linearity, these dernvatives stay
constant until the next multiple of k 1s reached. As a result, the
global maximum of T may occur only either when t=n'k or
t+t=n-k, wheren=1,2 . . ..

From the viewpoint of our delay violation test, this result 1s
remarkable. If the delay bound D_ _ # 1s a multiple of k, the
violation test needs to be performed only with values t=n'k.
To prove that, we first consider the maximum delay such that
=D, #. Then the maximum i1s found either when t_=n-k or
t _+t=n-k. In the former case the condition

S-(t+D, _ P)»<APO)+AP 1 (t+D__2)

holds at least when t=t_ . In the latter case, when t 1s increased
to the next multiple of k, so that t>t_, the endpoint of busy
period, t+1, must advance unless the service rate S 1s infinite
at the moment t_+t and therefore our condition check reveals
the violation.

Let us sum up our priority queue algorithm:

Consider a static priority queue system with total service
rate ol S and with P queues having each an individual delay

bound D, # defined, where D _ __“=1-k,iEN. In addition, trai-
fic constraint A?(t) of the current workload of each queue 1s
given and these constraints are linear between values t=n-k,
n=1,2,....T. Also stmilar tratfic constraints of total current
workload of queues from prionity 1 to p, Al,p—1, are given,
where p=1,2, ... P.

Now, consider a new connection of priority q with an
arrival constraint a(t) requesting admission, where a(t) 1s also
linear between values t=n‘k.

The admission 1s granted, 11 both the following condition
holds forall n=1,2,....,T

(nk+D,, . 9)-S=A9nk)+a(nk)+A 9L (nk+D, 9

and the following condition holds
for all p=q+1,...,Pandn=1,2,...,T

(nk+D_ 2y SZA?(nk)+AP (nk+D _ Pi+a(nk+
D, ).

rROX
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Usually there are only a few different priorities, so the test
1s not much more complicated than the buffer test in Qiu’s

MBAC.

Since we have a simple admission control test for concave,
piece-wise linear traific functions, the next question 1s: how
do we actually get such traific constraint functions? Recall
that a piecewise linearization of estimated maximal rate enve-
lope R,=R,+a.0,, k=1,2, . .. T, represents an approximated
traffic constraint function of FIG. 6 and that due to probability
of overtlow of small buffers, the approximation 1s justified
only 1f the delay bound D__ # 1s at least of the order of
magnitude of the shortest measurement interval I,. However,
because the maximum rate envelope decreases only near
monotonically as a function of interval length, the traiffic
constraint function 1s not completely concave. Therefore a
concave approximation must be done as 1llustrated in FIG. 6.
Coding an 1terative function that makes the traffic constraint
concave 1s not too complicated a task and therefore not
described herein 1n detail.

Concave approximation has some performance draw-
backs. Firstly, especially with quasi-periodic traffic, like
MPEG coded video, the concave constraint degrades pertor-
mance. Secondly, every new estimated maximal rate enve-
lope must be made concave before any CAC decision.

To avoid such performance problems of concave approxi-
mation, one could use the delay equation with non-concave
traific constraints, presented by Liebeherr et al., to develop
another method.

However, maximum delay with non-concave constraints 1s
more complicated and at least admission decisions as con-
ceived by the present mventor and derived from the delay
equation of Lieberherr et. al. resulted 1n a complicated deci-
sion with a complexity of O(n”) where n is the number of
clements 1n maximal rate envelope.

Because the estimate update interval 1s typically of the
order of seconds, under high load one estimate 1s likely to be
used for several CAC/MBAC decisions and therefore con-
cave approximation with simple O(n) admission check
should be a more stable choice. Finally, note that computa-
tional complexity of the simple admission check equals that
of the original algorithm’s admission check which also has
O(n) running time.

Another performance related 1ssue 1s the estimation of the
traific constraint of aggregated traific of priorities from 1 to

p—1. The simplest solution 1s to sum the ndividual con-
straints:

p—1
ALPTE= N AP
g=1

However, this compromises utilization, since each con-
straint 1s estimated in respect of cell loss and 1t 1s very unlikely
that all queues behave extremely at the same time. Better
utilization 1s achieved by measuring and estimating maximal
rates of aggregated traific of priority queues from 1 to p—1 for
all p=2, . ..,P-1, where P 1s the lowest priority queue having
a delay bound defined.

Finally, note that one may use any other CAC method for
real-time queues and apply the MBAC method only for non-
real-time queue(s). Consider a case where CBR connections
are directed to the highest and rt-VBR connections to the
second highest priority queue. The third priority queue is used
for nrt-VBR connections, and the fourth for UBR tratfic. The
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MBAC 1s used only for CAC of nrt-VBR connections to
achieve high link utilization. In this case, the only constraints
needed are A"* and A”.

So far we have concentrated only on the allocation of
physical resources, like the bandwidth of an output link, the
service rate of a scheduler or the butler space of an interface
unit. Although these physical resources ultimately determine
the quality of service experienced by cross-connected con-
nections, there are also logical resources 1n an ATM switch to
be controlled by CAC according to another aspect of the
present invention. In ATM, VC connections (VCC) are car-
ried logically inside VP connections (VPC) by giving a VP
identifier to VC connections. Every VPC has a trailic contract
similar to a contract of VCC, including service category and
traffic description. An ATM network node may perform either
VP, VC or both VP and VC cross connections.

In VP cross connection, cells are forwarded to the proper
output link according to VP identifiers. The VPC can be seen
as a bunch of VCCs, but the switch 1s not aware of the number
or the nature of those VCCs. It only needs to know the tratfic
descriptor of the VPC to make CAC decision and reserve
resources. In FIG. 7, the VPC 2 1llustrates the cross connec-
tion of a VPC. Note that in practice the VP identifiers are
changed even in this case, because VC and VP 1dentifiers are
always link specific. However, from resource management’s
point of view, the change of identifiers has no meaming and
therefore the 1dentifiers of VPCs in FIG. 7 do not correspond
to the real 1dentifiers.

In VC cross connection, VPCs end up and they are broken
down 1nto VCCs. Individual VCCs need to change into other
VPCs due to possibly different destinations links. In this case,
the switch sets up cross connections separately for each VCC,
meaning that each VCC 1s going to travel under a new VPC
and the cells are forwarded to the proper output links depend-
ing of their new VPC. In VC cross connection, the switch
needs to know the traflic descriptor of each VCC, because
different VCCs consume different resources, like the band-
width of different links. FIG. 7 illustrates also VC cross
connection.

Note that 1n VC cross connection VPCs are terminated 1n
the switch, like VPC 1, 3, 4 and 5 1n FIG. 7. Terminated VPCs
are also called VPC end points and we may consider them as
logical resources, because the switch may but 1t does not have
to reserve any resources for them. An empty VPC, like VPC 4,
does not carry any cells and therefore in reality 1t does not
consume any bandwidth or butlers.

However, even VPC end points have service category and
traffic descriptor defining PCR, SCR etc., because the next
switch may perform only VP cross connection and 1t has to
know the traific descriptor to determine suificiency of physi-
cal resources. As a consequence, the aggregated flow of the
VCCs switched mto a VPC must not violate the traffic
description of the VPC.

Clearly, there 1s kind of a dilemma: Should we reserve
resources immediately for anew VPC end point, meaning that
the CAC checks whether there 1s resources or not for the new
VPC, or should we just accept the new VPC end point and not
reserve any resources until a new VCC request arrives for 1t?
And 1f we want to reserve some resources for a terminated
VPC, how should 1t be done?

First of all, one needs to understand that the bandwidth of
the outgoing link 1s actually the sole possible resource to be
reserved for a VPC end point. This stems from the fact that the
buifer need depends on the nature of VCCs to be switched
inside the VPC and the fact that VCCs may traverse through
different queues and internal interfaces inside a switch
depending on the incoming link and the VPC.
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Suppose we have somehow allocated bandwidth for termi-
nated VPCs. Then, 1f a new VCC does not cause VPC traffic
descriptor violation, 1t will be accepted with a great probabil-
ity. Only the internal bottlenecks of the switch can restrict the
access. One drawback of advance allocation 1s the overall
utilization of the switch may stay at a very low level since the
request for creation of new VPC end points or increase of the
allocation for an old one could be rejected although there
would be a plenty of real bandwidth for new traffic on the
outgoing link. Note that advance resource allocation for
VPCs must be done with some preventive CAC method that
may provide either statistical or deterministic QoS guarantee.

In the case where no advance allocation for VPC end points
have been made, 1t1s possible to achieve high utilization of the
switch. However, a drawback with this option 1s that some
VCCs may be rejected although the target VPC would be
half-empty, resulting low utilization 1n the next VP cross
connecting switch unless that switch 1s using MBAC. On the
other hand, 1t may be even dangerous to apply MBAC 1n a
switch performing mostly VPC cross connections, because
the connection holding times with VPCs may be very long
and so the switch recovers very slowly from an overload
situation caused by sudden increase 1n traiffic of ongoing
VPCs.

Neither no-allocation nor pre-allocation strategy provides
optimal network utilization. For a network having a lot of
long VP connections traversing through numerous switches,
the high utilization of VPCs 1s the key to high overall network
utilization, supposing the backbone switches use a preven-
tive, parameter-based VPC admission control. In such an
environment, some hybrid of the two alternatives 1n the bor-
der switches, like an automatic renegotiation of traific param-
cters ol VPCs according to changes of load or a partial
advance allocation of resources for terminated VPCs could
provide the best result.

A first step and still adequate solution 1s to perform the

following admission check for new CBR-type VPC end
points:

capacity of the link = ZPCR;

and the following test for new VBR-type end points:

capacity of the link = Z SCR;.

An overallocation of VBR-type end points provides better
overall utilization of the switch and because 1t 1s very unlikely
that all VPC end points are concurrently full, individual VPC
end points rarely lose VC connections because of the shortage
ol physical resources.

Regardless of VPC admission control method and policy, a
VC cross connecting switch must ensure that every termi-
nated VPC conforms to 1ts traific contract, meaning that the
traffic parameters of a VPC are not exceeded due to accep-
tance of a new VC connection. The conformance can be
checked by using estimated maximal rate envelope, as 1llus-
trated 1n FIG. 8, where the estimated traffic constraint should
be below the trailic contract-based constraint of VPC for
every I,. Note that the estimation requires per VPC measure-
ments, meaning that the transmitted cells per VPC must be
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counted after buffering. Counting cells before buffering gives
obviously inaccurate estimates because butlering reshapes
the traffic.

Describing the admission test formally, the following con-
dition must hold for all k=1.2, ... ,T:

[

1
Ry +1; < I—mjn(PCR- I, MBS + SCR- (I — MBS /PCR)),
k

where R,=R,+a0,, k=1,2, . . ., T and r, is the maximal rate
envelope of the new connection. In addition, a condition
similar to the stability condition of Q1u’s original algorithm
can be checked as well to get a more reliable decision:

ﬁﬁrﬁaéﬁiSCR

where ﬁ_T denotes the average traffic rate over intervals ot T.

Although these VPC conformance tests provide high utili-
zation, they may not be applicable in the ATM network per-
forming strict policing. This 1s due to the maccuracy of the
approximated tratfic constraint giving a peak rate that 1s actu-

ally a maximal mean rate over I,. Therefore momentary peak
rates may violate the leaky bucket GCRA(PCR, CDVT) used

by policing, although the estimated traific constraint of FIG.
8 does not exceed PCR.

If a very strict conformance to trailic contract 1s required,
then the short delay version of the MBAC introduced earlier
or some preventive CAC method must be used, but 1n most
cases 1t will result in lower utilization. On the other hand, one
may question the need for absolutely strict conformance in
the case where switches use some preventive CAC method for
VPC admission control. Such CAC methods are based on
traffic parameters and usually allocate resources assuming
that sources send maximal tratfic allowed by the traffic con-
tract. In reality, 1t 1s unlikely that the every VPC end point on
the same link 1s full of tratfic and has non-conforming bursts
concurrently. Further, our conformance test restricts the dura-
tion of such burst to be less than I .

Having described the theoretical basis for the method(s) to
be implemented, now, according to the present invention, a
real 1mplementation of Qiu’s MBAC and/or its
modification(s) presented before 1s described.

Throughout the years, one very important design criterion
has arisen, both in the area of communications and computer
science: scalability. Whatever application area 1s chosen, 1t 1s
impossible to know in advance, how large the system will
IIrOW.

What problems we meet if we increase the size of an ATM
switch, 1f only CAC 1s considered? Firstly, the frequency of
new connection requests grows. Secondly, when the number
of physical and logical links 1s increased, the amount of
measurements, as well as the effort needed to perform all
estimations and memory needed to remember both the past
data and estimations. If the measurement data 1s processed 1n
a centralized unit, the amount of measurement data to transfer
to and save 1n the central unit increases. However, the time to
make more frequently arriving admission decision must not
be affected but remain same. Clearly, when the system size
grows, at some point one or more problems listed cannot be
solved any more within only one processing unit.

Decentralization of any larger method/device requires
dividing the device into independent modules. Especially 1n
real-time systems, the interfaces between modules should be
designed to minimize message exchange between modules
that are running in separate processing units. Without caretul




US RE43,645 E

27

interface design, waiting times increase and the messaging
capacity may become as a bottleneck.

According to the present invention, a device operated to
carry out an MBAC method, actually should be decentralized
in the following modules of

estimation functionality module (because estimation 1s
usually quite complex operation, and requires a considerable
amount of calculations);

measurement functionality module (because a large switch
may have a huge amount of interfaces and even more separate
measurement points all over the switch).

Further, measurement functionality presumably needs the
support of switching hardware 1n cell (an ATM cell constitut-
ing a data packet 1n a packet data network) counting. In order
to access counters or counting means at least part of the
measurement module must be provided locally at each inde-
pendent switching unit of a switch device or interface unit.

If a so-called MBAC device 1s divided 1nto three indepen-
dent modules of admission decision, estimation and measure-

ments, then we have some chances to get on with a large
switching system.

Measurement processes can be distributed to every switch-
ing unit ol a switch device. Estimation processes need to
collaborate intimately with measurement processes, so they
tollow measurement processes everywhere. That 1s, to each of
a plurality ol measurement modules there 1s associated a
corresponding one of a plurality of estimation modules. Note
that 1n a minimum configuration, at least one of each modules
1s provided for.

An admission decision modules controls the device, and
asks the estimation processes to report current state of links 1n
order to make admission decisions. If admission decision
operation 1s simple enough, there may not be a need for
distributing admission decision functionality at all.

FIG. 9 illustrates the proposed concept 1n a block circuit
diagram of an interface between admission and estimation
modules, including message contents. The MBAC device
comprises a (centralized) admission decision module which
communicates via a message interface with a plurality of
(with at least one 1n a minimum configuration) estimation
modules. In an estimation setup process, the admission deci-
sion module mnforms the estimation modules (via an estima-
tion interface forming part of the message interface), of an 1D
number, the addresses of the counters to be accessed and/or
read, the measurement intervals, a number N of past measure-
ments, a cell loss ratio or the like. In turn, whenever admission
decision module asks any particular estimation module to
report estimates, the particular estimation module returns to
the admission control module information concerning an esti-
mated sequence number, an estimated maximal rate envelope,
deviations of said envelope, and statistical quantities such as
a mean rate and confidence level alpha. To each estimation
module there 1s associated a measurement module (not shown
in FIG. 9) explained later.

A respective measurement/estimation module may be pro-
vided for a respective switch unit, 1.e. may be provide per
virtual channel VC connection and/or per virtual path VP
connection and/or per any internal transport interface in an

ATM switch, for example (ct. FIG. 7).

In the following section, an implementation of an MBAC
(here Q1u’s MBAC) 1s described according to these principles
and the solution according to the present invention 1s 1ntro-
duced module by module.
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Measurement Module (FIG. 10)

The measurement of maximal rate envelope 1s a much
more demanding operation than just measuring an average
rate over a single interval. Either hardware or software
becomes complicated.

Hardware Support

Let us consider what kind of measurement services switch-

ing hardware may provide for measuring the maximal rate
envelope of (Qi1u’s) MBAC. Basically, two kinds of solutions
are quite obvious:
a) Very specific hardware measures maximal rate envelope on
its own. Measurement intervals should be configurable, for
example, by using a vector of size T including I, s, k=1 ... T.
b) Hardware offers only cell counters. Counters are read
either from some register visible 1n memory address space or
the counting hardware writes results directly to a configurable
memory area using DMA (Direct Memory Access).

Remember that in both cases the hardware needs to offer
means for setting up arrival measurements of any interface or
queue and departure measurements of any VPC end point. In
the case b), interrupts are likely to be needed to wake up
(trigger) the measurement whenever the shortest measure-
ment interval, denoted by T, has expired and the counter 1s
therefore ready for reading.

After a short reasoning i1t should be quite clear that the
option a) 1s far too complicated and too bound to a single
algorithm to be implemented in hardware. The option b) 1s
much easier to implement and 1t provides a generic measure-
ment facility to any measurement-based algorithm, so this
option 1s chosen to be the base of our implementation.
Requirements for Measurements

First of all, we define some general level performance
requirements:

a) Ongoing measurement must not be disturbed by configu-
ration operations.

b) Hardware counters must be read very soon after interrupt to
get right values.

The measurement module provides its services to estima-
tion and so the estimation operations define some require-
ments for measurement module. These requirements stem
from the fact that measurement parameters have no definitely
ideal values.
¢) The length of measurement intervals I, cannot be constant.
Instead, estimation and admission control must have freedom
to choose an appropniate set ol intervals I, and announce them
to measurement module for example 1n a vector 1.

d) The number of measurement intervals, T, 1s not constant.
e) The shortest interval I, 1s not constant. For example, 1t may
be a multiple of T which 1s the shortest possible measurement
interval.

) The vector I, and the parameters r and I, might be changed
at any time because of measurement optimization performed
by admission decision.

Implementation

In order to fulfill performance requirement a) we further
divided the measurement module into two separate pro-
CEeSSes:

1. measurement process and

2. measurement administration process.

In this way, measurement process can be given some real-
time priorty provided by underlying operating system, which
guarantees non-mnterrupted and immediate reading of
counters. Administration process can handle creations, modi-
fications and deletions of measurements with lower priority,
because a delay of few milliseconds 1s not crucial for those
operations. To fulfill the requirement b) all the counter values
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are always written into a temporary variable of each measure-
ment before calculations of maximal rates.

The whole architecture of measurement module 1s 1llus-
trated 1n FIG. 10. From outside the module have three difier-
ent 1nterfaces:

Configuration 1nterface: Creations, modifications and
deletions of measurements are requested through configura-
tion interface by using message queues. Message queues
were chosen because they provide simple interprocess com-
munication without synchronizing problems. (Note that the
configuration interface of the measurement module (at least
partly) corresponds to measurement configuration interface
of the estimation module to be described later.)

Measurement interface: The client of measurement mod-
ule, estimation process, needs maximal rate envelopes Ire-
quently and therefore a considerable amount of data must be
exchanged between estimation and measurement processes.
Withmessage queues a lot of processing would be needed due
to double copying. In addition, message butiers could fill up
causing either blocking of the measurement process or loss of
measurement data. To avoid these problems, the estimation
process 1s allowed to read directly measurement structures
from a shared memory segment. After updating all maximal
rate envelopes, the pointers of ready measurement structures
are put into a fast FIFO queue (“list for ready measurements™
in FIG. 10, corresponding to “ready queue™ 1in FIG. 12) resid-
ing 1n another shared memory segment and the estimate pro-
cess 1s signaled to wake it up, to subsequently read the result,
1.e. the ready measured maximal rate envelopes denoted by
the pointers.

Hardware interface: Hardware interface 1s actually as clear
as possible. Measurement process attaches shared memory
segment of hardware counters to its address space 1n order to
read counters. Each measurement request includes the
address of hardware counter to read. (Note that a respective
counter 1s allocated to a respective switch unit to be measured,
as mentioned before.)

In addition to shared memory segment for measurement,
there 1s another shared memory segment for past counter
values shared by administration and measurement processes.
From this segment a cyclic counter buflfer of a fixed size of
(I . T+1)1sreserved for each measurement, whereI _ ..1s
the longest possible length of any interval expressed as a
multiple of I,. The builers are mitialized to theirr maximum
length, because the size of shared memory segments has to be
fixed 1n most systems. The counter butler is needed 1n order to
calculate the most recent, 1.e. current rate r, over interval I,
(for every k=1,2, . . . T) alter every I, r seconds when a new
counter value 1s read. Then, each maximal rate R, 1s updated
only i1 r,>R,.

A Tunctionality called update_msr (not shown) 1s respon-
sible for calculating maximal rate envelopes. It uses the more
accurate definition of maximal rate envelope where only the
ends of sliding intervals are restricted to reside inside the
measurement window. This method 1s equivalent to the one
represented in the equation on page 22 herein above where
interval must only begin mside measurement window.

The problem 1n implementation of this feature 1s the fact
that under heavy load, 1t may take a while before estimation
process has read a ready measurement and therefore the
recent rates, r,’s, expire. The solution was a ready flag in
measurement structure: the update of r,”s 1s not interrupted
when the maximal rate envelope becomes ready—only the
comparison whether r,>>R, and the update of R,’s 1s stalled
until the estimation process clears ready tlag.

The shared measurement structures provide a fast way to
provide access for several processes to the same structures.
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However, with the use of shared memory a synchronization
problem arises and one usually ends up using semaphores (as
a kind of arbiters) as presented in literature to guarantee
mutual exclusion.

In connection with the solution according to the present
ivention, two semaphores are needed. A semaphore called
msr_sem 1s used among administration and measurement
process. Whenever measurement process starts updating
measurement structures, 1t locks msr_sem. Before releasing
of the semaphore, measurement process checks the new list
and link new measurements to 1ts update job list.

Correspondingly, whenever the administration process
needs to modily or delete measurement structures, or add a
new one to the new list, 1t locks the semaphore. Modity and
remove flags are used 1n measurement structure to indicate
ongoing operations so that the administration process needs
to hold the semaphore locked only for very short time to avoid
delays of the measurement process. Note that the counter
value reading cannot be delayed by the semaphore, because
the counters are read by a functionality called read counters
(not shown) before locking the msr_sem.

Performance requirements are fulfilled, but how about the
requirements from c) to 1)? Individual set of interval lengths
for every measurement 1s possible, because the measurement
request messages bring an interval vector I to the administra-
tion process which then copies the vector to the measurement
structure for the measurement process. The number of mea-
surement intervals, T, 1s transmitted and stored as well. How-
ever, arbitrary T 1s not possible, because data structure defi-
nitions need a maximum value of T, called max_T. The value
of shortest interval need not to be T, because the umt of
interval lengths represented 1n vector I 1s I, -t, where I, 1s the
first element of 1.

Finally, all the varniables mentioned here can be modified
with a request message, so the requirements are fulfilled.

As a whole, with the measurement module the priorisation
of counter read operation 1s achieved and frequent transfers of
large amount of data between processes are enabled without
overloading the entire device.

Estimation Module (FIG. 11)

The job of estimation module 1s to offer an estimated
maximal rate envelope by calculating means and deviations
of rates R, 1n the past N envelopes and also calculate the

confidence level o that reflects the targeted cell loss ratio 1n
the estimate.
Requirements

For estimation module, following performance require-
ments were defined:
a) Together with the measurement module, estimation mod-
ule must provide a stable estimation entity which perfor-
mance does not collapse even when there 1s a shortage of
processing power.
b) Estimation process must avoid unnecessary estimate cal-
culations.
¢) Estimation module must be distributable together with
measurement module.
d) The estimation module provides estimation services to 1ts
client who 1s either admission control or some other function-
ality. The clients have their requirements:
d) Configuration and estimation result requests must be com-
municated through the same simple interface.
¢) Client must have a freedom to choose individual estimation
parameters for each estimate.
1) A unique ID given by the client identifies each estimate.
Implementation

[
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The estimation module was implemented as a single pro-
cess for simplicity, although same kind of two process imple-
mentation as with measurement module would have been
possible.

Main characteristics of the architecture of estimation mod-
ule are presented i FIG. 11.

The interfaces towards measurement module (measure-
ment configuration and measurement result interfaces) are
naturally bound to the implementation of measurement mod-
ule. In order to fulfill requirements from c¢) to 1) the interface
towards admission control (estimation interface for CAC)
was 1mplemented with message queues, as the message
queues 1s practically the only simple way to etfectively dis-
tribute processes. Both configuration and estimate result
requests and acknowledgments are carried through the same
two queues with two different kinds of messages: est_msg for
configuration and est_result_msg for result requests.

The configuration request (1in estimation setup, ci. also
FIG. 9) includes all necessary parameters: 1D, the number of
intervals (1), the unit of intervals (I,), the number of past
maximal rate envelopes used for estimate (N), cell loss ratio
(CLR) and the position of hardware counter from the begin-
ning of hardware counter segment. The estimation process
module retains this information 1 an estimation structure
memory (not shown) and forwards the information needed by
measurement module to perform the measurements.

Estimation results are requested like configuration requests
with an est_msg message. In this case, the only meaningiul
field 1s the ID field. The estimation process replies with an
est_result_request message including the number of 1intervals
(a field T), the estimated mean rate (a ficld R_T), the esti-
mated maximal rate envelope (a vector R), the deviations of
maximal rates (a vector D), the confidence level (a field alpha)
and the sequence number of the estimate (a field seqnum).

On the basis of the sequence number, admission control
module 1s able to determine whether the estimate has been
updated since last request or not. Actually the sequence num-
ber indicates the sequence number of last measurement used
for estimation and also the estimation process uses 1t to deter-
mine whether it needs to calculate a new estimate for the
result request or not, so this feature fulfills the requirement b).

The stability requirement a) was actually taken into
account already 1n the design of measurement module. The
measurement process puts the pointers of ready measure-
ments into a fast FIFO queue (ready queue) residing in sepa-
rate shared memory segment and sends then a signal to the
estimation process. The signal handler of estimation process
then gets the pointers of ready measurement one at a time
from the queue and copies the maximal rate envelope into the
correct estimate structure. The desired stable behavior is
achieved by marking each measurement structure ready for
measurements after 1ts maximal rate envelope 1s copied.
Under very heavy load the estimation process does not have
enough time to process ready measurements as frequently as
they become ready, so the ready queue becomes longer. How-
ever, the longer the ready queue 1s, the fewer measurements
are active and the lower 1s the frequency at which the ready
queue gets new 1tems.

In practice, the queue length tend to oscillate a little, but its
still better than a total collapse of performance. With this
solution, the only consequence of the system overload 1s the
use of a bit older measurements 1n estimation. We argue this
delay 1s not significant, because the estimates always have
quite old elements. For example, if I,.=1 s and N=6, then the
oldest elements are at least 6 s old.

The estimate request handling 1s implemented so that by
default, the estimate process 1s waiting any request message
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to arrive and whenever a message arrives, 1t 1s processed
immediately and after that the process sleep again to wait a
message. However, when a signal arrives indicating ready
measurements, the current operation 1s interrupted regardless
the process 1s just waiting for requests or processing some
request. To prevent the ready measurement processing to
monopolize process’s execution time when the system 1s
under heavy load, a threshold value of processed measure-
ments 1s defined. When the threshold value 1s achieved, the
process checks for pending requests. If pending requests
exists, new signals and therefore ready measurements are
ignored until the first request 1s processed.
Estimate Calculation

Belore coding function for estimate calculation one must
resolve the confidence level a from equation (4.3.24), because
admission control has no use with maximal rate envelopes
and deviations without a which takes the effect of CLR mto
account. The a can be solved from the upper bound of the
equation mentioned 1n connection with Theorem 2 onpage 32
herein above as follows:

_adg
0 0o o0
Pipss = max —
k=12, .T R;
G—lﬂ
——4
G-mm:(sﬂfg 0
— P.‘,'r:.-ss — —
R7
PEGSSRT
= ¥ = zlg — (5{11
G-maxcsﬂ
gy = max oy
k=1,2...., T
whereq 6, = V6 /H
Ao = 0577726,
.

A functionality called *“calculate” (not shown) calculates a
according to the above equation re solved for o.. In addition,
the estimated maximal rate envelope 1s a simple mean of past
N envelopes and the deviation envelope 1s also a simple
deviation of past N maximal rate envelopes, so the condi-
tional prediction was not used.

As a whole, the implementation of estimation module pro-
vides a stable and fare handling of estimation configuration
and result requests and clear interface towards admission
control.

In order to still further clarity the structural composition
and functional behavior of the interface between an estima-
tion module and a measurement module, reference 1s made to
FIG. 12 of the drawings. Note that the columns represent the
measurement and estimation performed for each of a plurality
of counters respectively allocated to a respective switching
unmt (not shown) of, e.g. an ATM switch device. FIG. 12
illustrates memory areas of measurement and estimation
modules and the flow of data there between, as already briefly
explained above. The inter-operation there between 1s as fol-
lows:

1. Values from all hardware counters are read into latest count
variables at intervals of I, when the hardware sends interrupt
to the measurement module.

2. The latest counter values are copied 1into the vectors includ-
ing the past counter values over a period of longest measure-
ment interval 1., at least. In addition, the current rates over
intervals I, . .. 1 -areupdated to the current rate vectors. These
operations are executed even 11 the maximal rate envelope 1s
ready and waiting 1n the ready queue.
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3. The maximal rate envelopes (can be called vectors as well)
that are not ready are updated after operation 2. If the current
rate(s) 1s (are) greater than the maximal rate(s) the maximal
rate(s) 1s (are) set to current rate.
4. After a period of 1., the maximal rate envelope becomes
ready, a pointer of 1t 1s put into the ready queue, and the update
of the envelope 1s 1interrupted.
5. Estimation module gets pointers of ready envelopes from
the ready queue and copies the maximal rates to 1ts structures.
6. The maximal rates of the envelope are zeroed and the
envelope 1s marked as not ready, so the measurement module
starts updating the maximal rates again.
7. When the AC module requests an estimate, the estimation
module checks whether 1t has got new maximal rate enve-
lopes since last calculation of the estimate or not. In former
case, new estimate 1s calculated, and 1n latter case, the old
estimate 1s provided.
Admission Decision Module

For admission control module the following kind of archi-

tecture 1s provided.
CAC algorithms

Herein above, 1t was 1llustrated how much hardware archi-
tecture has effect on the method. We continue our previous
assumptions and imagine that the hardware (of the switch
device 1n the packet network) has the priority queue imple-
mentation. Therefore admission control for highest priority
real-time connections could be based on the modified real-
time version of the method (as conceived by the present
inventor) and for non-real-time connections the priority
queue version could be applied. For VPC end point admission
control the sum admission tests of the equations indicated on
page 51 and for VPC conformance tests the maximal rate
envelope-based conformance test of the equations 1indicated

on page 52, are applied, both introduced in this application.

VP cross connection admission control can be made with
same methods as VC cross connection admission control,
assuming that a remarkable portion of connections are VCCs
with shorter holding times.

All of the three variations of the MBAC we have developed
in this work—the real-time version, the priority queue ver-
sion and the VPC conformance check version—need the
improvement for frequent connection request rate we sug-
gested 1n connection with the introduction of Qiu’s method.
For example, if [,=1 s, new estimated maximal rate envelopes
are available only at 1-second intervals.

The improved operation of each method 1s quite simple:
when the first connection request arrives, according to the
method a request for a new estimate from estimation module
1s 1ssued and the sequence number of estimate 1s saved. 11 the
connection 1s accepted, according to the methods, the adver-
tised maximal rate envelope 1s saved (see first equation on
page 30) of the connection 1nto a sum envelope.

If the sequence number of next estimate requested at the
time of next connection request 1s still same, the sum enve-
lope 1s added to the estimated envelope and the new connec-
tion 1s again added to sum envelope after admission. The sum
envelope 1s zeroed always when a fresh estimate with a new
sequence number 1s received. In this way the algorithms
should be conservative enough during a transition state when
an empty system 1s filling up rapidly.

According to the presented architecture the only connec-
tion type requiring per connection estimation mstance 1s VPC
end point. Therefore we believe that estimation and measure-
ment configurations are not a performance bottleneck.

Data Structures
The real-time method has to save VC connection specific

information, PCR at least. Also the PCR, SCR and MBS

10

15

20

25

30

35

40

45

50

55

60

65

34

parameters of every VPC end point have to be saved, because
both VPC end point admission control algorithm and VPC

conformance check needs these parameters. According to our
current knowledge the priority queue method does notneed to
save per connection iformation. As a whole, the described
measurement-based CAC architecture needs smaller data
structures than preventive CAC algorithms which typically
save all traffic parameters of every connection.

In the literature a remarkable data structure entity of any
CAC architecture 1s usually forgotten: the switch topology
data structure. In order to make admission decisions the CAC
must know the switch architecture very well. In our case, the
admission control module 1s responsible for setting up nec-
essary estimation instances. For each estimate instance the
admission control have to remember the estimation param-
eters 1t has sent to estimation module.

Estimation Parameter Choices

The effect of parameters choices was generally discussed
in connection with the introduction of Qiu’s MBAC method,
so0 we concentrate here only some details. One detail 1s the
function I(k) and another 1s the adjustment of the measure-
ment window length I..

The original version of Qui’s MBAC uses linear increase of
interval length. Ifthe I.=1 s and I,=10 ms, then the number of
intervals 1s T=100 which may be mtolerable large, because
the processing requirements ol measurement and estimation
increase in proposition to T. Further, maximal rates over 990
ms and 1000 ms are not likely to ditfer a lot. Therefore 1t 1s
reasonable to use exponential increase of I,.

There 1s one problem with the exponential increase of 1,
anyway. Recall that the priority queue algorithm requires that
the increase 1s linear, because the admission tests of the equa-
tions given on top of page 46 does not work with non-linearI.
The solution 1s to use a linear increase of I, at first, say from
10 ms to 100 ms, 1f the I,=10 ms, and increase the I exponen-
tially with larger values.

Because the maximal rate decrease near monotonically, we
can require that for longer intervals the sum of maximal rate
estimate of higher priornities and the current priority do not
exceed service rate, without noticeable decrease in utiliza-
tion.

Conceivable Alternative Implementations:

The above discussed concept was that the implementation
1s divided into three independent modules, which provides a
clear and sound solution with approprate interfaces.

Optionally, due to the estimation and measurement mod-
ules being tightly coupled and the use of shared memory
makes the interface between modules not too easy, and both
modules alone has no use for other purposes, an alternative
solution could reside 1 a combined module that could be
implemented as a single process.

Counter read and measurement calculation operations
would have a priority when implemented by using signal
handler as already proposed above, because the signal han-
dler function 1s always finished before continuing execution
ol a stack just before the signal arrived.

This provides a kind of one way mutual exclusion—there-
fore modily, remove and ready flags could be set on and of
without semaphores. Also message interface between estima-
tion and measurement could be saved. Every time the mea-
surement update function would finish, the execution of
ongoing estimation or configuration request would continue.
With this solution, the number of operations like message
passing, semaphore operations and process switches could be
decreased. As a result, the computational complexity would
also decrease.
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However, controlling overload situation might be more
difficult than before, because the control system should guar-
antee the execution of measurement signal handler function
without preemption of the process. On the other hand, the
process must be preempted at some time 1n order to execute
other processes. Therelore the preemption of the process
should happen after the signal handler function has fimshed
its job. To do this, a real-time operating system with ability to
provide minimum umnterrupted execution time and ability to
preempt the process aiter that 1s needed.

As has been described herein before, the present invention
proposes a measurement-based connection admission control
device for a packet data network, comprising at least one
measurement module adapted to measure packet data traffic
in said packet data network and to output corresponding
measurement results; at least one estimation module adapted
to perform an estimation to obtain an estimated maximal rate
envelope of traffic based on said measurement results, and an
admission control module adapted to admait a requested new
connection in said packet data network based on the estimated
maximal rate envelope of tratfic.

It should be understood that the above description and
accompanying figures are merely intended to illustrate the
present mvention by way of example only. The preferred
embodiments of the present invention may thus vary within
the scope of the attached claims.

The mvention claimed 1s:

1. A measurement-based connection admission control
device for a packet data network, comprising

at least one measurement module to measure packet data

traffic 1n said packet data network and to output corre-
sponding measurement results, said measurement mod-
ule comprises counting means which measure the packet
data traific on a per packet basis by counting data pack-
etls;

at least one estimation module to perform an estimation to

obtain an estimated maximal rate envelope of traflic
based on said measurement results, and

an admission control module to admit a requested new

connection in said packet data network based on the
estimated maximal rate envelope of tratfic,

wherein said measurement result interface further com-

prises a measurement result ready 1indicator adapted to
be set by said measurement module and to be read by
sald at least one estimation module, and wherein said at
least one estimation module copies results indicated to
be ready by said ready indicator from [said] @ commonly
used memory area for being processed by said estima-
tion module.

2. A device according to claim 1, wherein said ready 1ndi-
cator 1s set after a longest measurement interval has passed.

3. A device according to claim 1, wherein said at least one
estimation module resets a partition of the commonly used
memory area holding the copied results after the results have
been copied.

4. A device according to claim 1, wherein said ready indi-
cator 1s a queue.

5. A device according to claim 2, wherein said ready indi-
cator 1s a queue.

6. A measurement-based connection admission control
device for a packet data network, comprising

at least one measurement module to measure packet data

traffic 1n said packet data network and to output corre-
sponding measurement results, said measurement mod-
ule comprises counting means which measure the packet
data tratfic on a per packet basis by counting data pack-
etls;

10

15

20

25

30

35

40

45

50

55

60

65

36

at least one estimation module to perform an estimation to
obtain an estimated maximal rate envelope of traffic
based on said measurement results, and

an admission control module to admit a requested new

connection in said packet data network based on the
estimated maximal rate envelope of traflic, wherein a
reading operation from said counting means and an
update operation of previously measured results 1s pri-
oritized, so that stability of the device under processor
overload situations 1s achieved.

7. A device according to claim 6, wherein

a respective one of said at least one measurement module 1s

associated to a respective one of said at least one esti-
mation module, and

cach of said at least one of said associated measurement

and estimation modules 1s spatially distributed to a cor-
responding switching unit of a switch device of said
packet data network.

8. A device according to claim 6, wherein said measure-
ment and estimation modules respectively associated to each
other are coupled via a measurement result interface compris-
ing a commonly used memory area.

9. A device according to claim 7, wherein said measure-
ment and estimation modules respectively associated to each
other are coupled via a measurement result interface compris-
ing a commonly used memory area.

10. A device according to claim 6, wherein said admission
control module controls a switch device of said packet data
network and requests the at least one estimation module to
report a current state of connections, and said admission
control module takes an admission decision based on said
report.

11. A device according to claim 6, wherein said measure-
ment result interface further comprises a measurement result
ready indicator set by said measurement module and to be
read by said estimation module, and wherein said estimation
module copies results mdicated to be ready by said ready
indicator from said commonly used memory area for being
processed by said estimation module.

12. A device according to claim 11, wherein said ready
indicator 1s set after a longest measurement interval has
passed.

13. A device according to claim 11, wherein said at least
one estimation module resets a partition of the memory area
holding the copied results after the results have been copied.

14. A device according to claim 11, wherein said ready
indicator 1s a queue.

15. A method for admitting a requested new connection in
a packet data network, the method comprising:

measuring packet data traffic in a packet data network on a

per packet basis by counting data packets;

providing an indication that measurvement results are

ready;

copyving measuvement results from a commonly used

memory area when the measurement rvesults arve indi-
cated to be ready;

performing an estimation to obtain an estimated maximal

rate envelope of traffic based on the measurement
results; and

admitting a requested new connection in the packet data
network based on the estimated maximal rate envelope
of traffic.
16. The method accorvding to claim 15, wherein the indica-
tion that measurvement vesults ave veady is set after a longest
measurement interval has passed.
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17. The method according to claim 15, further comprising
resetting a partition of the commonly used memory holding
copied measurement results after the measuvement vesults
have been copied.

18. A method for controlling a measurement-based con-
nection for a packet data network, the method comprising:

measuring packet data traffic in a packet data network on a
per packet basis by counting data packets;

performing an estimation to obtain an estimated maximal
rate envelope of traffic based on the measurement
results;

admitting a requested new connection in the packet data
network based on the estimated maximal vate envelope

of traffic; and

prioritizing a veading operation in counting data packets
and an updating operation of previously measured
results.
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19. The method according to claim 18, further comprising
reporting a current state of connections and making an
admission decision based on the current state.

20. The method according to claim 18, copying measure-
ment vesults from a commonly used memory arvea when the
measurement results are indicated to be ready.

21. The method accorvding to claim 18, further comprising
providing an indication that measurement vesults are ready.

22. The method according to claim 21, wherein the indica-
tion that measurement results ave ready is set after a longest
measurement interval has passed.

23. The method according to claim 18, further comprising
copving measurement results from a commonly used memory
area when the measurement vesults are indicated to be ready.

24. The method according to claim 23, further comprising
resetting a partition of the commonly used memory holding
copied measurement vesults after the measurement vesults

have been copied.
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