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METHOD AND APPARATUS FOR IMPROVED
WEIGHTING FILTERS IN A CELP ENCODER

Matter enclosed in heavy brackets [ ]| appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue.

This application 1s a continuation of U.S. application Ser.
No. 09/625,088, filed Jul. 25, 2000 now U.S. Pat. No. 7,013,

268.

FIELD OF THE INVENTION

The present invention relates generally to digital voice

encoding and, more particularly, to a method and apparatus
for improved weighting filters 1n a CELP encoder.

BACKGROUND OF THE INVENTION

A general diagram of a CELP encoder 100 1s shown in FIG.
1A. A CELP encoder uses a model of the human vocal tract to
reproduce a speech mput signal. The parameters for the
model are actually extracted from the speech signal being
reproduced, and 1t 1s these parameters that are sent to a
decoder 114, which 1s 1llustrated in FIG. 1B. Decoder 114
uses the parameters to reproduce the speech signal. Referring
to FIG. 1A, synthesis filter 104 1s a linear predictive filter and
serves as the vocal tract model for CELP encoder 100. Syn-
thesis filter 114 takes an input excitation signal u(n) and
synthesizes a speech signal s'(n) by modeling the correlations
introduced into speech by the vocal tract and applying them to
the excitation signal u(n).

In CELP encoder 100 speech 1s broken up into frames,
usually 20 ms each, and parameters for synthesis filter 104 are
determined for each frame. Once the parameters are deter-
mined, an excitation signal u(n) 1s chosen for that frame. The
excitation signal 1s then synthesized, producing a synthesized
speech signal s'(n). The synthesized frame s'(n) 1s then com-
pared to the actual speech mput frame s(n) and a difference or
error signal e(n) 1s generated by subtractor 106. The subtrac-
tion function 1s typically accomplished via an adder or similar
functional component as those skilled 1n the art will be aware.
Actually, excitation signal u(n) 1s generated from a predeter-
mined set of possible signals by excitation generator 102. In
CELP encoder 100, all possible signals 1n the predetermined
set are tried 1in order to find the one that produces the smallest
error signal e(n). Once this particular excitation signal u(n) 1s
found, the signal and the corresponding filter parameters are
sent to decoder 112, which reproduces the synthesized speech
signal s'(n). Signal s'(n) 1s reproduced 1n decoder 112 using an
excitation signal p(n), as generated by decoder excitation
generator 114, and synthesizing it using decoder synthesis
filter 116.

By choosing the excitation signal that produces the small-
est error signal e(n), a very good approximation of speech
input s(n) can be reproduced 1n decoder 112. The spectrum of
error signal e(n), however, will be very flat, as 1llustrated by
curve 204 in FIG. 2. The flatness can create problems in that
the signal-to-noise ratio (SNR), with regard to synthesized
speech signal s'(n) (curve 202), may become too small for
elfective reproduction of speech signal s(n). This problem 1s
especially prevalent 1n the higher frequencies where, as 1llus-
trated 1n FIG. 2, there 1s typically less energy in the spectrum
of s'(n). In order to combat this problem, CELP encoder 100
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2

includes a feedback path that incorporates error weighting
filter 108. The function of error weighting filter 108 1s to
shape the spectrum of error signal e(n) so that the noise
spectrum 1s concentrated in areas of high voice content. In
clfect, the shape of the noise spectrum associated with the
weighted error signal e (n) tracks the spectrum of the syn-
thesized speech signal s(n), as illustrated 1n FIG. 2 by curve
206. In this manner, the SNR 1s improved and the quality of
the reproduced speech 1s increased.

The weighted error signal e (n) 1s also used to minimize
the error signal by controlling the generation of excitation
signal (n) In fact, signal e (n) actually controls the selection
of signal u(n) and the gain associated with signal u(n). In
general, 1t 1s desirable that the energy associated with s'(n) be
as stable or constant as possible. Energy stability 1s controlled
by the gain associated with u(n) and requires a less aggressive
weighting filter 108. At the same time, however, it 1s desirable
that the excitation spectrum (curve 202) of signal s'(n) be as
flat as possible. Maintaining this flatness requires an aggres-
stve weighting filter 108. These two requirements are directly
at odds with each other, because the generation of excitation
signal u(n) 1s controlled by one weighting filter 108. There-
fore, a trade-oil must be made that results 1n lower perfor-
mance with regard to one aspect or the other.

SUMMARY OF THE INVENTION

There 1s provided a speech encoder comprising a first
welghting means for performing an error weighting on a
speech mput. The first weighting means 1s configured to
reduce an error signal resulting from a difference between a
first synthesized speech signal and the speech input. In addi-
tion, the speech encoder includes a means for generating the
first synthesized speech signal from a first excitation signal,
and a second weighting means for performing an error
weighting on the first synthesized speech signal. The second
weighting means 1s also configured to reduce the error signal
resulting from the difference between the speech mput and
the first synthesized speech signal. There 1s also included a
first difference means for taking the difference between the
first synthesized speech signal and the speech mput, where
the first difference means 1s configured to produce a first
weilghted error signal. The speech encoder also includes a
means for generating a second synthesized speech signal
from a second excitation signal, and a third weighting means
for performing an error weighting on the second synthesized
speech signal. The third weighting means 1s configured to
reduce a second error signal resulting from the difference
between the first weighted error signal and the second syn-
thesized speech signal. Then there 1s included a second dii-
ference means for taking the difference between the second
synthesized speech signal and the first error signal, where the
second difference means 1s configured to produce a second
weilghted error signal. Finally, there 1s included a feedback
means for using the second weighted error signal to control
the selection of the first excitation signal, and the selection of
the second excitation signal.

There 1s also provided a transmitter that includes a speech
encoder such as the one described above and a method for
speech encoding. These and other embodiments as well as
turther features and advantages of the invention are described
in detail below.

BRIEF DESCRIPTION OF THE DRAWINGS

In the figures of the accompanying drawings, like reference
numbers correspond to like elements, 1n which:
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FIG. 1A 1s a block diagram 1llustrating a CELP encoder.

FIG. 1B 1s a block diagram illustrating a decoder that
works 1n conjunction with the encoder of FIG. 1A.

FIG. 2 1s a graph 1llustrating the signal to noise ratio of a
synthesized speech signal and a weighted error signal in the
encoder illustrated in FIG. 1A.

FIG. 3 15 a second block diagram of a CELP encoder.

FI1G. 4 15 a block diagram 1llustrating one embodiment of a
speech encoder 1n accordance with the invention.

FIG. 5 1s a graph illustrating the pitch of a speech signal.

FIG. 6 1s a block diagram of a second embodiment of a
speech encoder 1n accordance with the invention.

FIG. 7A 1s a diagram 1llustrating the concentration of
energy of the speech signal in the low frequency portion of the
spectrum.

FIG. 7B 1s a diagram illustrating the concentration of
energy of the speech signal 1n the high frequency portion of
the spectrum.

FIG. 8 1s a block diagram, illustrating a transmuitter that
includes a speech encoder such as the speech encoder 1llus-
trated in FI1G. 4 or FIG. 6.

FIG. 9 15 a process flow diagram 1illustrating a method of
speech encoding such 1n accordance with the mvention.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

A typical implementation of a CELP encoder 1s illustrated
in FIG. 3. Generally, excitation signal u(n) 1s generated from
a large vector quantizer codebook such as codebook 302 1n
encoder 300. Multiplier 308 multiplies the signal selected
from codebook 302 by gain term (g_) in order to control the
power of excitation signal u(n). Excitation signal u(n) 1s then
passed through synthesis filter 312, which 1s typically of the
following form:

H(z)=I/A(z)

Where
Az)=1-2_ faz?

(1)

Equation (2) represents a prediction error filter determined
by minimizing the energy of a residual signal produced when
the original signal 1s passed through synthesis filter 312.
Synthesis filter 312 1s designed to model the vocal tract by
applying the correlation normally introduced into speech by
the vocal tract to excitation signal w(n). The result of passing
excitation signal u(n) through synthesis filter 312 is synthe-
s1zed speech signal s'(n).

Synthesized speech signal s'(n) 1s passed through error
weilghting filter 314, producing weighted synthesized speech
signal s' (n). Speech input s(n) 1s also passed through an error
weilghting filter 318, producing weighted speech signal s (n).
Weighted synthesized speech signal s’ (n) 1s subtracted from
weilghted speech signal s (n), which produces an error signal.
The function of the error weighting filters 314 and 318 1s to
shape the spectrum of the error signal so that the noise spec-
trum of the error signal 1s concentrated 1n areas of high voice
content. Therelore, the error signal generated by subtractor
316 1s actually a weighted error signal € (n).

Weighted error signal e (n) 1s feedback to control the
selection of the next excitation signal from codebook 302 and
also to control the gain term (g ) applied thereto. Without the
teedback, every entry in codebook 302 would need to be
passed through synthesis filter 302 and subtractor 316 to find
the entry that produced the smallest error signal. But by using,
error weighting filters 314 and 318 and feeding weighted
error signal e (n) back, the selection process can be stream-
lined and the correct entry found much quicker.
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4

Codebook 302 1s used to track the short term variations in
speech signal s(n); however, speech 1s characterized by long-
term periodicities that are actually very important to effective
reproduction of speech signal s(n). To take advantage of these
long-term periodicities, an adaptive codebook 304 may be
included so that the excitation signal w(n) will include a
component of the form Gu(n-c.), where . 1s the estimated
pitch period. Pitch 1s the term used to describe the long-term
periodicity. The adaptive codebook selection 1s multiplied by
gain factor (g,,) in multiplier 306. The selection from adaptive
codebook 304 and the selection from codebook 302 are then
combined 1n adder 310 to create excitation signal u(n). As an
alternative to including the adaptive codebook, synthesis fil-
ter 312 may include a pitch filter to model the long-term
periodicity present 1n the voiced speech.

In order to address the problem of balancing energy stabil-
ity and excitation spectrum flatness, the mvention uses the
approach illustrated 1n FI1G. 4. Encoder 400, 1n FIG. 4, uses
parallel signal paths for an excitation signal p, (n), from adap-
tive codebook 402, and for an excitation signal p,(n) from
fixed codebook 404. Each excitation signal p,(n) and p,(n)
are multiplied by independent gain terms (g ) and (g ) respec-
tively. Independent synthesis filters 410 and 412 generate
synthesized speech signals s',(n) and s',(n) from excitation
signals 1, (n) and u,(n) and independent error weighting fil-
ters 414 and 416 generate weighted synthesized speech sig-
nals s' ;(n) and s' ,(n), respectively.

Weighted synthesized speech signal s’ (n) 1s subtracted 1n
subtractor 420 from weighted speech signal s (n), which 1s
generated from speech signal s(n) by error weighting filter
418. Weighted synthesized speech signals s' (1) 1s sub-
tracted from the output of subtractor 420 1n subtractor 422,
thus generating weighted error signal e (n). Therefore,
weilghted error signal e (n) 1s formed 1n accordance with the
following equation:

(3)

ew(ﬂ)zsw(ﬂ)_s le (H)—S IWE (ﬂ)

which 1s the same as:

(4)

Equation (4) 1s essentially the same as the equation for
e, (n) 1n encoder 300 of FIG. 3. But in encoder 400, the error
weighting and gain terms applied to the selections from the
codebooks are independent and can either be independently
controlled through feedback or independently nitialized. In
fact, weighted error signal e (n) in encoder 400 1s used to
independently control the selection from fixed codebook 404
and the gain (g ) applied thereto, and the selection from a
adaptive codebook 402 and the gain (g,) applied thereto.

Additionally, different error weighting can be used for each
error weighting filter 414,416, and 418. In order to determine
the best parameters for each error weighting filter 414, 416
and 418, different parameters are tested with different types
of speech mput sources. For example, the speech input source
may be a microphone or a telephone line, such as a telephone
line used for an Internet connection. The speech input can,
therefore, vary from very noisy to relatively calm. A set of
optimum error weighting parameters for each type of input 1s
determined by the testing. The type of input used in encoder
400 1s then the determining factor for selecting the appropri-
ate set o parameters to be used for error weighting filters 414,
416, and 418. The seclection of optimum error weighting
parameters combined with independent control of the code-
book selections and gains applied thereto, allows for effective
balancing of energy stability and excitation spectrum tlatness.
Thus, the performance of encoder 400 1s improved with
regard to both.

EW(H):SW(I]‘)_ (Slw 1 (H)+S IWE (H))
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Getting the pitch correct for speech mput s(n) 1s also very
important. If the pitch 1s not correct then the long-term peri-
odicity will not be correct and the reproduced speech will not
sound good. Therefore, a pitch estimator 424 may be 1ncor-
porated into encoder 400. In one implementation, pitch esti-
mator 424 generates a speech pitch estimate s (n), which is
used to further control the selection from adaptive codebook
402. This turther control 1s designed to ensure that the long-
term periodicity of speech mput s(n) 1s correctly replicated in
the selections from adaptive codebook 402.

The importance of the pitch 1s best 1llustrated by the graph
in FIG. 5, which illustrates a speech sample 502. As can be
seen, the short-term variation 1n the speech signal can change
drastically from point to point along speech sample 502. But
the long-term variation tends to be very periodic. The period
of speech sample 502 1s denoted as (1) in FIG. 5. Period (T)
represents the pitch of speech sample 502; therefore, if the
pitch 1s not estimated accurately, then the reproduced speech
signal may not sound like the original speech signal.

In order to improve the speech pitch estimation s, (n)
encoder 600 of FIG. 6 includes an additional filter 602. Filter
602 generates a filtered weighted speech signal s" (n), which
1s used by pitch estimator 424, from weighted speech signal
s_(n). In a typical implementation, filter 602 1s a low pass
filter (LPF). This 1s because the low frequency portion of
speech 1put s(n) will be more periodic than the high fre-
quency portion. Therefore, filter 602 will allow pitch estima-
tor 424 to make a more accurate pitch estimation by empha-
s1zing the periodicity of speech input s(n).

In an alternative implementation of encoder 600, filter 602
1s an adaptive filter. Theretfore, as illustrated in FI1G. 7A, when
the energy 1n speech mput s(n) 1s concentrated in the low
frequency portion of the spectrum, very little or no filtering 1s
applied by filter 602. This 1s because the low frequency por-
tion and thus the periodicity of speech input s(n) 1s already
emphasized. If, however, the energy 1n speech mput s(n) 1s
concentrated 1n the higher frequency portion of the spectrum
(FIG. 7B), then a more aggressive low pass filtering 1s applied
by filter 602. By varying the degree of filtering applied by
filter 602 according to the energy concentration of speech
input s(n), a more optimized speech input estimation s (n) 1s
maintained.

As shown 1n FIG. 6, the input to filter 602 1s speech input
s(n). In this case, filter 602 will incorporate a fourth error
weilghting filter to perform error weighting on speech input
s(n). This configuration enables the added flexibility of mak-
ing the error weighting filter incorporated in filter 602 differ-
ent from error weighting filter 418, 1n particular, as well as
trom filters 414 and 416. Therefore, the implementation 11lus-
trated 1n FI1G. 6 allows for each of four error weighting filters
to be independently configured so as to provide the optimum
error weighting of each of the four input signals. The resultis
a highly optimized estimation of speech mput s(n).

Alternatively, filter 602 may take its input from the output
of error weighting filter 418. In this case, error weighting filter
418 provides the error weighting for s"wi(n), and filter 602
does not incorporate a fourth error weighting filter. This
implementation 1s illustrated by the dashed line in FIG. 6.
This implementation may be used when different error
welghting for s"w(n) and sw(n) 1s not required. The resulting
implementation of filter 602 only incorporates the LDF func-
tion and 1s easier to design and implement relative to the
previous implementation.

There 1s also provided a transmitter 800 as illustrated in
FIG. 8. Transmitter 800 comprises a voice input means 802,
which 1s typically a microphone. Speech input means 802 1s
coupled to a speech encoder 804, which encodes speech input
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6

provided by speech input means 802 for transmission by
transmitter 800. Speech encoder 804 1s an encoder such as
encoder 400 or encoder 600 as 1llustrated in FIG. 4 and FIG.
6, respectively. As such, the encoded data generated by
speech encoder 804 comprises imnformation relating to the
selection for codebooks 402 and 404 and for gain terms (g, )
and (g ), as well as parameters for synthesis filters 410 and
412. A device, which receives the transmission from trans-
mitter 800, will use these parameters to reproduce the speech
input provided by speech input means 802. For example, such

a device may include a decoder as described 1n U.S. patent
application Ser. No. 09/624,187, filed Jul. 25, 2000, now U.S.

Pat. No. 6,466,904, titled “Method and Apparatus Using Har-
monic Modeling 1n an Improved Speech Decoder,” which 1s
incorporated herein by reference 1n 1ts entirety.

Speech encoder 804 1s coupled to a transceiver 806, which
converts the encoded data from speech encoder 804 into a
signal that can be transmitted. For example, many implemen-
tations of transmitter 800 will include an antenna 810. In this
case, transcewver 806 will convert the data from speech
encoder 804 1nto an RF signal for transmission via antenna
810. Other implementations, however, will have a fixed line
interface such as a telephone interface 808. Telephone inter-
face 808 may be an interface to a PSTN or ISDN line, for
example, and may be accomplished via a coaxial cable con-
nection, a regular telephone line, or the like. In a typical
implementation, telephone interface 808 1s used for connect-
ing to the Internet.

Transcerver 806 will typically be interfaced to a decoder as
well for bidirectional communication; however, such a
decoder 1s not illustrated i FIG. 8, because it 1s not particu-
larly relevant to the mvention.

Transmitter 800 1s capable of implementation in a variety
of communication devices. For example, transmitter 800
may, depending on the implementation, be included in a
telephone, a cellular/PCS mobile phone, a cordless phone, a
digital answering machine, or a personal digital assistant.

There 1s also provided a method of speech encoding com-
prising the steps 1llustrated in FI1G. 9. First, 1n step 902, error
weighting 1s performed on a speech signal. For example, the
error weighting may be performed on a speech signal sent by
an error weighting filter 418. Then 1n step 904, a first synthe-
s1zed speech signal 1s generated from a first excitation signal
multiplied by a first gain term. For example, s'(n) as generated
trom p, (n) multiplied by gain term (g ) in FIG. 4. In step 906,
error weighting 1s then performed on the first synthesized
speech signal to create a weighted {first synthesized speech
signal, such as s' ,(n) illustrated 1n F1G. 4. Then, 1n step 408,
a first error signal 1s generated by taking the difference
between the weighted speech signal and the weighted first
synthesized speech signal.

Next, 1 step 910, a second synthesized speech signal 1s
generated from a second excitation signal multiplied by a
second gain term. For example, s',(n) as generated in FIG. 4
by multiplying 1,(n) by (g_). Then, 1n step 912, error weight-
ing 1s performed on the second synthesized speech signal to
create a weighted second synthesized speech signal, such as
s' ~(n) 1 FIG. 4. In step 914, a second weighted error signal
1s generated by taking the difference between the first
weilghted error signal and the weighted second synthesized
speech signal. This second weighted error signal 1s then used,
in step 916, to control the generation of subsequent first and
second synthesized speech signals. In other words, the second
weilghted error signal 1s used as feedback to control subse-
quent values of the second weighted error signal. For
example, such feedback 1s 1llustrated by the feedback of e (n)
in FI1G. 4.
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In certain implementations, pitch estimation 1s performed
on the speech signal as 1llustrated in FIG. 4 by optional step
918. The pitch estimation 1s then used to control the genera-
tion of at least one of the first and second synthesized speech
signals. For example, a pitch estimation s (n) 1s generated by
pitch estimator 424 as illustrated 1n FIG. 4. Additionally, in
some 1mplementations, a filter 1s used to optimize the pitch
estimation. Therefore, as illustrated by optional step 920 1n
FIG. 4, the speech signal 1s filtered and a filtered version of the
speech signal 1s used for the pitch estimation 1n step 918. For
example, a filter 602, as illustrated in FIG. 6, may be used to
generate a filtered speech signal s"  (n). In certain implemen-
tations, the filtering 1s adaptive based on the energy spectrum
of the speech signal.

While various embodiments of the invention have been
presented, 1t should be understood that they have been pre-
sented by way of example only and not limitation. It will be
apparent to those skilled 1n the art that many other embodi-
ments are possible, which would not depart from the scope of
the mvention. For example, in addition to being applicable in
an encoder of the type described, those skilled 1n the art will
understand that there are several types of analysis-by-synthe-
s1s methods and that the mvention would be equally appli-
cable 1n encoders implementing these methods.

What 1s claimed 1s:

1. A method of speech encoding comprising:

generating a first synthesized speech signal from a first

excitation signal;

welghting said first synthesized speech signal using a first

crror weighting filter to generate a first weighted speech
signal;

generating a second synthesized speech signal from a sec-

ond excitation signal;

welghting said second synthesized speech signal using a

second error weighting {filter to generate a second
weilghted speech signal; and

generating an error signal using said first weighted speech

signal and said second weighted speech signal;
wherein said {first error weighting filter 1s different from
said second error weighting filter.
2. The method of claim 1, wherein said generating said
error signal further comprises:
welghting said speech signal using a third error weighting
filter to generate a third weighted speech signal; and

subtracting said first weighted speech signal and said sec-
ond weighted speech signal from said third weighted
speech signal to generate said error signal.

3. The method of claim 2, wherein said third error weight-
ing filter 1s independent from and the same as said first error
weilghting filter.

4. The method of claim 1, wherein said first excitation
signal 1s from a first codebook and said second excitation
signal 1s from a second codebook, said method further com-
prising;:

using said error signal to independently select a third exci-

tation signal from said first codebook and a fourth exci-
tation signal from said second codebook; and

using said error signal to independently select a third gain

to apply to said third excitation signal and a fourth gain
to apply to said fourth excitation signal.

5. The method of claim 1, wherein said generating said first
synthesized speech signal uses a first synthesizer and said
generating said second synthesized speech signal uses a sec-
ond synthesizer, and wherein said first synthesizer 1s indepen-
dent from said second synthesizer.

6. The method of claim 3, wherein said first synthesizer 1s
the same as said second synthesizer.
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7. A speech encoder comprising:

a first codebook:

a second codebook;

a speech synthesizer configured to generate a first synthe-
s1ized speech signal from a first excitation signal of said
first codebook and to generate a second synthesized
speech signal from a second excitation signal of said
second codebook;

a first error weighting filter configured to generate a first
weighted speech signal from said first synthesized
speech signal;

a second error weighting filter configured to generate a
second weighted speech signal from said second synthe-
s1ized speech signal; and

an error signal generator configured to generate an error
signal using said first weighted speech signal and said
second weighted speech signal;

wherein said first error weighting filter 1s different from
said second error weighting filter.

8. The speech encoder of claim 7, wherein said speech
synthesizer includes a first speech synthesizer for generating
said first synthesized speech signal and a second speech syn-
thesizer for generating said second synthesized speech signal.

9. The speech encoder of claim 7 further comprising a third
error weighting filter to generate a third weighted speech
signal from said speech signal, wherein said error signal
generator includes a signal subtractor configured to subtract
said first weighted speech signal and said second weighted
speech signal from said third weighted speech signal to gen-
erate said error signal.

10. The speech encoder of claim 9, wherein said third error
weilghting filter 1s independent from and the same as said first
error weighting filter.

11. The speech encoder of claim 7, wherein said speech
encoder uses said error signal to independently select a third
excitation signal from said first codebook and a fourth exci-
tation signal from said second codebook, and to indepen-
dently select a third gain to apply to said third excitation
signal and a fourth gain to apply to said fourth excitation
signal.

12. A speech encoder comprising:

means for generating a first synthesized speech signal from
a first excitation signal;

means for weighting said first synthesized speech signal to
generate a first weighted speech signal;

means for generating a second synthesized speech signal
from a second excitation signal;

means for weighting said second synthesized speech signal
to generate a second weighted speech signal; and

means for generating an error signal using said {first
weighted speech signal and said second weighted
speech signal;

wherein said means for weighting said first synthesized
speech signal 1s different from said means for weighting,
said second synthesized speech signal.

13. The speech encoder of claim 12 farther comprising;:

means for weighting said speech signal to generate a third
weilghted speech signal; and

means for subtracting said first weighted speech signal and
said second weighted speech signal from said third
welghted speech signal to generate said error signal.

14. The speech encoder of claim 13, wherein means for
welghting said speech signal 1s independent from and the
same as said means for weighting said first synthesized
speech signal.

15. The speech encoder of claim 12, wherein said first
excitation signal 1s from a first codebook and said second
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excitation signal 1s from a second codebook, said speech
encoder further comprising means for using said error signal
to independently select a third excitation signal from said first
codebook and a fourth excitation signal from said second
codebook, and means for using said error signal to indepen-
dently select a third gain to apply to said third excitation
signal and a fourth gain to apply to said fourth excitation
signal.

16. The speech encoder of claim 12, wherein said means
for generating said first synthesized speech signal 1s indepen-

dent from said means for generating said second synthesized
speech signal.

17. The speech encoder of claim 16, said means for gener-
ating said first synthesized speech signal 1s the same as said
means for generating said second synthesized speech signal.

18. A method of encoding a speech signal for use by a
device, the method comprising:

performing, by the device, a first evvor weighting of the

speech signal to generate a weighted speech signal;
generating, by the device, a first synthesized speech signal
from a first excitation signal;

performing, by the device, a second evrvor weighting of the

first synthesized speech signal to gemnerate a first
weighted synthesized speech signal;

generating, by the device, a second synthesized speech

signal from a second excitation signal;

performing, by the device, a third ervor weighting on the

second synthesized speech signal to generate a second
weighted synthesized speech signal; and

whevrein the thivd evvor weighting is different from the sec-

ond errov weighting.

19. The method of claim 18 further comprising:

generating a first evvor signal as a diffevence between the

weighted speech signal and the first weighted synthe-
sized speech signal.

20. The method of claim 19, wherein the first excitation
signal is from the first codebook and the second excitation
signal is from a second codebook, the method further com-
prising:

using the first ervor signal to independently select a thivd

excitation signal from the first codebook and a fourth
excitation signal from the second codebook; and

using the first ervor signal to independently select a thivd

gain to apply to the thivd excitation signal and a fourth
gain to apply to the fourth excitation signal.

21. The method of claim 18, wherein the device is a com-
munication device.

22. The method of claim 18, wherein the device is one of a
telephone, a mobile phone, a cordless phone, a digital
answering machine or a personal digital assistant.
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23. The speech encoder of claim 7, wherein the speech
encoder is included in a device.

24. The speech encoder of claim 23, wherein the device is
a communication device.

25. The speech encoder of claim 23, wherein the device is
one of a telephone, amobile phone, a covdless phone, a digital
answering machine or a personal digital assistant.

26. The method of claim 1, wherein the method of speech
encoding is performed by a device.

27. The method of claim 26, wherein the device is a com-
munication device.

28. The method of claim 26, wherein the device is one of a
telephone, a mobile phone, a cordless phone, a digital
answering machine or a personal digital assistant.

29. A device comprising:

a speech encoder configured to:

perform a first error weighting of the speech signal to
generate a weighted speech signal;

generate a first synthesized speech signal from a first
excitation signal,;

perform a second evvor weighting of the first synthesized
speech signal to generate a first weighted synthesized
speech signal;

generate a second synthesized speech signal from a sec-
ond excitation signal;

perform a third evror weighting on the second synthe-
sized speech signal to generate a second weighted
synthesized speech signal; and

wherein the thivd error weighting is different from the
second error weighting,.

30. The device of claim 29, wherein the speech encoder is

further configured to generate a first ervor signal as a differ-

ence between the weighted speech signal and the first
weighted synthesized speech signal.

31. The device of claim 30, wherein the first excitation
signal is from the first codebook and the second excitation
signal is from a second codebook, and whevein the speech
encoder is further configured to:

Use the first error signal to independently select a third
excitation signal from the first codebook and a fourth
excitation signal from the second codebook; and

Use the first ervor signal to independently select a third
gain to apply to the thivd excitation signal and a fourth
gain to apply to the fourth excitation signal.

32. The device of claim 29, wherein the device is a commu-

nication device.

33. The device of claim 29, wherein the device is one of a
telephone, a mobile phone, a cordless phone, a digital
answering machine or a personal digital assistant.
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