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(57) ABSTRACT

The 1nvention relates to circuit elements and computing net-
works for resolving logical entanglement, 1n which the
allowed logical value of a variable 1n a set of variables
depends on the logical values of the other variables 1n the set.
A circuit element according to the invention comprises two or
more logically entangled bi-directional terminals, wherein
cach bi-directional terminal can assume any one of three
logical states, which are a logical true state, a logical false
state, and an 1ndefinite state, 1n which state the bi-directional
terminal accepts one of the logical true and logical false states
as an external input from an external source. An entanglement
logic resolves the logical state of the bi-directional terminals
according to a predetermined set of logical entanglement
rules between the bi-directional terminals.

21 Claims, 7 Drawing Sheets
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CIRCUIT ELEMENTS AND PARALLEL
COMPUTATIONAL NETWORKS WITH
LOGICALLY ENTANGLED TERMINALS

Matter enclosed in heavy brackets | ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue.

CROSS-REFERENCE 10O RELATED
APPLICATIONS

This application is a Reissue application of U.S. Ser. No.
10/803,094, filed Mar. 18, 2004, now U.S. Pat. No. 7,161,383,

granted Jan. 9, 2007.

BACKGROUND OF THE INVENTION

The 1nvention relates to parallel computational networks
and circuit elements for such networks. The invention can be
used 1n several applications in which variable values are con-
nected by logical rules, including but not limited to applica-
tions 1n which the object 1s to perform reverse calculations, 1e,
calculations 1n which a result 1s known but the object 1s to find
a set of starting values that gives the known result. There are
several mathematical or logical operations which are grossly
asymmetrical, which means that 1t 1s a straightforward task to
carry out the operation 1n one direction but no fast algorithms
are known or even supposed to exist for the reverse calcula-
tion.

BRIEF DESCRIPTION OF THE INVENTION

An object of the present invention 1s to provide a circuit
clement and a parallel computational network that facilitate
performing such operations. The object of the mvention 1s
achieved by the methods and equipment which are character-
1zed by what 1s stated in the independent claims. Preferred
embodiments of the invention are disclosed in the dependent
claims.

In order to provide a concrete but non-limiting example,
the ivention 1s first described 1n the context of reverse com-
putation. In forward computation, a given set of input vari-
ables produces a definite set of output variables. But with
reverse computation a set of given output variables 1s not
always suilicient to determine a corresponding set of mput
variables. A simple example 1s the exclusive or operation, or
XOR: C=A XOR B. As 1s well known, C 1s true 1f and only 11
precisely one of the input variables A and B 1s true. For any set
of mput variables A and B, the output variable C can be
determined, but the reverse 1s not true: a given value of C 1s
not suificient 1n 1tself to determine the values of A and B. For
istance, 1f C 1s true then either A 1s true and B false or B 1s
true and A 1s false. In this way both A and B may have the
values of true and false and are thus in an indefinite state.
However, these states are logically entangled; as soon as the
value of A or B 1s fixed the value of the other 1s fixed, too. If
the value of A 1s set to be true then B must be false and vice
versa, and no degrees of freedom remain. Thus the A and B
variables of a reverse-XOR element are logically entangled.

Thus an aspect of the mnvention is a circuit element capable
ol sustaining and processing a set of logically entangled vari-
ables with indefinite states. Another aspect of the invention 1s
a parallel computational network that employs these mven-
tive circuit elements. Yet another aspect 1s computer software
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whose execution 1n a computer creates the inventive circuit
clements and parallel computational networks by computer
simulation.

A key concept underlying the present invention is the logi-
cal entanglement. The entanglement, as used herein, means
that the allowed logical value of a variable 1n a set of two or
more variables depends on the logical values of the other
variables 1n the set. For example: Let there be a number of
logical vaniables A, that may have two different values: 1
(logical true) and O (logical false). Let the value of each A, be
related to other A :s by a given logical rule {;:

AT (AL A, LAY
The rule 1, defines the logical entanglement between the

variables A .. The simplest rule 1s the exclusion between two
variables A, and A.:

EITHER A; OR A,=1; A=A,

The exclusionrule means that1if A, 1s given the value 1 then
A, must be 0 and vice versa, because they both cannot have
the value 1 or 0 at the same time. The true value of one
variable excludes the true value of the other one and the false
value of one variable excludes the false value of the other one,
this 1s forced by the logical entanglement.

Instead of one fixed rule, a more complicated deduction
may require several sets of rules between the logical vari-
ables. Let there be a number of rules {1, that can be chosen by
a number of other logical variables B

fz':g(Bl: BE: LR Bz)

Here g 1s the rule that gives the rule . when the vaniables B,
are given.

An aspect of the mvention 1s a circuit element that 1imple-
ments these principles. The circuit realizes the abovemen-
tioned rules f and g. The element’s A variable imputs A, to A
are bi-directional and may function as inputs as well as out-
puts. The circuit’s B mputs B, to B, that select the { rule via
the g rule are unidirectional and operate as inputs only. There
may be two or more A inputs and zero or more B iputs. If the
number of B 1nputs 1s zero, no B mputs exist and there will be
only one 1 rule available 1n the circuit.

In practical applications several of the above circuits are
assembled 1n a network 1n which a number of the A variable
inputs are tied to other A mputs and B mputs. This presents a
problem; the A 1nputs also operate as outputs and according to
normal circuit practice, the outputs of logical circuits should
not be tied together as the competition of high and low levels
may occur, which may result 1in the destruction of the con-
nected circuits. Therefore the actual circuitry must be
designed 1n a special way that solves this problem. Likewise,
when we consider the previous example of the exclusion
between two variables A, and A, (either A, or A,=1; A ,=A,),
we will notice that as soonas A, or A, 1s defined, the other one
will be defined too, but if neither 1s defined then neither may
take the value of 1 or 0. This means that at that moment both
A, and A, must remain at an indefinite state that 1s not 1 or O.
Such a state can be considered as a superimposition of the
states 1 and 0. This state will not output 1 or 0 value, but will
accept either one of those values as input and consequently set
itsell to this input value and will thereafter resolve the remain-
ing entangled variables according to the given rule.

Thus a first aspect of the invention 1s a logic element or
component that permits logical deduction as described above.
The circuit element comprises:

two or more logically entangled bi-directional terminals,

wherein each bi-directional terminal can assume any
one of three logical states, which are:

(a) a logical true state;

(b) a logical false state; and
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(c) an indefinite state, 1n which state the bi-directional
terminal accepts one of the logical true and logical false
states as an external iput from an external source; and

an entanglement logic for resolving the logical state of
cach of the bi-directional terminals according to a pre-
determined set of logical entanglement rules between
the bi-directional terminals.

A second aspect of the mvention 1s a parallel computing

network that comprises:

two or more circuit elements, each of which comprises:

two or more logically entangled bi-directional terminals,

wherein each bi-directional terminal can assume any one of
three logical states, which are:

(a) a logical true state;

(b) a logical false state; and

(c) an indefinite state, 1n which state the bi-directional

terminal accepts one of the logical true and logical false states
as an external input from an external source; and

an entanglement logic for resolving the logical state of

cach of the bi-directional terminals according to a predeter-
mined set of logical entanglement rules between the bi-direc-
tional terminals;

wherein the network further comprises a set of additional

terminals, each additional terminal accepting a logical true
state or logical false state as an 1nput, wherein the inputs to the
set of additional terminals collectively determine which of
several sets of logical entanglement rules are to be used for
said resolving.

A third aspect of the invention i1s a computer program

product that comprises computer program code for imple-

menting the first and/or second aspects of the mvention via
computer simulation.

BRIEF DESCRIPTION OF THE DRAWINGS

In the following the invention will be described 1n greater
detail by means of preferred embodiments with reference to
the attached drawings, 1n which:

FIG. 1 generally depicts a logical circuit;

FI1G. 2 shows a network that consists of a matrix of circuits
shown 1n FIG. 1;

FIG. 3 A 1llustrates logical entanglement 1n the context of a
simple example;

FIG. 3B shows an example of a physical circuit for imple-
menting the logical entanglement shown 1n FIG. 3A;

FIG. 4 shows a NOT element and 1ts truth table;

FIG. 5 shows an AND circuit and 1ts truth table;

FIG. 6 shows a reverse AND element 61 and 1ts associated
truth table 65;

FIG. 7 shows a half adder:

FIG. 8 shows a reverse half adder;

FIG. 9 shows a full adder:

FIG. 10 shows a reverse full adder;

FIG. 11 shows a multiplication example;

FIG. 12 shows a hard-wired logic network for performing,
the multiplication example shown 1n FIG. 11;

FIG. 13 shows a table that enumerates the results of fac-
toring all numbers up to 21 1n a circuit as shown 1 FIG. 12;

FI1G. 14 shows a procedure for factoring a multi-bit input
binary number;

FIG. 15 shows a biasing arrangement;

FIG. 16 shows a hardware realization of a reverse-AND
element;

FIG. 17 shows an exemplary physical realization of a
reverse half adder; and

FI1G. 18 shows aphysical realization of areverse half adder.
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4
DETAILED DESCRIPTION OF THE INVENTION

FIG. 1 shows a circuit 1-1 that implements the logical
principles described above. The circuit 1-1 realizes the above-
mentioned rules T and g. The A variable mputs A, to A are
bi-directional and may function as mputs as well as outputs.
The B inputs B, to B, that select the 1 rule via the g rule are
unmdirectional and operate as inputs only. There may be two or
more A mputs and zero or more B inputs. If the number of B
iputs 1s zero, no B mputs exist and there will be only one 1
rule available 1n the circuit.

FIG. 2 shows a network 2-1 that consists of a matrix of
circuits 1-1 shown 1n FIG. 1. In the network 2-1 a number of
A variable inputs are tied to other A 1nputs and B inputs. This
presents a problem; the A mputs operate also as outputs and
according to normal circuit practice, outputs of a circuit
should not be tied together. Therefore the actual circuitry
must be designed in a special way that allows this. Likewise,
when we consider the previous example of the exclusion
between two variables A, and A, (either A, or A,=1; A, =A,),
we will notice thatas soonas A, or A, 1s defined, the other one
will be defined too, but 11 neither 1s defined then neither may
take the value of 1 or 0. This means that both A, and A, must
remain at an indefinite state that 1snot 1 or 0. Such a state must
be a state that can be considered as a superimposition of the
states 1 and 0. This state will not output 1 or 0 value, but will
accept those values as input and consequently set 1tself to this
input value and will thereafter resolve the remaining mput/
output values according to the given rule.

FIG. 3 A illustrates logical entanglement in the context of a
simple example of deduction by exclusion. This hypothetical
example involves two boys, Tim and Tom. We know that the
one of the boys 1s s1x years old and the other one 1s nine years
old. We can now devise a circuit along this invention. Let the
logical O correspond to age 6 and the logical 1 to age 9. A
circuit element according to the mvention for handling the
logical entanglement 1s shown 1n FIG. 3. Let the bi-direc-
tional terminal A, correspond to ““I1m” and the bi-directional
terminal A, correspond to “Tom”. The entanglement rules
will specity that it A,=1 then A,=0, and if A,=1 then A ,=0. In
other words, if Tim 1s 9, then the possibility that Tom were
also 9 1s excluded: therefore Tom must be 6. Likewise, i Tom
1s 9, then Tim must be 6. It can be seen that without any
additional information the case 1s unresolved and the termi-
nals A, and A, must be 1n the indefinite state ¢. When auxil-
1ary information like “Tom 1s 97 1s inserted to the circuit
(A,=1) then the ambiguity will be resolved and A, will be
forced to O (Tim 1s 6) by the entanglement rules. This simple
example mvolves only one entanglement rule set, and there-
fore no B mputs are required.

Here this example 1s described 1n more detail. There 1s a
bi-directional entanglement rule between the Al and A2 ter-
minals:

1f A1=¢ (an indefinite state) then the state of A2 1s not

affected

If A1=0 then A2=1

1f A1=1 then A2=0

11 A2=¢ (1indefinite state) then the state of Al 1s not affected

1f A2=0 then A1=1

1f A2=1 then A1=0

FIG. 3B shows an example of a physical circuit for imple-
menting the logical entanglement shown 1n FIG. 3A.

The comparators Compl, Comp2 and the OR-gate OR1
form a window detector 31. The output of the window detec-
tor 31 (the output of OR-gate OR1) 1s at logical zero (0 V)
whenever the input Al 1s at indefinite state and at logical one
(5 V) whenever the mput Al 1s at logical zero or one. The
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window detector 31 has a high mput impedance, (10 M£2 1n
this example), since the input impedance of the comparators
1s very high, and the only other contributing circuit element,
the three-state gate TRI-S2 1s at a high-impedance state. The
window detector 31 accepts a very high impedance source,
open circuit and 2.5 V voltage as the indefinite state input.
When a logical one (input voltage>3.33 V) or zero (1nput
voltage<1.66 V) mput 1s detected, the window detector’s
output will be at logical one and this will propagate through
the gate AND1 to enable the three-state gate TRI-S1 which
will then pass the inverted (by mverter INV3) Al input as its
output to the terminal A2, which will now act as a low-
impedance (5 k€2) output terminal. Normally the TRI-S1 gate
output 1s at a high-impedance state and does not contribute to
the state of A2. The logical one signal from the gate AND1 1s
also inverted by INV1 and forwarded to AND2. The output of
AND2 will now become zero and the TRI-S2 gate output will
remain at high impedance state. Thus the inverting signal path
from A2 to Al 1s cut oif while the inverting signal path from
Al to A2 1s enabled. The 5 k&2 resistors at A1 and A2 serve as
current limiting devices in case a possible mput logic state
contests a possible output logic state.

When a logical signal 1s connected to the A2 mput 1nstead
of Al, the operation 1s the mirror 1mage of the previous
description, and the mverting signal path from A2 to Al 1s
enabled. Thus 1t can be seen that this circuit implements the
bi-directional entanglement rule between two bi-directional
terminals.

The circuit shown 1n FIG. 3B also operates without the
components AND1, INV1, AND2 and INV2. In that case the
control signal to TRI-S1 1s taken directly from the output of
OR1 and the control signal to TRI-S2 1s taken directly from
the output of OR2. In this case the logical paths from Al to A2
and from A2 to Al will be enabled simultaneously. There will
be no logical contradiction, but the adopted logical sate will
remain locked until the power 1s switched off.

It 1s self-evident that the circuit shown 1n FIG. 3B 1s only a
representative realization of the bi-directional entanglement
rule and that the component and voltage values are approxi-
mate. Many other realizations are possible within the basic
principle of this invention.

Next the mnvention will be described 1n the context of
reverse computation of functions. Certain mathematical func-
tions are easy to compute in one direction, but difficult and
time consuming in the reverse direction. An example of these
computations 1s the factoring of large integers. A product of
two large integers can be easily computed, but if the product
1s grven, then finding the factors 1s extremely time-consuming
with any of the algorithms generally known today:.

According to common practice the forward computation of
a Tunction can be realized by a network of logic elements.
When mput numbers are inserted, signal paths emerge and
converge at the correct output. A hypothetical reverse com-
putation would involve the activation of these signal paths in
reverse order so that the given result would evoke signal paths
that would converge at the desired input values. Usually this
reverse activation will not lead to unequivocal signal paths,
however. Indefinite states will occur here and there; these
states can be considered as the superimposition of logical one
and zero. However, this superimposition can be made to col-
lapse due to the constrictions given by the overall computa-
tion; 1n that case the logical nodes would be entangled accord-
ing to the rules of computation. In other cases some
superimposed nodes could be forced into one or the other
state; 1n that case the rest of the network nodes would collapse
due to the entanglement rules. In this way the network could
be made to execute the computation 1n reversed order. How-
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ever, this kind of reverse computation 1s not possible with
existing logic elements as these do not communicate any
information at their output nodes back to their input nodes.
Also they do not contain the necessary superimposed states.
Accordingly, one aspect of this invention 1s the logic circuitry
that enables this kind of reverse computation of logic func-
tions.

Conventional logic circuits include the elements NOT
(logical inversion), AND, OR, NOT-AND (“NAND”), NOT-
OR (*NOR”), EXCLUSIVE-OR (*XOR”), etc. A NOT ele-
ment has only one mput, while the others have multiple
inputs. The operation of each of these elements 1s defined by
a truth table that gives an unequivocal output for each com-
bination of inputs. At any point of time, each input or output
may have only one of two values, either “true” (17”) or “false”
(“0”). The construction of a reverse logic circuit would
involve the realization of 1ts truth table in reversed order.

FIG. 4 shows a NOT element 41 and 1ts truth table 45.
There 1s no ambiguity here. IT the output 43 1s “1” then the
input 42 must be “0” and vice versa. Thus a reverse NOT
circuit 1s the NOT circuit itself, the element must be simply
reversed.

FIG. 5 shows a truth table 335 for an AND circuit 531. FIG. 6
shows areverse AND element 61 and its associated truth table
65. We can see that whenever C=1, there 1s no ambiguity, and
both A and B must have the value of “1”. However, whenever
(C=0, A and B may have the values of O and 1. These values are
superimposed on each other and this superimposition cannot
be resolved without additional information. However, we can
turther see that 1n this superimposition A and B are entangled
by an exclusion rule 66: 11 A=1 then B=0; 1 B=1 then A=0.

If the mput C 62 of the reverse AND element 61 1s set to
“07, the outputs A and B, 63 and 64, will have ones and zeros
superimposed, as depicted by the “¢” symbols. This super-
imposition will collapse 11 one of the outputs A and B 1s forced
to logical one. This kind of collapse can take place 1n net-
works consisting of interconnected logic elements.

It 1s well known that a NAND gate, which can be created
from an inverter (NOT element) plus an AND gate, 1s a
logically complete element, since any logical operation can
be realized by various combinations of NAND gates. For
practical circuits, however, some combinatory circuits will be
considered directly. In the following two basic binary sum-
ming circuits will be considered.

FIG. 7 shows a half adder 71 that that adds two binary
digits, A 72 and B 73 and outputs their sum S 74 plus a carry
output C,, 75. Reference sign 76 denotes the associated truth
table.

FIG. 8 shows areverse half adder 81 whose outputs are two
binary digits, A 82 and B 83. The inputs arec a sum S 84 and a
carry C, 85. The carry input C, 83 has the suffix “O” ({or
“output”) because this input accepts a carry output of an adder
circuit. Reference sign 87 denotes the associated truth table.

[t can be seen that a condition S=1 and C =1 does not exist.
Furthermore, there 1s a set 88 of two unequivocal conditions:

It S=0 and C_,=0 then A=B=0;

If S=0 and C =1 then A=B=1.

The only superimposed condition occurs when S=1 and
C,=0. In that case A and B are entangled. The superimposed
condition 1s denoted by reference sign 89, as follows:

If S=1 and C_,=0 then
If A=1 then B=0;
If B=1 then A=0.

FIG. 9 shows a full adder 91 that that adds two binary
digits, A 92 and B 93, plus a carry input C, 94, and outputs
their sum S 95 plus a carry output C,, 96. Reference sign 97
denotes the associated truth table.
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FIG. 10 shows a reverse full adder 101 whose outputs are
two binary digits, A 102 and B 103, plus a carry input C, 104.
The mputs are a sum S 105 and a carry out C, 106. Again, the
carry 1n and out suilixes appear reversed because the element
101 1s a reverse full adder. Reference sign 107 denotes the
associated truth table. Reference sign 108 denotes a set of
unequivocal conditions, and reference sign 109 denotes a set
of entanglement rules for the superimposed conditions:

S=1 and C_,=0; or

S=0 and C ,=1.

Working Example: a Reverse Multiplier

In the following, a practical implementation of a reverse
multiplier will be described. The reverse multiplier of this
example 1s simple enough that 1ts operation can be figured out
by pen and paper using the rules for reverse logic elements
that were presented earlier. Alternatively a computer program
can be devised for this purpose. Moreover actual electronic
circuits can be designed for the logic elements and thereafter
an ordinary circuit stmulation program can be used to simu-
late the operation of the network 11 the network 1s a small one.
Larger networks can be simulated, but the simulation time
will eventually be prohibitive whereas an actual electronic
circuit will deliver the result instantly.

Let us consider the multiplication of a three-bit binary
number by a two-bit binary number. The binary numbers to be
multiplied are [a, a, a,] and [b, b,] wherein a, and b, are the
least significant digits. The intermediate steps of the multi-
plication are shown 1n FIG. 11.

The carry digits are marked as c,, ¢, and c,. The binary
productis [p, s P-P; Pol Where p,, 1s the least significant digit.
Here the digit-by-digit multiplication 1s followed by addition.

Binary digit multiplication can be performed by the AND
Operation. The addition can be performed by the half adders
and full adders that were described earlier.

FI1G. 12 shows a hard-wired logic network 120 for perform-
ing the multiplication shown 1n FIG. 11. The mnput and output
terminals a,-a,, b,y-b, and p,-p., correspond to the numerical
quantities described in connection with FIG. 11. The circuit
comprises six AND gates 122, two half adders 123, 125, and
one full adder 124. The network 120 1s also operational 1n the
reverse calculation if the logic elements, 1e, the AND gates
and the adders 123-125, are replaced by their reverse variants.

For demonstration purposes, the network 120 was simu-
lated with a circuit simulator. For example, Electronics Work-
bench by Interactive Image Technologies, Toronto, Canada,
1s an example of suitable circuit simulators. The largest num-
ber that can be handled with this network 1s 7x3=21 or in
binary notation 111x11=10101. In order to test the network
this number 10101 was set as the product to be factored. The
network yielded correctly factors 111 and 11. It can be seen
that this 1s kind of a trivial case as there 1s no ambiguity 1n the
network, FIG. 9.

However, in a general case one or more of the nodes
marked b1, to b1, will remain 1n a superimposed state, and the
network 120 will not settle towards a solution. Due to the
symmetry of the possibilities, the network cannot decide
between possible signal paths. Theretfore the superimposition
must be made to collapse by the introduction of slight asym-
metry. This can be achieved by feeding appropriate bias sig-
nals into the nodes b1, to bi,, 1n such a way that the nodes are
drawn towards a logical one or zero. The bias must be made
weak, for example, by feeding it via a high-impedance ele-
ment, such that the circuit can override it 1f contested by other
signals.

For example, the network 120 is not able to factor 01010,
(decimal 10) but will remain 1n a superimposed state. But 1n
response to an appropriate bias (a weak logical one to nodes
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b1,, bi, and bis), the network 120 settles towards [a, a,
a,]=101, (decimal 5) and [b, b,]=10, (decimal 2), which 1s
the correct result. Reference sign 128 denotes a set of input
and output bit combinations, as well as the bias applied to the
nodes b1, to bi, and the actual state of the network at these
nodes. It will be seen that the network 120 overrides the weak
bias applied to node bu,.

FIG. 13 shows a table 130 that enumerates the results of
factoring all numbers up to 21 1n a circuit as shown in FI1G. 12,
with a weak logical one bias applied to nodes b1, b1, and bi,).
An entry of “OK” 1n the comment column 1ndicates a correct
result. Some input binary numbers, namely decimal values 11
(1x11),13 (1x13), 16 (2x8 or4dx4),17 (1x17),19 (1x19) and
20 (2x10 or 4x5) cannot be represented within the network
120 as a product of two numbers, because one of the possible
factors 1s greater than what can be accommodated. Hence
these cases are marked here “overflow” 1n the comment col-
umn. It can be seen that a given set of bias signals will not lead
to correct results for every input product value. Therefore the
outcome should be checked by multiplying the resulting [a,
a, a,] and [b, b,] factors, and a different set of bias signals
should be applied, as shown 1n FIG. 14.

FIG. 14 shows a complete procedure for factoring a multi-
bit input binary number [p,_, . . . py] With a network con-
structed along the principles described above. In step 141 an
initial set of bias signals 1s applied. In step 142 the input
binary number [p,_, ... po] 1s factored into a and b factors by
reverse calculations. In step 143 the correctness of the result
1s checked. For example, the resulting a and b factors can by
multiplied and checked if the multiplication produces the
original input binary number [p,_, . . . po]. If not, a different
set of bias signals 1s applied in step 144, and the process 1s
repeated.

A given number may be a product of multiple set of factors.
For instance, 16=2x8 or 4x4. Certain bias signals will give
one possibility, other bias signals will reveal other possibili-
ties. An integer P, that 1s the product of two prime numbers A
and B, leads to the possibilities 1xP, Px1, AxB and Bx A only,
and 1s easier to factorize by the technique according to the
invention because there are only small number of possible
reverse logic paths.

It1s apparent that larger reverse multipliers can be designed
along these lines. The exemplary network 120 1s described
only as a simple 1llustration of the principles of the invention.
It 1s also apparent that the technique according to the mven-
tion 1s not limited to factorization but can be used to other
types of calculations mvolving reverse computing, provided
that the logical reverse computing network is set up appro-
priately for each specific case.

Hardware Realizations for Reverse Logic Elements

In the above description the reverse logic elements have
been shown as “black boxes” 1n the sense that their internal
construction has not been discussed yet. In the following, we
will discuss hardware realizations for a logically complete
family of logic elements.

As stated above, a key concept of the invention 1s a super-
imposition of logical one (true) and zero (false) states. The
superimposition of states persists until caused to collapse by
means of further information as determined by one or more
sets of entanglement rules.

According to an aspect of the invention, the superimposi-
tion of states 1s realized by means of logic elements having a
high-impedance state 1n addition to the conventional states of
logical zero or one. In the high-impedance state, the logic
clement neither supplies nor draws any significant amount of
current via its bi-directional terminals. Thus the high-imped-
ance state can be utilized to accept logical states and bias
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information from external sources (see FIGS. 12 to 14 with
their accompanying description). An electronic realization of
the high-impedance state can be achieved by means of back-
ward-biased diodes, field etfect transistors (FET) held ofi-
state, or 3-state logic elements, or any combination of these,
for example.

The entanglement rules that that specity the allowable bit
patterns at the mput or output nodes of the circuit can be
realized by conventional cross-connected combinatory logic.

As an alternative to a physical realization of such circuits,
the circuits can be simulated by computer software.

FIG. 15 shows one example of biasing arrangement. The
arrangement comprises an entangled logic device 152, such
as the reverse full adder 124 of FIG. 10. When the S mput=1
and the C_ mput=0, the bi-directional terminals A, B and C,
are 1n the indefinite state, as the information from the S and C
inputs 1s not suificient to resolve the case. However, the states
of A, B and C, are bound by the entanglement rule, which
specifies that only one of these inputs may assume the value
1, while the others must then assume the value 0. In order to
resolve the indefinite state, a bias may be introduced to one of
the terminals A, B and C_. In FIG. 15 this bias 1s connected to
the terminal A via a current limiting device 134 such as a
resistor. This sets the value of the bi-directional terminal A to
logical 1, causing the other terminals B and C, to assume the
value 0. Thus the indefinite state 1s resolved. However, the
bias represents only a guess about the proper state of the
terminals A, B and C.. In actual networks these terminals may
be connected to bi-directional terminals of other devices.
These devices may have all the information to resolve the
states of their terminals and these states are then communi-
cated to the terminals of the original device 152. This outside
information must therefore override the bias setting should
these be 1in contlict. This will take place 11 the bias 1s weak, for
instance 1s 1 the form of weak current that can be overridden
by the current sink and source capacity of the connected
terminal. Also the bias must be weak enough so that the
device 152 1tself can override 1t when, for mnstance, S=C_=0
and hence A, B and C, must be O.

In practical applications the bias settings can be variable. In
the arrangement shown 1n FIG. 15, an electronic switch 155
permits the control of the bias input b1, by an external input
156 from an external controller, such as a data processing
system (not shown separately).

FIG. 16 shows a hardware realization 161 of a reverse-
AND element, which was shown as a “black box” in FIG. 6.
Terminal 162 is the C terminal, 1e, the mput of the reverse-
AND element. Reference signs 163 and 164 denote the A and
B outputs, respectively.

For instance, 1f the circuits shown in FIGS. 12 and 16to 18
are simulated by a circuit simulator, the gates should be of the
High speed CMOS variety or 1deal models with a high 1input
impedance, in which case resistor values of a few k&2 are
suitable. Conventional transistor-to-transistor (I'TL) logic
gates are not suitable.

Up to this point 1n the description of the invention, the true
(=one) and false (=zero) states of logical circuits have been
free of any connections to any physical quantity, such as
voltage, current of electric charge. But 1n the description of a
hardware realization, a connection to some physical quantity
must be made, and from now on, the convention to be used 1s
that a high voltage means a logical one and a low voltage
means a logical zero, but this convention 1s not meant to
restrict the scope of the mvention, and the circuits could be
redesigned such that the convention 1s reversed.

When a logical one, 1€ a high voltage, 1s applied to the
reverse C mput 162, the reverse A and B outputs 163 and 164
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will be set to logical one via the two diodes 165 and 166. Thus
the logical AND rule 1x1=1 1s realized in the reverse direc-
tion. Now three rules remain; 1x0=0, 0x1=0and 0x0=0. It can
be seen that when the reverse C input 162 1s set to zero, the
reverse A and B outputs 163, 164 may have the logical value
zero or one and only one of the reverse outputs may have the
logical value one. Thus an imnput value of zero at the reverse C
input 162 must not force the reverse A and B outputs 163, 164
to one or zero. Instead, both values (one and zero) must be
allowed simultaneously; thus the superimposed state is
needed. This 1s provided by the high reverse impedance of the
two diodes 165A and 1658 and the high-impedance outputs
states of the 3-state gates. However, 11 one of the reverse
outputs 163, 164 1s externally forced to logical one, then the
other output must be forced to zero, because 0x1=0 or 1x0=0.
An entanglement rule 1s needed here that does this. This rule
1s implemented here by the two cross-connected 3-state logic
gates 166A and 166B. If, for example, the reverse A output
163 1s forced to logical one, then the 3-state logic gate 1668
of the reverse B output 1s set to conducting state and the
logical zero at the reverse C input 162 1s transmitted to the
reverse B output 164. Thus the required entanglement rule 1s
implemented. It 1s obvious that other circuit implementations
exist that realize the required superimposition and entangle-
ment rules within the framework of this invention.

As stated above, 1in connection with 4, a reverse NOT
clement 1s the NOT element 1tself with the input and output
terminals swapped. As 1s well known, AND elements and
NOT elements can be combined 1n various ways to implement
any logical circuit, and the same 1s true for their reverse
variants, and the above description can be considered
cnabling, at least theoretically. For practical purposes, how-
ever, 1t 1s beneficial to consider some more complex circuits
directly.

FIG. 17 shows an exemplary physical realization 171 of a
reverse hall adder that was discussed as a logical element in
connection with FIG. 8. In the reverse operation, the inputs of
the circuit 171 are a sum S 174 and carry out C, 175. The
outputs are A 172 and B 173.

FIG. 18 shows a physical realization 181 of a reverse half
adder that was discussed as a logical element 1n connection
with FIG, 10. In the reverse operation, the outputs are two
binary digits, A 182 and B 183, plus a carry input C,184. The
inputs areasum S 185 and acarry out C, 186. Again, the carry
in and out suffixes appear reversed because the circuit 181 1s
a reverse full adder.

It1s readily apparent to a person skilled in the art that, as the
technology advances, the mventive concept can be 1mple-
mented 1n various ways. Hardware realizations of the
embodiments of the invention have been described in the
context of electronic circuits 1n which a high voltage means
logical true and a low voltage means logical false, but this 1s
only anon-restricting example. The invention and its embodi-
ments are not limited to the examples described above but
may vary within the scope of the claims.

I claim:

1. A circuit element comprising:

two or more logically entangled bi-directional terminals,

wherein each bi-directional terminal can assume any
one of three logical states, which are:

(a) a logical true state;

(b) a logical false state; and

(¢) an indefimite state, in which state the bi-directional

terminal accepts one of the logical true and logical false
states as an external input from an external source; and
an entanglement logic for resolving the logical state of
cach of the bi-directional terminals according to a pre-
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determined set of logical entanglement rules between
the bi-directional terminals, wherein the logical state of
one of the two or more logically entangled bi-divectional
terminals is dependent on the logical state of another of
the two or more logically entangled bi-divectional ter-
minals.

2. A circuit element according to claim 1, wherein the
entanglement logic 1s operable to perform said resolving 1n
response to the external input from the external source.

3. A circuit element according to claim 1, wherein the
circuit element comprises several sets of logical entangle-
ment rules and a set of additional terminals, each additional
terminal accepting a logical true state or logical false state as
an input, wherein the iputs to the set of additional terminals
collectively determine which of several sets of logical

entanglement rules are to be used for said resolving.

4. A circuit element according to claim [1] 3, wherein the
inputs to the set of additional terminals collectively determine
the logical state of one or more of the bi-directional terminals.

5. A circuit element according to claim 1, further compris-
ing one or more circuit components, each of which has a
high-impedance state, for implementing said indefinite state.

6. A [computer program product including program
instructions, wherein the program instructions cause a coms-
puter to simulate the circuit element according to claim 1,
when said computer program product 1s run on said com-
puter] non-transitory computer-readable storage device hav-
ing instructions storved thereon, the instructions comprising:

instructions to accept one of a logical true state and a

logical false state as an input from an external source at
one of two or more logically entangled bi-divectional
terminals; and

instructions to vesolve a logical state of each of the two or

more logically entangled bi-directional terminals
according to a predetermined set of logical entangle-
ment rules between the two or movre logically entangled
bi-divectional terminals, wherein the logical state of one
of the two or more logically entangled bi-divectional
terminals is dependent on the logical state of another of
the two or more logically entangled bi-divectional ter-
minals.

7. A network for logical deduction, the network compris-
ng:

two or more circuit elements, each of which comprises:

two or more logically entangled bi-directional terminals,

wherein each bi-directional terminal can assume any
one of three logical states, which are:
(a) a logical true state;
(b) a logical false state; and
(c) an indefinite state, in which state the bi-directional
terminal accepts one of the logical true and logical false
states as an external iput from an external source; and

an entanglement logic for resolving the logical state of
cach of the bi-directional terminals according to a pre-
determined set of logical entanglement rules between
the bi-directional terminals;

wherein the network further comprises a set of additional

terminals, each additional terminal accepting a logical
true state or logical false state as an input, wherein the
iputs to the set of additional terminals collectively
determine which of several sets of logical entanglement
rules are to be used for said resolving.

8. A network according to claim 7, further comprising an
operational coupling of each of several bi-directional termi-
nals of one or more logic elements to one or more additional
terminals of another circuit terminal.
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9. A network according to claim 8, wherein said opera-
tional coupling 1s modifiable by the external input.

10. A network according to claim 7, wherein each of sev-
eral bi-directional terminals of one or more logic elements 1s
operationally coupled to one or more bi-directional terminals
of another circuit terminal.

11. A network according to claim 7, further comprising an
interface to a data processing system for controlling and
accessing some or all of the bi-directional terminals.

12. A network according to claim 7, wherein the entangle-
ment logic comprises bias elements for biasing one or more
nodes of the network towards one of the logical states,
wherein each bias element 1s weak enough to be overridden
by one of the circuit elements.

13. A network according to claim 12, wherein the bias
clements are responsive to external input from a data process-
ing system.

14. A network according to claim 12, further comprising a
data processing system for entering random or pseudorandom
values to the bias elements.

15. A network according to claim 12, further comprising a
data processing system that comprises:

a first routine for entering a set of bias values to the bias

elements;

a second routine for verifying an output provided by the

network under the set of bias values; and

a third routine for modifying the set of bias values and for

re-executing the first and second routines until the sec-
ond routine positively verifies the output.

16. A Jcomputer program product including program
instructions, wherein the program instructions cause a coms-
puter to simulate the network according to claim 7, when said
computer program product is run on said computer] non-
transitory computer-readable storage device having instric-
tions stored thereon, the instructions comprising:

instructions to accept one of a logical true state and a

logical false state as an input from an external source at
one of two or more logically entangled bi-directional
terminals; and

instructions to rvesolve a logical state of each of the two or

more logically entangled bi-directional terminals
according to a predetermined set of logical entangle-
ment rules between the two or movre logically entangled
bi-directional terminals; and

instructions to accept one of a second logical true state or

a second logical false state as an input at each terminal
of a set of additional terminals, whevein the inputs to the
set of additional terminals collectively determine which
of several sets of logical entanglement rules are to be
used to resolve the logical state.

17. A method comprising:

accepting one of a logical true state and a logical false

state as an input from an external source at one of two or
morve logically entangled bi-divectional terminals; and
resolving alogical state of each of the two or more logically
entangled bi-directional terminals accovding to a pre-
determined set of logical entanglement rules between
the two or more logically entangled bi-directional ter-
minals, wherein the logical state of one of the two or
more logically entangled bi-directional terminals is

dependent on the logical state of another of the two or
morve logically entangled bi-divectional terminals.

18. Themethod of claim 17, further comprising biasing one

or movre nodes of a network towards one of the logical states.
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19. The method of claim 18, further comprising entering a 21. The method of claim 20, further comprising modifving
set of bias values to bias elements in the network. the set of bias values until the output is positively verified.
20. The method of claim 19, further comprising verifying
an output provided by the network under the set of bias
values. ¥k k% %
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