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METHOD FOR CLUSTERING AND
QUERYING MEDIA ITEMS

Matter enclosed in heavy brackets [ ]| appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue.

FIELD OF THE INVENTION

The present invention relates to managing media 1tems in
data processing terminals. More particularly, the present
invention 1s directed to a method, a device and a computer
program product for arranging, viewing and querying media
items organized in hierarchical multidimensional clusters 1n
mobile terminals.

BACKGROUND OF THE INVENTION

Soltware applications that manage media collections have
become widely adopted as the amount of digital media,
including 1images, has grown. State-of-the-art programs uti-
lize metadata, or information about the media items managed.,
to help categorizing media collection. Prior art has concen-
trated on solutions that typically work on personal computers
with associated display and other user interface capabilities.
Development of mobile communication and computing tech-
nology, however, has made 1t possible to have similar media
collections also 1n mobile personal communication devices
with more constrained user interface capabilities.

There are software applications, for example Adobe
Album®, that are developed for managing media collections
that are stored in personal computers. One example of the
prior art techniques 1s presented in international publication
WO 02/057959A2 “Digital media management apparatus
and methods™ by Adobe Systems. The publication presents a
method and an apparatus for managing, finding and display-
ing objects, such as digital images. The objects are associated
with descriptive textual and numeric data (“metadata™) and
stored 1n a relational database from which they can be
selected, sorted and found. These objects can be searched for
and displayed according to the degree to which their metadata
matches the search criteria. Objects that are 1n the different
match groups can be diflerentiated from one another in the
display area by visual cues, such as being displayed in front of
different background colors or patterns.

One example of a method for managing media objects 1s
presented 1n publication US2003/0009469A1 “Managing,
media objects 1n a database™ by Microsoit Corporation. The
publication presents a method and an apparatus for organiz-
ing media objects 1n a database using contextual information
for a media object and known media objects, categories,
indexes and searches, to arrive at an inference for cataloging
the media object 1n the database. The method and the appa-
ratus are provided for clustering media objects by forming
groups ol unlabeled data and applying a distance metric to
said group. Media objects are automatically organized into
various collections by clustering images that are taken near
cach other in time. A user interface may include one image per
collection, where the image 1s shown to the user. I the user 1s
searching for an image, the user views the 1mages respec-
tively representing collections of images and selects a collec-
tion that appears to relate to the desired image. Once a col-
lection 1s selected, the images corresponding to the collection
are shown to the user.
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It can be seen that the above-described methods suit per-
sonal computers well, but have usability and operational

problems 1f transferred into mobile environment. The existing
methods are not that feasible 1n all mobile terminal categories
due to being dependent on user’s capability to view a display
of considerable size and to select media 1tems, categories etc.
by point-and-click methods, such as a mouse. However, 1t
would be highly preferable for the end-user to have corre-
sponding functionality 1n a personal mobile terminal, thus
providing users with access to their media collections even
when the personal computers are not accessible.

In mobile terminals the media query problems are usually
solved by folder-based approach in local storage (memory
card or similar), but this has all the same limitations as the
folder-based approach in the desktop environment. In the
prior art methods the media query problem 1n a mobile ter-
minal 1s solved by an access to a remote media collection via
a mobile net connection, wherein the user interface logic (use
of categories, keywords, etc.) 1s handled in the server-side.
This approach has the benefit of being potentially able to
incorporate very advanced metadata-assisted queries, provid-
ing the appropriate logic has been implemented in the server-
side. However, this approach 1s not plausible if the network
connection 1s not available for some reason.

For the above-mentioned reasons 1t 1s necessary to develop
a new method for managing large amounts of media 1tems.
The method should be reasonably easy to use even in small
displays and 1t should provide practical access only to limited
selection mechanisms. The current invention is a client-side

approach and the implementation can be carried out 1n the
mobile device.

SUMMARY OF THE INVENTION

The current invention presents a method and a device and a
computer program product for managing media i1tems 1n
mobile terminals. Particularly the current invention focuses
on arranging, viewing and querying media items organized in
hierarchical multidimensional clusters in mobile terminals,
which overcome user interface constraints for metadata-as-
sisted media query 1n mobile terminals. The invention pre-
sents a method for multidimensional clustering and for que-
rying the media items from said clusters and for automatically
selecting the depth of cluster hierarchy. The present invention
also provides a user interface with a query mechanism to be
used with clusters.

Due to the mvention the media items are provided with
descriptive information, a dimension, wherein the media
items that have one descriptive information in common are
clustered together. The descriptive information 1s configured
as metadata which can be inserted to media 1item file manually
by the user or automatically. One example of suitable descrip-
tive information 1s location and time, whereupon the cluster
contains media 1tems acquired 1n a certain place at a certain
time.

The cluster comprising the collection of media items 1s
shown to the user. The user interface according to the mven-
tion 1s arranged so that one cluster 1s shown as a single 1tem
among other individual 1tems 1n the user interface. When the
user selects the cluster, another view 1s opened and the 1tems
of that cluster are shown to the user.

The benefit of the clustering is that a list of media items
being shown to the user 1s shorter than 1n the prior art solution
(where all the items are shown 1n one list), which mitigates the
limited display capabilities of mobile terminals. The cluster-
ing also helps for collecting media items being somehow
linked depending on the descriptive information, logically to
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the same view. It also offers enough information for the user
to quickly see the content of the cluster. Cluster naming,
facilitates organizing the clusters and the media items to the
media collections.

A media manager according to the invention 1s available
anytime and anywhere, when implemented in a mobile ter-
minal. The specific user interface takes into account the limi-
tations of display capabilities of a mobile terminal and
reduces them. The media manager also enables the end-users
to construct complex queries only with a limited “point-and-
click”, which further creates a chance for automatic adapta-
tion of media query based on the user’s previous query behav-
1ior and thus reducing the end-users’ query formation effort in
subsequent query formation situations.

The preferred embodiments of the invention are set forth in
the drawings, in the detailed description which follows, and in
the appended claims. Further objects and advantages of the
invention are also considered 1n the description. The mven-
tion itself 1s defined with particularity in the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 visualizes a cluster area and the changing location of
the user,

FI1G. 2 illustrates the example hierarchy of the media 1items
in the display of a mobile terminal,

FIG. 3 illustrates one example of the electronic device
according to the invention, and

FI1G. 4 presents the method according to the imnvention as a
simplified flowchart.

DETAILED DESCRIPTION OF THE INVENTION

The current invention applies methods of data mining and
clustering to automatically assist end-users of mobile termi-
nals to generate complex media queries with little effort. The
invention 1s very preferable and advantageous when consid-
ering mobile terminals with personal media management
soltware capability and the severe limits of the available user
interface technology 1n those terminals. In practice the mven-
tion enables utilization of complex categorization schemes,
including deep multidimensional metadata hierarchies to
select desired parts of media collection 1n a mobile device.
The method according to the invention 1s presented as a very
simplified flowchart in FIG. 4. The method according to the
invention can be used with different types of media 1tems, but
images are used 1n the following example.

Forming Groups of Media Items

It 1s possible to divide 1images into groups by clustering
them 1n a time-space coordinate system. However, applying,
multidimensional clustering where time and space coordi-
nates are considered simultaneously may create confusing,
results. According to the invention, a stepwise clustering 1s
applied where the 1mages are clustered by date and by loca-
tion 1nto final groups. By using this solution, the user better
understands the logic behind grouping and complexity can be
avoided.

The following 1s an example of a use of the method. The
variables can change due to the situation, wherein they should
not be considered as limitations.

When an 1mage 1s taken, it 1s provided with metadata
comprising descriptive information of the image. Then other
images or clusters are searched for. Searching focuses on
images or clusters taken less than X meters away from the
place the current 1mage was taken at and taken on the same
day, or the searching can be done by comparing other descrip-
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4

tive information of the items. If that kind of an 1mage or
cluster 1s found, a cluster containing the former 1mages and
the new one 1s created.

If there 1s no precise location information available, clus-
ters can also be formed by using only cell ID data by forming
a cluster ol 1mages taken on the same day in the same cell. If
the user has identified (e.g. using landmarks management
application) that a group of cell IDs corresponds to one named

location (e.g. Summer cottage), then all images taken during
the same day in the identified group of cells can form a cluster.
Examples of other available location-related information that
can be used are location area code (GSM), country code
(GSM) and service area 1dentification (WCDMA).

Images that are temporally 1nside a relatively tight cluster
but do not belong to 1t can also be added to the cluster. In the
example situation a man 1s working on a building project at a
summer cottage and takes a few pictures there. In the middle
of the day he decides to drive to the nearby shop to buy
groceries. At the shop he snaps a picture of a funny misspelled
sign. The picture snapped at the shop can be added to the
summer cottage cluster, because it strongly relates to summer
cottage pictures of that day. FIG. 1 visualizes the situation.
The points marked with letters A1-A6 indicate snapped
images, the curve B between the points A1-A6 indicates the
location of the user, and the rectangle with the dotted line
defines the cluster area C.

Pictures that are temporally inside a cluster, but do not
belong to 1t, shall not just be added to the cluster. For instance,
in a situation where some pictures are taken at home 1n the
morning, some at work during the day, and then in the evening
more pictures are taken at home, it 1s obvious that pictures
taken at home fonts a cluster, but pictures snapped at work
should not be added to 1t. Pictures that were taken temporally
inside a cluster can be added to 1t, 1f the time period of the user
being away from the cluster area 1s not too long. It should also
be noticed that the distances between the locations where the
pictures were taken and the centroid of a cluster should not be
too long.

One possible way of defining whether a picture can be
added to a cluster 1s to check whether the picture fulfills the
following conditions:

1. The picture must be temporally inside a cluster.

2
2. f dist{t) dt < n,
i1

where dist(t) 1s the distance between the user and the center of
the cluster at time t. t1 1s the time the user left the cluster area
C and 12 1s the time the user re-entered it (see FIG. 1). “n”
refers to some fixed adaptable limit value.

Location of the user can be tracked several ways, for
example by GPS device. The GPS device can be integrated to
the device of the invention. The location data can be acquired
¢.g. at the time of taking the image or periodically. I the
location data 1s not available, the location can be tracked with
¢.g. cell ID. The automatic tracking of the location can also be
done, mnstead of GPS, by using some other positioning system
¢.g. different GPS-systems (A-GPS, D-GPS), angle of arrival
(AOA), enhanced observed time difference (E-OTD), time
difference of arrival (T-DOA), time of arrival (TOA), or the
user can define the location coordinates manually. The manu-
ally defined coordinates are stored in the location database.
The database includes information about the places (“sum-
mer cottage”) and coordinates corresponding to them. Loca-
tion of the terminal and tracking should be done all the time.
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I1 the tracking were done only every time a picture 1s taken,
there would be too few tracked places and that would not be
sufficient for the calculations.

There can also be other descriptive information nstead of
location and time 1n the metadata of the media item. One
suitable example 1s a situation where the first descriptive
information 1s “hobby’” and the other descriptive information
1s fishing, skiing, golfing, etc and/or a time. The queries can
then be made according to the entry, e.g., images of fishing in
January 2003. Yet another example for first descriptive imnfor-
mation 1s “people” and then the other descriptive information
can be wile, co-workers, child, etc. By understanding these
examples, 1t becomes obvious that the descriptive informa-
tion can concern almost anything.,

Naming of Clusters

For identiiying clusters, they are labeled with some infor-
mative name. Labeling can be automatic by using cluster
descriptive information, or manual. One practice 1s to com-
pose a label of information about the place where the 1images
in the cluster were taken at, the time, when they were taken,
and how many images there are 1n the cluster. If the coordi-
nate information 1s not available, the closeness can be deter-
mined by tracking the number of cell ID changes by using
higher-level network information, such as location area
codes. By assuming a certain upper limit for the speed 1n
which the terminal can move, time information can also be
used to determine closeness. Images taken within a short time
period are also taken relatively close to each other.

If coordinate-based position 1s available and the user has
created Landmarks (named coordinate locations) with radius
information, the radius information can be utilized 1n forming
clusters in naming clusters. Images inside the Landmark
radius are considered to be taken in the same place. Even if
images are not taken inside any Landmark, the Landmark
name can still be used 1 naming e.g. “close to Summer
cottage” where “Summer cottage” 1s a landmark name. When
naming the cluster, the name of the cluster can be at least
partially based on a name queried from a remote server or
terminal database that can provide the user with understand-
able names for locations (based on cluster coordinates/cell
ID/location area code etc.). A cluster name can contain more
than one location names (e.g. Finland, Helsinki, Ruoholahti).

If most of the 1images are taken e.g. 1n Finland and the user
takes few 1mages 1n Spain, 1t would be pretferable to display
the country name (Spain) instead of other more detailed loca-
tion information. On the other hand, 11 the name of the place
where the 1mage was taken 1s unknown 1t 1s also possible to
label clusters for example by Group(1), Group (2), efc.

The same naming principles can also be applied to 1ndi-
vidual images. Naming facilitates organizing the clusters and
the images to media collections. The use of different kinds of
descriptive information enables different users to see the
image mnformation 1n a way that best suits them.

User Interface

As described earlier, 1t 1s preferable to bundle images relat-
ing closely to each other—taken on the same day at the
substantially same place—up into a cluster. According to the
invention, this cluster 1s preferably shown as a single item
among the individual media items 1n a user interface. On the
other words, the user interface shows an array formed by
individual media 1tems and clusters. A view, e.g. a list view,
comprising one or several clusters can also include individual
images that do not belong to any cluster. The cluster can be
casily differentiated from the individual images because of 1ts
visually different appearance. For example, the appearance
can be formed by selecting one or more 1images of the cluster
to be displayed beside the cluster’s label and this way by
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representing the cluster visually. As an example, the selected
image could be the one that was first snapped, because then
the appearance of the cluster does not change even when new
images are snapped and added to the cluster.

As an example, FI1G. 2 illustrates the hierarchy of media
items 1n the display of a mobile terminal. In this example the
main menu 1s named “IMAGES” and 1t displays the array of
clusters and the media items in parallel in one view 1. Instead
of displaying four images snapped at the summer cottage on
the 22"¢ of May 2003, only one of the four images is displayed
as a cluster. The cluster 1s named oiler the descriptive infor-
mation that 1s shared by the media 1tems 1n 1t. In this example,
the name 1s a place where the 1images were taken (Summer
cottage). Other information of the cluster can also be shown 1n
the header of the cluster, such as the date (22 May, 2003) and
the final number (4 1mages) of images. Choosing and opening
the cluster displays a next view 2 containing the images inside
the cluster.

Every now and then a cluster can represent an event. Clus-
ters become events 1f they are renamed. If “Summer cottage”™
1s renamed as “Flying a kite at summer cottage”, the cluster
gets a real meaming and thus it 1s considered as an event. In
some cases event information can also be obtained automati-
cally e.g. by using calendar information.

i

To keep the number of media items or clusters reasonably
small, large clusters would be preferred. For this purpose,
clustering parameters can be selected accordingly or adapted
based on the amount of media items that are present. When
large clusters are formed, 1t 1s essential to provide the means
for accessing the sub-clusters. This can be achieved by apply-
ing the clustering process 1n a step-wise manner. Moreover,
the most applicable sub-clustering options can be communi-
cated to the end-user by e.g. visual cues already before the
end-user selects that cluster for further examination.

i

The stepped clustering divides the clustering into two
parts. At the first stage of the clustering, the clusters are
preferably time and location-combinations, and the list of
them 1s organized based on time. At the second stage of
clustering, sub-clusters can be formed. The sub-clusters can
be based, for example, on physical presence of people (based
on ¢.g. named Bluetooth-device 1D’s), on attributes of media
items (e.g. “indoors™ or “outdoors™ based on white-balance
settings), on explicit metadata keywords/categories/tags
assigned to the media 1tems or on visual similarity of the
media 1tems, etc.

One example of the clustering method 1s presented. There
1s descriptive information of time and location shown 1n the
tables below. The hierarchy of time information 1s shown in
table A and the hierarchy of location information 1s shown in
table B.

TABLE A

Year 2000

January
February
March

Year 2001

January
February
March
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TABLE B

Finland

Helsinki
Tampere

Iyvaskyla
Sweden

Stockholm
Estonia

Tallinn

When querying the images, the user at first selects the time
information, e.g. February 2000. After this the location infor-
mation can be selected. According to the invention, the only
locations shown 1n the selection list are the ones fulfilling the
February 2000 criteria. In other words, the list, containing
only those locations where the user has taken the pictures 1n
February 2000, 1s shown. If the amount of the information 1n
clusters 1s different from the information in the query (e.g.
months 1n query and weeks or days 1n clusters), both images
and clusters are shown 1n the list.

When managing large media collections, the first stage
clustering works reasonably well for “recent media 1tems”,
¢.g. only the latest week or month. However, 11 the end-users
focus 1s not on recent media 1tems, the first stage clustering
can be based on e.g. location arranged in alphabetical (or
hierarchical, 1T location hierarchy 1s available) order and first
stage clustering approach 1s used for sub-clusters.

Next, methods for generating complex media queries for
clusters are described. Methods can also be applied 1n the
data-mining technique. The following methods are for 1)
identifying descriptive information 1 a categorization
scheme that divides the collection into sub-spaces (clusters)
of suitable s1ze and number, and for 2) on-line analysis of user
behavior to automatically identily patterns 1n query forma-
tion that can be applied 1n further queries. When considering
an above-mentioned organization of media items, the treelike
structure behind 1t 1s easy to see. The following methods
utilize the treelike structure 1n queries.

The following schemes can be applied in a situation e.g.
where the user has taken several hundreds of 1images in Fin-
land and tens 1n several different cities. Few images are taken
in Stockholm and Tallinn. When the user selects the location
information, the available item could be Helsinki, Tampere,
Jyvaskyla, Sweden and Estomia or “other”. Additional crite-
ria—such as most often used, etc.—can be used as well.
Automatic/Assisted Selection of Hierarchical Depth within a
Dimension of Categorization Scheme

This scheme 1s primarily based on calculating such nodes
in hierarchical categorization tree that divides the media 1tem
space 1nto a suitable number of clusters. This scheme can
reduce the number of navigational steps compared to whether
the end-user starts from root node or accesses all the leaf
nodes 1n list form.

First, function v(1) 1s defined for user-percerved annoyance
for having to click 1 times to get a photo from the list. For
example, v(1) can be v(1)=1 or v(1) can be v(1)=pow(1, 1.3).

Next, V(1) 1s defined for a tree T as

V(T)=sum(v(len(n))*items(n):n in T)

where len(n) 1s the depth of node n 1n tree T.
Similarly for a list of trees:

V(T ..., T,,)=V(T)+...+V(T,))

where V indicates user annoyance and T, . .., T,  are trees.

10

15

20

25

30

35

40

45

50

55

60

65

8

The list of trees (clusters) 1s what 1s presented to the user.
Naturally the number of options 1s wanted to be limited to
some reasonable number N (for example 4 to 8).

The user annoyance V can be reduced by providing short-
cuts to commonly used parts of the tree. This 1s done by
partitioning the initial tree T (which can be assumed to have a
single root) to N subtrees T,, . .., T,. In other words trees
T,,..., T, arethe subtrees of tree T. This partitions all items
in the tree, whereupon V(T,, . . ., TN) 1s minimal. It 1s
assumed that subtrees T, . . ., T, have no common nodes.

The algorithm according to the invention calculates for
cach node the benefit of choosing that node for aroot of a new
tree. This 1s done by defining m subtrees. The benefit of
choosing a node as a root 1s calculated for each node n 1n
subtrees T, ..., T :

mi

function=sum(v{len(k)+l)*items(k))—sum(v(len(k)
*items(k)))

wherein “k™” 1s 1n “T,” and “n” 1s 1 *“1,” and “len(n)=I"1nT..

For this function (e.g. for node n 1n tree T)), the maximum
value 1s chosen, after which T, 1s split into two parts, T, below
n (including n) and T, without said part. Due to this kind of
optimization (splitting T, up), only the values for the nodes
above n and below n are needed to be re-calculated.

The calculation 1s modified depending on past end-user
query formation, which has been analyzed for prioritizing the
most likely selections by the end-user. The media items are
weighted based on whether they are either known or learned
to be likely targets of the media item query. For example, high
weight (>1) indicates media 1items that have been previously
viewed often, shared or been associated with transactions,
and low weight (<1 ) indicates media items that are obsolete or
not related to current context.

Automatic/Assisted Selection of Dimension within Multidi-
mensional Categorization Scheme

This scheme 1s primarily based on analyzing how media
items are distributed to the different dimensions of the applied
categorization scheme. With this scheme the dimensions that
most effectively divide the media 1tem space into suitable
sub-spaces can be 1dentified. The preferable implementation
utilizes the methods described above 1n all dimensions before
analyzing the distribution. Criteria for the best dimension can
be e.g. 1) how evenly the media items are divided into the
calculated sub-trees or 2) what 1s the average number of
navigation steps required to reach media items.

The calculation 1s modified depending on past end-user
query formation, which has been analyzed for accounting for
personal preferences in query information (for one person 1t 1s
intuitive to search first for person, then location and for some
other person vice versa).

Also 1n this case media items can be weighted based on
whether they are either known or learned to be likely targets
of the media item query. For example, high weight (>1)
indicates media items that have been previously viewed often,
shared, or been associated with transactions, and low weight
(<1) indicates media items that are obsolete or not related to
current context. The scheme can be modified based on the
analysis of how different queries have been previously
applied 1n different contexts.

When using the schemes described above, the end-user
scrolls the list up and down to browse categories within one
dimension, moves the right/left button to switch between the
dimensions (not choosing any), selects (press down) to drill
into subcategories within the wanted dimension and selects
(soft key) the current category to be part of the query. In order
to allow this the device should utilize a hierarchical multidi-
mensional categorization scheme and have navigational
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means of 6 keys in mimimum or similar (e.g. 5-way button,
one soit key) to demonstrate the basics of both “X” and “Y”
aspects of query formation (X representing how to select
automatically/assisted dimension, 1.e. “location”/*person™/
“event”/and Y representing how to select automatically/as-
sisted the depth within on hierarchical dimension, 1.e. “Fin-
land”/**Helsinki”/*“Center’’/).

Implementation

FIG. 3 shows an example of the electronic device MS
according to the mvention. The media 1tem manager MM
according to the mnvention can be implemented as a part of a
data processing unit CPU 1n an electronic device MS. The
media manager MM can be within server-side of so called
media album servers, and can be reached through a network
by the electronic device MS. However, sometimes 1t 1s more
uselul to store the full metadata available 1n a personal device,
for example for privacy reasons, whereupon the client-side
implementation of media item manager MM 1s preferable. It
1s obvious that the electronic device can comprise some other
applications APP as well.

The electronic device MS stores a media collection 1n the
memory MEM. The media collection 1s acquired, for
example, through some known data transfer connection.
However, there preferably 1s a digital camera attached to or
integrated 1n said electronic device MS wherein the images
taken with said camera are directly stored into the memory
MEM. The media collection 1s queried and viewed through a
user interface UI. The electronic device MS 1s preferably a
terminal with mobile communication and photographing
capabilities, €.g. a camera phone.

The foregoing detailed description 1s provided for clear-
ness of understanding only, and limitation should not neces-
sarily be read therefrom into the claims herein.

The mvention claimed 1s:

1. A method, comprising;:

providing individual media items with metadata compris-

ing at least first and second descriptive information;
forming a first cluster of individual media items that have
one descriptive information 1n common;

forming a second cluster of individual media items that

have two descriptive information in common;

automatically sub-clustering together media items within a

cluster 1n question when said media 1tems within said
cluster 1n question have further descriptive information
1N common;

providing a cluster hierarchy comprising at least the first

and second clusters and any sub-clusters; and
presenting each cluster and any sub-clusters as an 1ndi-
vidual media 1tem to a user interface.

2. The method according to claim 1, further comprising
comparing a lirst individual media item to a plurality of
individual media 1items or to at least said first and second
clusters for determining whether to cluster said first indi-
vidual media item with at least one of said plurality of indi-
vidual media 1tems or at least one of said first and second
clusters.

3. The method according to claim 1, further comprising,
naming the cluster 1n question according to descriptive infor-
mation the individual media 1tems of the cluster 1n question
have 1n common.

4. The method according to claim 3, wherein the cluster in
question 1s named and updated manually, wherein the name 1s
also updated to the corresponding storage system.

5. The method according to claim 1, further comprising
displaying the cluster in question among the individual media
items, but differentiated from the individual media items
visually.
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6. The method according to claim 1, further comprising
managing media items and at least said first and second clus-
ters, wherein managing comprises at least arranging, query-
ing and viewing the media 1items.

7. The method according to claim 6, wherein querying the
media 1items comprises defining a first entry for one descrip-
tive information wherein a next entry 1s based on at least one
subsequent descriptive information of media items fulfilling
the first entry.

8. The method according to claim 7, wherein querying the
media 1tems 1s adapted automatically based on a user’s pre-
vious query behaviour.

9. The method according to claim 6, wherein viewing the
media items comprises showing an array of media items and
at least said first and second clusters, wherein the media 1items
inside the cluster in question are viewed after selecting the
cluster 1n question.

10. The method according to claim 1, wherein the method
1s a client-side method.

11. The method according to claim 1, wherein said first
descriptive information 1s the location of a terminal contain-
ing the media items.

12. The method according to the claim 11, where the loca-
tion of the terminal containing the media 1tems 1s automati-
cally acquired from a positioning system or manually defined
by the user.

13. The method according to claim 1, wherein said second
descriptive information 1s the time of acquiring the media
item.

14. The method according to claim 1, wherein the media
item 1S an 1image.

15. A computer program product for managing media
items, wherein the computer program product comprises a
readable memory, a computer program stored 1n said readable
memory, wherein the computer program comprises mstruc-
tions executable on a process for

providing individual media 1tems with metadata compris-

ing at least first and second descriptive information;
forming a first cluster of individual media items that have
one descriptive information 1n common;

forming a second cluster of individual media 1tems that

have two descriptive information in common;

automatically sub-clustering together media items within a

cluster 1n question when said media 1tems within said
cluster 1n question have further descriptive information
1N common;

providing a cluster hierarchy comprising at least the first

and second clusters and any sub-clusters; and
presenting each cluster and any sub-clusters as an 1ndi-
vidual media item to a user interface.

16. The method according to claim I, wherein providing
the individual media items comprises searching.

17. The computer program product according to claim 15,
wherein the computer program further comprises instric-
tions, that when executed by a data processing unit, cause an
apparatus to perform comparing a first individual media item
to a plurality of individual media items or to at least said first
and second clusters for determining whether to cluster said

first individual media item with at least one of said plurality of

individual media items ov at least one of said first and second
clusters.

18. The computer program product according to claim 15,
wherein the computer program further comprises instric-
tions, that when executed by a data processing unit, cause an
apparatus to perform naming the cluster in question accovd-
ing to descriptive information the individual media items of
the cluster in question have in common.
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19. The computer program product according to claim 18,
wherein the cluster in question is named and updated manu-
ally, wherein the name is also updated to the corresponding
storage sysiem.

20. The computer program product according to claim 15,
wherein the computer program further comprises instric-
tions, that when executed by a data processing unit, cause an
apparatus to perform displaving the cluster in guestion
among the individual media items, but diffeventiated from the
individual media items visually.

21. The computer program product according to claim 15,
wherein the computer program further comprises instric-
tions, that when executed by a data processing unit, cause an
apparatus to perform managing media items and at least said

first and second clusters, wherein managing comprises at
least arranging, querying and viewing the media items.

22. The computer program product according to claim 21,
wherein querying the media items comprises defining a first

10
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entry for one descriptive information wherein a next entry is

based on at least one subsequent descriptive information of
media items fulfilling the first entry.

23. The computer program product according to claim 22,
wherein querying the media items is adapted automatically
based on a user’s previous query behavior.
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24. The computer program product accovding to claim 21,
wherein viewing the media items comprises showing an array
of media items and at least said first and second clusters,
wherein the media items inside the cluster in question are
viewed after selecting the cluster in question.

25. The computer program product according to claim 15,
wherein the computer program is a client-side computer pro-
garam.

26. The computer program product according to claim 15,
wherein said first descriptive information is the location of a
terminal containing the media items.

27. The computer program product accorvding to the claim
26, where the location of the terminal containing the media
items is automatically acquired from a positioning system or
manually defined by the user:

28. The computer program product accovding to claim 15,
wherein said second descriptive information is the time of
acquiring the media item.

29. The computer program product according to claim 15,
wherein the media item is an image.

30. The computer program product according to claim 15,
wherein providing the individual media items comprises
searching.
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