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OCCLUSION/DISOCCLUSION DETECTION
USING K-MEANS CLUSTERING NEAR
OBJECT BOUNDARY WITH COMPARISON
OF AVERAGE MOTION OF CLUSTERS TO
OBJECT AND BACKGROUND MOTIONS

Matter enclosed in heavy brackets [ ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue.

CROSS REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation-in-part of the co-pending
application for Object Tracking Using Adaptive Block-Size

Matching along Object Boundary and Frame-Skipping When
Object Motion 1s Low, U.S. Ser. No. 10/248,348, filed Jan. 11,

2003 now U.S. Pat. No. 7,095,756.

BACKGROUND OF INVENTION

This invention relates to 1mage processing, and more par-
ticularly to object tracking, contour prediction, and occlusion
and disocclusion detection 1n a video sequence.

With increasing computational power, more complex
operations may be performed on 1mages, such as detecting
foreground objects. Once the foreground object 1s located, 1t
can be tracked through frames of a video sequence. Knowing
the location of the foreground object in each frame allows
video compression to be improved, since more computational
resources and transmission bandwidth can be allocated to the
foreground object while less 1s allocated for the background.

Software 1s desirable that detects foreground or moving
objects, and draws bounding boxes or contours around the
object in each frame of the video sequence. The parent appli-
cation described 1n detail such object tracking using macrob-
locks. Near the boundary of the object, the macroblocks can
be divided into smaller blocks to improve the tracked contour
of the object. Such block-based object tracking can be per-
formed more efficiently than other known object-tracking
methods. Frames can be skipped when object motion 1s low,
while faster object motion tracking proceeds frame-by-
frame. Such tracking modulation was also described 1n the
parent application. FIGS. 1-2 describe the modulated, block-
based object tracking detailed in the parent application.

Blocks On Boundary Categorized as Uncertain

FIGS. 1A-C show motion estimation to categorize blocks
as certain and uncertain blocks. FIG. 1A shows motion esti-
mation for certain and uncertain (boundary) blocks. For a
frame T 1n a video sequence, macroblocks 1n frame T+3 are
compared to macroblocks 1n frame T to find the best-match-
ing macroblock in frame T+3.

The location of the best-matching block 1n frame T deter-
mines the type of macroblock 1n frame T+3. There are three
types:
blocks 1nside the object are certain blocks
blocks outside the object are background blocks
blocks that have the object’s boundary passing through the
block are uncertain blocks.

Each block in frame T+3 1s categorized based on what type
of block best matches 1n frame T. Block 15" in frame T+3 1s
categorized as a background block since the best-matching
block 15 in frame T 1s outside the 1nitial object contour for
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object 10. Block 12' 1n frame T+3 1s categorized as a certain
object block since the best-matching block 12 1n frame T 1s
inside the initial object contour for object 10 i frame T.
Likewise block 14' 1n frame T+3 1s categorized as a certain
object block since the best-matching block 14 1n frame T 1s
also 1nside the 1nitial object contour for object 10.

Blocks 16', 18' in frame T+3 is categorized as uncertain
blocks since the best-matching blocks 16, 18 in frame T are
along the mitial object contour for object 10. The boundary of
object 10 1n frame T passes through blocks 16, 18.

The certain object blocks 1n frame T+3, such as blocks 12',
14', are shown 1n solid lines, while the uncertain blocks such
as 16', 18' are shown with dashed lines. As the new object
mask 1s being constructed for frame T+3, the certain blocks
such as 12', 14' form the beginming or “seed” of the new object
mask. The exact location of the boundary of object 10" 1s not
yet known for frame T+3. However, 1t1s relatively certain that
the certain object blocks are part of object 10'.

The actual boundary for object 10" 1s somewhere within the
dashed uncertain blocks, but the exact pixel locations of this
boundary has not yet been determined for frame T+3. F1G. 1B
shows the result of categorizing the blocks of frame T+3 as
certain, uncertain, or background. Certain blocks 20 are
within the new object mask being generated for frame T+3.
Uncertain blocks 24 are along the boundary which has not yet
been exactly determined. Background blocks 22 are outside
the object. The object boundary 1s refined as shown later by
adaptive-size block matching.

FIG. 1C shows motion vectors for background, certain, and
uncertain blocks. Motion vectors for certain blocks 20 gen-
erally are uniform 1n direction and magnitude. Since these
blocks typically do not include the boundary or some back-
ground pixels, they match well and have little error 1n their
motion vectors.

Background blocks 22 often have many errors in their
motion vectors, since the background may have little motion
or a variety ol motions. Also, the background blocks may lack
differentiating features. The lack of such variations may
result 1n aliasing, where a background block 22 matches
many other blocks. For example, the water may be arelatively
uniform blue without distinguishing features. A blue back-
ground block may match many other background blocks,
resulting in errors in the background motion vectors.

Since uncertain blocks 24 often include some background
pixels and some object pixels, finding good matches may be
difficult. When the object changes shape due to rotation or
z-axis motion, the location of the boundary changes and a
match may not be found, or a match found with the wrong
block. Thus errors 1n the motion vectors can occur along the
boundary with uncertain blocks 24. More vanation in the
direction and magnitude of motion vectors 1s seen for uncer-
tain blocks 24 than for certain blocks 22.

Average Object Motion Uses Certain, Not Uncertain
Blocks

Only certain blocks 22 are used to calculate the average
object motion. This reduces errors, since the poorly-matching
and changeable uncertain blocks 24 are not included 1n the
average. The motion vectors of certain blocks 22 usually
show a lower variance than do the motion vectors of uncertain
blocks 24. An average motion that more accurately represents
the object’s motion 1s produced.

Modulation

FIGS. 2A-B 1s a flowchart of modulated object tracking.
FIG. 2A shows motion vector estimation and block categori-
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zation (certain, uncertain, background) while FIG. 2B shows
calculation of the average motion of the object and selection
of the modulation parameter. The procedures in FIGS. 2A-B
are repeated for all macroblocks 1n the new frame T+N, where
N 1s the modulation parameter. The number of frames skipped
over 1s N-1.

In FI1G. 2A, the new frame T+N 1s motion compensated and
macroblocks i frame T+N are categorized based on the loca-
tion of the matching macroblock in first frame T. The current
macroblock in frame T+N 1s compared to a range of macrob-
locks 1n frame T and the closest matching block 1s deter-
mined. A sum-of-the-absolute difference (SAD) or a sum-oi-
squared differences method may be used as a measure of the
similarity of the YUV or other pixels 1n the macroblocks
being compared 1n frames T+N and T. The macroblock in
frame T with the smallest pixel difference with the current
macroblock 1 frame T+N 1s the best-matching block.

Once the best-matching macroblock 1n frame T 1s found,
step 102, the relative displacement between the macroblocks
in the two frames 1s calculated, such as the deltax and delta y
values. This displacement 1s the motion vector for the block,
step 104.

The location of the best-matching macroblock in frame T 1s
compared to the object location 1n frame T. The object con-
tour or object mask 1s already known for frame T but has not
yet been generated for frame T+N. When the best-matching,
macroblock 1n frame T 1s within the object mask, step 106,
then the macroblock in frame T+N can be marked as a certain
block and can be added to the new object mask being con-
structed for frame T+N, step 110.

When the best-matching macroblock 1n frame T 1s not
within the object mask, but 1s along the boundary of the
object, step 108, then the macroblock in frame T+N 1s marked
as an uncertain block, step 112. Uncertain blocks are not
considered when calculating the average motion, but can be
turther processed by adaptive-size block matching.

When the best-matching macroblock 1n frame T 1s outside
the object and not on the object boundary, 1t 1s marked as a
background macroblock, step 114. When there are more mac-
roblocks 1n frame T+N, the process of FIG. 2A 1s repeated,
step 116, until all macroblocks have been processed 1n frame
T+N. Then the process tflow continues 1n FIG. 2B.

When a current macroblock 1n frame T+N being processed
1s a certain block, step 120, then the macroblock’s motion
vector 1s accumulated 1nto an average, step 126. The next
block in frame T+N 1s selected, step 122, and steps 120, 126
repeated until all macroblocks 1n frame T+N have been pro-
cessed.

At the end of processing when step 124 1s executed, a {inal
average motion vector 1s available to be compared to a motion
threshold, such as 5 pixels of movement. When the average
motion vector of the certain blocks of the object exceed the
motion threshold, step 132, then high motion exists, and the
modulation parameter 1s set to a low value such as 1. The
block-matching and motion estimation of FIG. 2A 1s repeated
tor the new frame T+N, such as T+1 rather than T+3, step 134.

When the average motion vector 1s less than the motion
threshold, step 130, then slow or low motion 1s occurring, step
128, and the modulation parameter can be increased to a
higher value such as N=3. The boundary of the object 1n the
new frame T+N may then be refined by adaptive block match-
ing 200.

FIGS. 3A-B show a video sequence with tracking of the
contour of a foreground object when occlusion and disocclu-
sionoccur. In FI1G. 3A, foreground object 10 1s moving slowly
to the right i frames T to T+3. In this example foreground
object 10 1s a fish that may be obscured by other objects such
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4

as bubbles or other fish or coral 13. Coral 13 partially
obscures object 10 1n frames T+1, T+2, and T+3. Occlusion of
parts ol object 10 occurs since coral 13 1s 1n front of the fish.

Various algorithms exist that allow a computer or processor
to extract the location of object 10 1n frame T. For example,
segmentation or watershed analysis can determine the con-
tour or boundary of object 10 by the rapid change 1n color at
the perimeter of object 10, which might be a yellow fish while
the background 1s blue water.

Contour 11 of object 10 can be extracted as points along a
line having a maximum gradient or change 1n color between
the fish and the water. Similar contour extractions could be
performed for subsequent frames T+1, T+2, and T+3 to gen-
erate contours 11', 11", and 11" of FIG. 3B that track object
10 1n these frames.

Unfortunately, coral 13 may be the same color as object 10,
such as yellow coral blocking a yellow fish. This may cause
part of coral 13 to be added to the object mask. Contours 11",
11", and 11™ then include some of coral 13 within the pre-
dicted contour of object 10. Coral parts 13', 13", and 13'"
should not be part of fish contours 11', 11", and 11' but are
included by mistake.

Such additions to the object contour are dangerous, since
after further processing of additional frames, the object
tracked may change. If enough of coral 13 1s added to con-
tours 11', 11", and 11™, then 1n later frames coral 13 may be
tracked rather than the fish, object 10.

Occlusion and disocclusion of other parts of the fish also
occurs 1n this video sequence. The fish may be turning away
from the viewer, causing 1ts tail to shrink 1n size and even
disappear by frame T+2. In a later frame T+3 the tail may
suddenly reappear as the fish twists. The tail then needs to be
added back into the object mask. Such additions to an object
mask, or disocclusion, must be carefully made.

The inventors have realized that motion can be used to
determine when to add or remove regions from an object
mask. The mventors realize that regions belonging to an
object tend to move together, while regions that are not part of
an object tend to move 1n other directions, often in a more
random manner when compared to the object motion. Thus
motion can be better than color for generating object masks.

In FIG. 3C, motion vectors from various parts of the object
mask are shown. Object 10 1s moving to the right and has
motion vector 17 in frame T+3. Coral parts 13', 13", and 13™
were mistakenly added to contours 11', 11", and 11''. How-
ever, coral 13 1s not moving with the fish but has an apparent
backward motion due to camera pan. Thus coral parts 13',
13", and 13" have small motion vectors pointing to the left.
Since object 10 has larger motion vectors pointing to the right,
it can be easily seen that coral parts 13', 13", and 13™ do not
belong to object 10. Regions for coral parts 13', 13", and 13™
could thus be removed from contours 11', 11", and 11™ by
comparing motion vectors of these regions to the fish’s
motion vector. The region motion vectors could be compared
to an average motion vector for object 10.

A decision to include the re-emerging tail of the fish 1n
frame T+3 can also be made using motion vectors. The re-
emerging (disoccluded) tail has motion vector 15, which 1s
closer to the fish’s motion vector 15 than to the coral’s motion
vector. Thus the tail 1s added to object contour 11" while coral
part 13" 1s removed from contour 11" when motion vectors
are considered.

What 1s desired 1s to improve the object tracking methods
described 1n the parent application by adding occlusion and
disocclusion detection. It 1s desired to adjust the predicted
object contours by adding disoccluded regions and removing
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occluded regions from the object mask. It 1s further desired to
use motion information to decide when to include or exclude

regions from the object mask.

BRIEF DESCRIPTION OF DRAWINGS

FIGS. 1A-C show motion estimation to categorize blocks

as certain and uncertain blocks.

FIGS. 2A-B 1s a flowchart of modulated object tracking.

FIGS. 3A-C show a video sequence with tracking of the
contour of a foreground object when occlusion and disocclu-
51011 OCCUL.

FI1G. 4 1s a sitmplified flowchart highlighting modulation of
adaptive-block object tracking with occlusion and disocclu-
$101 processing.

FIGS. SA-F show an object occluding a tracked object and
removal of occluded regions from the object mask.

FIGS. 6A-F show an object disoccluding a tracked object
and addition of disoccluded regions into the object mask.

FIG. 7 includes a flowchart of occlusion processing.

FIG. 8 includes a flowchart of disocclusion processing.

FIGS. 9A-N show object masks during occlusion and dis-
occlusion processing.

FIG. 10 1s a flowchart detailing adaptive block matching
along the object boundary.

DETAILED DESCRIPTION

The present invention relates to an improvement 1n object
tracking with occlusion and disocclusion. The following
description 1s presented to enable one of ordinary skill 1n the
art to make and use the invention as provided in the context of
a particular application and 1ts requirements. Various modi-
fications to the preferred embodiment will be apparent to
those with skill in the art, and the general principles defined
herein may be applied to other embodiments. Therefore, the
present invention 1s not intended to be limited to the particular
embodiments shown and described, but 1s to be accorded the
widest scope consistent with the principles and novel features
herein disclosed.

Embodiments of the present invention include computer-
program products comprising a computer-usable medium
having computer-readable program code means embodied
therein for tracking an object boundary in a video stream.

Overall Flow—FIG. 4

FI1G. 4 1s a simplified flowchart highlighting modulation of
adaptive-block object tracking with occlusion and disocclu-
s1on processing. The object-tracking method 1s a block-based
tracking method that uses macroblocks and motion vectors
such as are used in MPEG compression. Macroblocks 1n a
current or new frame T+N are compared to blocks 1n a first
frame T to find a best-matching block, and the displacement
between the blocks 1n frames T and T+N 1s the motion vector
tor the block. Errors or differences between the block 1in frame
T+N and frame T do not have to be calculated for object
tracking 1tself, although error terms are calculated by com-
pression methods.

The imitial object mask for frame T 1s input, step 160. A user
can manually draw a contour around the object, or an auto-
mated method can be used. This 1nitial contour generation can
be performed mtermittently or only has to be performed once,
for the first frame (1=1) in the video sequence being pro-
cessed, or for the first frame that the object appears 1n.

The parameter N 1s the frame-modulation number, or the
number of frames to skip ahead to. Object tracking 1s per-

10

15

20

25

30

35

40

45

50

55

60

65

6

formed every N frames. When N=1, object tracking is per-
formed every frame, while when N=3 object tracking 1s per-
formed every third frame, and two frames are skipped. N 1s set
to 3 when slow motion 1s detected, but set to one when high
motion 1s detected.

Initially, the frame-modulation parameter N 1s set to 3, step

162. Backward motion estimation, step 164, is performed
between new frame T+N and first frame T. Each macroblock

in frame T+N 1s compared to a range of macroblocks 1n frame

T to find the closest matching macroblock 1n frame T. A
sum-of-absolute differences or least-variation of the YUV or
other pixel color can be used to determine how well the blocks
match. The displacement between the macroblock 1n frame
T+N and the best-matching macroblock in earlier frame T 1s
the motion vector for the macroblock 1n frame T+N.

Motion vectors for all macroblocks 1n frame T+N can be
generated 1n step 164. The search range may be restricted,
such as to a range of 32 pixels in any direction, or the entire
frame T can be searched.

The location of each best-match block 1n frame T 1s com-
pared to the object contour of frame T to determine 1f the
best-matching block 1s within the object or outside the object
or along the contour or boundary itself. Blocks along the
boundary are specially processed by adaptive block sizes as
described later.

Blocks 1n frame T+N that match a frame T block that 1s
entirely within the 1nitial object mask or contour and referred
to as “certain” object blocks. Blocks in frame T+N that match
a block 1n frame T that 1s entirely outside the 1nitial object
contour are also “certain” blocks, but are background blocks.
Blocks 1in frame T+N that best match a block that includes the
object boundary are referred to as “uncertain” blocks. The
certain object blocks are marked and their average motion 1s
computed, step 166.

The average motion of the object calculated in step 166 1s
compared to a threshold motion. When the average object
motion exceeds this threshold motion, high motion 1s said to
occur, step 170. Then the modulation parameter N 1s reset to
1, step 174, and motion estimation and average-motion cal-
culation (steps 164-166) are repeated for the next frame T+1.
Thus a finer granularity of frames for motion estimation 1s
used when motion exceeds the threshold.

When the average object motion 1s below the threshold
motion, low motion 1s occurs, step 170. Skipping frames 1s
acceptable since the object 1s moving relatively slowly.

The location of the object boundary 1s more precisely
determined using adaptive block matching, step 172. The
uncertain blocks lying on the object boundary are sub-divided
and matched using adaptive block matching (FI1G. 10). Adap-
tive block matching sub-divides these boundary macroblocks
into smaller-size blocks.

While backward motion estimation from frame T+N to
frame T was performed 1n step 164 to generate the iaitial
object mask, forward motion estimation from frame T+N to
frame T+2N 1s performed 1n step 175. Forward and backward
motions are used for occlusion/disocclusion processing.

Using the forward and backward motion vectors, the object
mask 1s refined to remove occluded regions from the object
mask, process 800 (FIG. 7). This can occur when another
object passes 1n front of the object being tracked, obscuring
part of the object.

Also using the forward and backward motion vectors, the
object mask 1s again refined to add disoccluded regions back
into the object mask, process 700 (FIG. 8). This can occur
when another object that earlier passed 1n front of the object
moves beyond the object, revealing the hidden part of the




US RE42,790 E

7

object. Disocclusion and occlusion can also occur due to
non-translational object motion, such as twisting, rotating,
etc.

For low motion, the modulation parameter N remains set to
3. The video 1s advanced and the process repeated. The first
frame T 1n the method 1s advanced to frame T+N, step 176.
Frame T+N becomes frame T, while frame T+2*N becomes
frame T+N as the video 1s advanced by step 176. Motion
estimation and average-motion calculation (steps 164-166)
are repeated for the new 1nitial or base frame and the new
current frame T+N. When N=1, the process flow passes
through step 170 to step 176 even when the average motion
exceeds the threshold. This 1s because N=1 1s already as slow
as possible.

Occlusion Example—FIGS. 5A-F

FIGS. SA-F show an object occluding a tracked object and
removal of occluded regions from the object mask. Object 30
1s being tracked 1n frames T+N, T+2N, and T+3N 1n FIGS.
5A-C. Object 30 1s moving to the right. Since object 30 1s
rigid and has no non-translational motion in this simple
example, motion vectors for all regions of object 30 are s1mi-
lar, pointing to the right as shown.

Blocking object 32 1s moving toward the upper leit, and 1s
also rigid and purely translational, with motion vectors point-
ing to the upper-lett as shown. In FIG. 3B, object 32 begins to
pass in front of object 30, occluding the lower right portion of
object 30, occluded region 34. In FIG. 5C, object moves to
block more of object 30, so that occluded region 34' 1s larger
than the un-obscured part of object 30.

FIG. 3D shows the 1nitial object mask 36 for object 30 in
frame T+N. In FIG. SE, occluded region 34 should be
removed from mask 36'. Otherwise, part of blocking object 32
would be included 1n the object mask for object 30. In FIG.
5F, occluded region 34' has grown, and object mask 36" has
shrunk further due to occlusion.

Disocclusion Example—FIGS. 6 A-F

FIGS. 6 A-F show an object disoccluding a tracked object
and addition of disoccluded regions into the object mask.
Object 30 1s being tracked 1n frames T, T+N, and T+2N 1n
FIGS. 6 A-C. Object 30 1s moving to the right while blocking
object 32 1s moving toward the upper leit. Both objects are
rigid and purely translational, with motion vectors pointing as
shown.

In FIG. 6 A, in frame T blocking object 32 1s still obscuring
region 38 of object 32. Object mask 40 of FIG. 6D has region
38 removed, perhaps due to an earlier detection of occlusion.

In frame T+N, shown 1n FIG. 6B, object 32 moves away
from object 30, uncovering or disoccluding the lower left
portion of object 30, disoccluded region 42. In FIG. 6E,
region 42 1s added back into object mask 40'.

In FIG. 6C, for frame T+2N, object 32 moves farther from
object 30. Object mask 40' of frame T+N can be matched with
object 30 of frame T+2N, allowing tracking to continue.
Formerly obscured region 42' matches region 42 of mask 40'.
FIG. 6F shows the new object mask 40" generated for frame
T+2N.

Actual objects may not be ngid and may have non-trans-
lational motion. These more diflicult types of objects may still
be tracked by comparing motion vectors for suspected
occluded or disoccluded regions to an average motion vector
for the object. Non-translational motion usually cannot be
described by just one average. Clustering of motion vectors 1s
used for this case. The motion of the object can be better
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described using cluster centroids. The averaging of the object
motion vectors allows for a simpler comparison of vectors
even when the object 1s moving 1n a non-translational manner
or 1s changing in apparent shape. One average motion vector
or centroid for the object can be compared to the average or
centroid motion vector for a suspected occluding or disoc-
cluding region.

Occlusion Process—FI1G. 7

FIG. 7 includes a flowchart of occlusion processing. Occlu-
s1on detection process 800 performs forward motion estima-
tion between frames T+N and T+2N, step 802. The object
mask for frame T+N has just been generated, such as by
adaptive block matching, but has not yet been adjusted for
occlusions and disocclusions.

In this example, detection of a future occlusion occurs as
blocking object 32 blocks object 30 1n frame T+2N but not in
frames T+N and T. Occluded region 34 1s removed from the
object mask for frame T+N belfore the occlusion actually
occurs to allow the object mask for frame T+N to match the
occluded object 1n future frame T+2N. For displaying the
object 1n frame T+N, the object 1s displayed without remov-
ing the occluded region. For the computation of the object
mask 1n the next frame (T+2N), the object mask with
occluded regions removed 1s used. For display of frame T+N,
the full object 1s shown since occlusion happens at frame
T+2N.

Frame T+N 1s motion compensated with frame T to pro-
duce a motion-compensated frame (T+N)'. This motion-com-
pensated frame (T+N)' from step 802 1s subtracted from the
original frame T+N to produce the displaced frame difference
(DFD), step 804. Differences that are greater than a threshold
are considered to be newly covered regions, since regions that
disappear cannot be matched and produce large differences.
A binary mask can be made of these covered regions within
the object mask. These suspect regions with large differences
within the object mask may correspond to obscured regions or
they may be noise. Suspect regions outside the object mask
are discarded, and suspect regions that are not near the border
can also be 1gnored as noise.

Various filtering can optionally be applied, step 806, to
remove small regions that may represent noise rather than
newly covered regions within the object mask. For example,
a 5-by-5 pixel kernel can be used for median filtering the
DFD. Then several opening and closing operations can be
performed to try to join smaller regions with larger ones.
Regions that are still smaller than a threshold can then be
removed.

The filtered differences represent regions that are sus-
pected of being covered in frame T+2N. In step 808 these
covered regions are removed prior to clustering from the
object mask for frame T+N, which 1s the last frame processed
betfore occlusion occurs (occlusion has not yet occurred in
frame T+N, but the object mask 1s adjusted for comparison to
future frames such as T+2N).

Motion Similarity Test

These suspected regions may or may not be part of the
object. If the region 1s not part of the object, 1t cannot be a real
occlusion. To determine whether the suspect region was part
of the object 1n prior frames, a motion similarity test 1s used.
The prior motion of each suspect region in frames T and T+N,
betore the occlusion occurs, 1s compared to the motion of the
tracked object. It the region’s motion 1s similar to the object
motion in frames T and T+N, the region 1s probably part of the
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object and represents a real occlusion 1n frame T+2N. The
suspect region with similar motion should be removed from
the object mask as an occlusion. If the region’s motion 1s not
similar to the object motion, the region i1s probably just noise
and not part of the object. The noisy region should not be
removed from the object mask but should be 1gnored.

Object Divided into Clusters

Rigid objects could be represented by a single motion
vector for the whole object. However, many real-world
objects are not rigid. Instead, portions of the object can move

differently than other portions, such as a person swinging his
arms as he walks. The inventors have discovered that better

tracking occurs when the object 1s divided 1nto smaller por-
tions called clusters. Rather than compare each suspect
region’s motion to an average motion for the entire object, the
object 1s divided into one or more clusters. The average
motion vector for each cluster 1s determined, and 1s known as
the cluster centroid. Motion vectors used are those for motion
between frames T and T+N, the backward motion vectors
already calculated, step 812.

A variance-minimizing algorithm can be used to determine
which blocks 1n the object are assigned to which clusters. For
example, a K-means algorithm can be used where the number
of clusters K 1s adaptively estimated. First, all blocks can be
assigned to one cluster, and the variance 1n motion vectors
calculated. Then K can be set to 2 clusters, and each block
randomly assigned to one cluster or the other. The blocks can
then be re-assigned to the cluster that better fits their motion
using one or more iterations. Other numbers of clusters (K=3,
4, 8, etc.) can be tested and iterated 1n a similar manner. The
number of clusters that produces the minimum variance
between the cluster centroid motion vector and each block’s
motion vector can be chosen as the best-fit number of clusters
and assignment of blocks to clusters.

Rather than calculate the K-means algorithm to full con-
vergence, a threshold can be tested against for each succes-
stvely larger value of K. For each number of clusters K, the
final difference between the block and centroid motion vec-
tors 1s calculated for each block. When a large fraction of the
blocks have a final difference greater than the threshold, then
K 1s increased and clustering repeated for the larger number
of clusters. This can be repeated until a small fraction of the
blocks have differences less than the threshold, such as no
more than 10% of the blocks. Alternately, when increasing the
number of clusters K increases the differences, then the
smaller value of K 1s used as the final cluster assignment. The
ideal number of clusters K 1s typically 2 to 4 for many objects
tracked, but can have other values.

During K-means clustering, step 810, only the blocks
within the object mask that are not suspected of being
obscured are clustered. Suspect regions were already
removed from the object mask 1n step 808. Removal of sus-
pect regions produces better accuracy of object motion since
the suspect regions may be noisy or not part of the object.

When a block 1s not fully within the object, such as for a
boundary block, a weighting can be used. The block’s con-
tribution to the centroid motion vector i1s reduced by the
fraction of pixels 1n the block that are outside the object.
Blocks are ideally macroblocks that were motion estimated 1in
step 812, but could be other blocks or regions that had motion
vectors calculated between frame T and T+N.

Suspect Region Motion Compared to Cluster
Centroid Motions

In step 812, motion vectors between frames T and T+N are
read and averaged for the region, or re-generated for the

10

15

20

25

30

35

40

45

50

55

60

65

10

suspect regions that were removed from the object mask of
frame T+N 1n step 808. These suspect regions are suspected

of being obscured. The regions could be blocks such as mac-
roblocks, but then removal of these block-shaped regions
could leave blocky staircase edges on the object mask.
Instead, the inventors prefer to allow the regions to be 1rregu-
lar, having whatever shape and size remain after filtering out
smaller regions in step 806. One backward motion vector
average 1s generated for each suspect region, step 814, such as
by averaging motion vectors for blocks or pixels within the
region.

Each suspect region’s motion vector 1s compared to the
centroid motion vectors for all clusters 1n the object, step 816.
The absolute-value difference between the suspect region’s
motion vector and the cluster motion vector 1s calculated for
all combinations of suspect regions and object clusters. For
cach suspect region, the object cluster having a centroid
motion vector that has the smallest difference with the
region’s motion vector 1s chosen as the best-fit cluster. The
best-fit cluster 1s the object cluster than has a motion that most
closely matches the motion of the suspect region.

When the smallest difference 1s greater than a threshold
value, then the differences 1n motion are too large for the
suspect region to be part of the object. However, when a
suspect region’s smallest difference 1s below the threshold
value, then the motions of the suspect region and best-fit
cluster of the object are close enough for the suspect region to
be part of the object.

Suspect regions with motions close enough to one of the
object clusters are removed from the object mask for frame
T+N as occluded regions of the object, step 818. Suspect
regions with dissimilar motions that were removed from the
object mask 1n step 808 can be added back into the object
mask after occlusion processing i1s complete, since these
regions represent noise rather than actual object occlusions.

The prior motion, before the occlusion occurs, 1s what 1s
compared to determine if a suspect region 1s really part of the
object or 1s simply a noisy artifact. For example, region 34 1s
occluded 1n frame T+2N. Region 34 corresponds to region
34" 1n frame T+N, which 1s a suspect region detected by the
DFD frame difference (step 804). The prior motion of region
34" 1n frame T and region 34" 1n frame T+N are compared to
the object clusters in these frames T and T+N for the motion
similarity test. When prior motions match, the suspect region
1s part of the object and can be removed as a future occlusion.

Disocclusion Process—FIG. 8

FIG. 8 includes a flowchart of disocclusion processing.
Disocclusion detection process 700 uses backward motion
estimation between frames T+N and T, step 702. These
motion vectors may already have been calculated 1n earlier
processing, such as step 164 of FIG. 4. The object mask for
frame T+N has already been generated and has been adjusted
for occlusions but not yet for disocclusions.

In this example detection of a current disocclusion occurs
as blocking object 32 uncovers part of object 30 1n frame
T+N. Disoccluded region 42 1s added to the object mask for
frame T+IN when the disocclusion actually occurs to allow the
object mask for frame T+N to match the disoccluded object
with region 42' 1n future frame T+2N.

The motion-compensated frame from step 702 1s sub-
tracted from the original frame to produce the displaced
frame difference (DFD), step 704. Differences outside the
predicted object mask that are greater than a threshold are
considered to be newly uncovered regions, since regions that
suddenly appear out of nowhere cannot be matched and pro-
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duce large differences. A binary mask can be made of these
uncovered regions. These new regions may really be part of

the object, or they may be noise.

Various filtering can optionally be applied, step 706, to
remove small regions that may represent noise rather than
newly uncovered regions. For example, a 5-by-5 pixel kernel
can be used for median filtering the DFD. Then several open-
ing and closing operations can be performed to try to join
smaller regions with larger ones. Regions that are still smaller
than a threshold can then be removed from further disocclu-
$101 processing.

The filtered differences represent regions that are sus-
pected of being uncovered 1n frame T+N. These newly uncov-
ered regions are not part of the object mask for frame T+N,
which 1s the first frame processed that disocclusion occurs
(disocclusion has not yet occurred 1n frame T, but the object
mask 1s adjusted for comparison to future frames such as

T+2N).

[

Motion Similarity Test

These suspected regions may or may not represent actual
disocclusions. To determine whether an actual disocclusion
has occurred, a motion similarity test 1s used. The motion of
cach suspect region 1s compared to the motion of the tracked
object. If the region’s motion 1s similar to the object motion,
the region 1s included in the object mask (disocclusion). If the
region’s motion 1s not similar to the object motion, the region
1s not included 1n the object mask (no disocclusion). Dissimi-
lar motions indicate noise.

The forward motion vectors between frames T+N and
T+2N were generated for the object 1n step 802 of FIG. 7.
These forward motion vectors for the object can be re-used,
step 708, or they may be re-generated. The object that now
includes the suspect regions that were not occlusions 1s re-
clustered with a K-means process using the forward motion
vectors between frames T+N and T+2N, step 709 The forward
motion vectors are read and averaged for the suspect regions,
or re-generated, step 710, for each suspected uncovered
regions from step 706. Since these suspected uncovered
regions have arbitrary shapes, motion compensation and
motion vectors may be re-computed by matching the sus-
pected uncovered regions or generated by averaging motion
vectors already calculated.

Since adding a suspected uncovered region 1nto the object
mask can eventually result in tracking the wrong object 11 the
suspect region 1s really from a different object, stricter
requirements can be used for disocclusion than for occlusion
processing. In particular, a special test 1s included for disoc-
clusion processing. The object mask 1s enlarged by a certain
amount, such as by 30% or 4-5 pixels. Then suspected uncov-
ered regions that lie outside the enlarged object mask are
removed from further processing, since they lie too far from
the object. Suspected regions within the enlarged object mask
are tested using the motion similarity test with the object
clusters, step 712.

Each suspect region’s motion vector 1s compared to the
centroid motion vectors for all clusters 1n the object 1n step
712. The absolute-value difference between the suspect
region’s motion vector and the cluster motion vector 1s cal-
culated for all combinations of suspect regions and object
clusters. For each suspect region, the object cluster having a
centroid motion vector that has the smallest difference with
the region’s motion vector 1s chosen as the best-fit cluster. The
best-fit cluster 1s the object cluster than has a motion that most
closely matches the motion of the suspected uncovered
region.
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When the smallest difference 1s greater than a threshold
value, then the differences in motion are too large to include

the suspect region 1n the object mask. However, when a sus-
pect region’s smallest difference 1s below the threshold value,
then the motions of the suspect region and best-fit cluster of
the object are close enough to include the suspect region in the
object mask. These suspected uncovered regions with
motions that are close enough to one of the object clusters are
added 1nto the object mask for frame T+N, step 714. Suspect
regions with dissimilar motions or that are too far from the
object are not added to the object mask.

Example of Occlusion and Disocclusion Processing

FIGS. 9A-N show object masks during occlusion and dis-
occlusion processing. FIG. 9A shows object 500 1n frame
T+N that can be divided 1nto 3 clusters 502, 504, 506 using a
variance-mimmizing technique such as K-means to group
macroblocks with similar motion vectors together. FIG. 9B
shows object 500" 1n frame T+2N, which 1s partially obscured
by blocking object 580. Obscured or covered region 582 of
object 500" 1s blocked by blocking object 580.

The predicted shape of object 500 changes between frames
T+N and T+2N. Since the motion of cluster 504 1s slightly
more upward than for cluster 502, cluster 504' grows upward
in object 500'. Likewise the motion of cluster 506 1s slightly
more downward than for cluster 502, so cluster 506' has a
downward extension in object 500'. These changes to the
shape of object 500 are predicted by motion vectors of mac-
roblocks 1 object 500. Such changes 1n the shape of the
object mask are detected before occlusion and disocclusion
processing, such as by adaptive block matching (step 172 of
FIG. 4) or earlier macroblock matching (steps 102, 104 of
FIG. 2A).

New region 501 of object 300 does not have corresponding
macroblocks in object 500 that can be matched during motion
compensation. Instead, new region 301 seems to appear out of
nowhere, being a newly uncovered region. Such disoccluded
regions can occur due to movement away ol a blocking
object, such as will eventually occur in future frames as
blocking object 580 moves past object 500'. However, 1n this
example, new region 501 appears due to non-translational
motion of object 500. For example, as a fish swims 1n the x
direction, 1t waves 1ts tail back and forth 1n the z direction. The
fish’s taill may suddenly re-appear due to this twisting and
rotational motion of the fish’s body.

FIG. 9C shows the object mask after block matching but
before occlusion processing. The contour of the object 1s
adjusted to reflect motion vectors of macroblocks within the
object. This predicted contour 1s the object mask, the
expected object position 1n frame T+N. Object mask 510 1n
frame T+N 1s generated by motion compensation between
frames T and T+N, and 1s referred to as PﬂbjT +~_ This is the
predicted shape of object 500 in frame T+N.

The object mask in frame T+N, PﬂbjT *V is adjusted to
remove all suspect regions that may be covered in frame
T+2N. A displaced frame difference (DFD) between frames
T+N and T+2N produces a large ditference for the left-most
part of cluster 502, since 1t matches covered region 582 in
frame T+2N. This suspect region 1s removed from the object
mask 1n frame T+N to produce the new object mask 512,
knownasP,,., ., jT *V_Since new region 501 is outside object
mask 510, it 1s not considered for occlusion processing, even
though the DFD can produce a large difference for this area.

Backward motion vectors for the object between frames T
and T+N are read or generated. The motion vectors for the
object within new object mask 512 (without the suspect
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regions) are then clustered. The optimal grouping of motion
vectors produces three clusters 502, 504, 506. The centroid
motion vector for cluster 504 1s slightly more upward than the
centroid motion vector for cluster 502, while the centroid
motion vector for cluster 506 1s slightly more downward than
the centroid for cluster 502.

FIG. 9F shows the motion similarity test being performed
on a suspected covered region. The average backward motion
vector 5384 for covered region 582' in frames T and T+N 1s
generated and points to the right with a small magnitude.
Motion vector 584 has a similar motion to cluster 502. Region
584 is the region of the object that was not obscured 1in frames
T+N and T. As a result of occlusion processing, region 582 1s
found to belong to the object in frame T+N will be covered by
object 580.

When motion vector 384 1s compared to the centroid
motion vector for cluster 502, the magnitude and direction
differ by a small amount, less than the threshold. Since this
difference with best-match cluster 502 1s smaller than the
threshold, covered reglon 582' 1s classified as being part of
object 500. Since region 582 1s later obscured in frame T+2N,
it 1s removed as an obscured region that 1s not part of object
500'.

In FIG. 9G covered region 582' 1s removed from updated
object mask 514 due to the motion similarity. Updated object
mask 514 1s the result of occlusion processing, and 1s desig-

nated Q_ bjT -

FIG. 9H shows prior frame T while FIG. 91 1s a copy of
FIG. 9A (frame T+N), showing that new region 501 1n objects
500, 1s not found 1n object 500" in frame T.

For disocclusion processing, the displaced frame differ-
ence (DFD) 1s again performed, but between frames T and
T+N rather than T+N and T+2N. This time only regions
outside of updated object mask 514, after occlusion process-
ing, are considered. FIG. 9] shows that new region 501 has a
high DFD and 1s outside updated object mask 514, so new
region 501 1s a suspected uncovered region.

In FIG. 9K, updated object mask 514 1s enlarged to gener-
ate dilated object mask 520, known as QQ'_ bjT *¥_ Such enlarge-
ment can be by a fixed number of pixels or by a certain
fraction or percentage of the si1ze of object 500 such as 120%.

FIG. 9L shows that new region 501 falls mostly within
dilated object mask 520. The portion of new region 501 that
falls within dilated object mask 3520 i1s tested for motion
similarity in FIG. 9M.

FIG. 9M shows the motion similarity test being performed
on a suspected newly uncovered region. The average motion
vector 385 for new region 501 1s generated and points to the
right with a small magnmitude. Motion vector 525 has about the
same motion as object 300. When motion vector 523 1s com-
pared to the centroid motion vector for cluster 504, the mag-
nitude and direction differ by very little, much less than the
threshold. Likewise, subtracting motion vector 325 from the
centroid motion vector for cluster 506 produces a small dii-
terence in magnitude and direction. The smallest difference 1s
between motion vector 525 and the centroid motion vector for
cluster 302. Since this difference with best-match cluster 502
1s smaller than the threshold, new region 501 1s classified as
being a disoccluded region that 1s part of object 500.

In FIG. 9N new region 501 1s added to updated object mask
514 due to the motion similarity. Final object mask 530 1s the
result of occlusion and disocclusion processing, and 1s des-

ignated S _,, J.,.T *¥ Note than only the portion of new region 501
that 1s within dilated object mask 520 1s added to the object
mask.

Adaptive Block Matching—FIG. 10

FIG. 10 1s a flowchart detailing adaptive block matching
along the object boundary. Adaptive block matching 200
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refines the boundary of the object mask in the new frame
T+N. Macroblocks can be selected 1n a sequence and each
examined to determine 11 1t 15 an uncertain block, step 140.
When the block 1s not an uncertain block, the next macrob-
lock 1s examined, step 142, until all uncertain blocks 1n frame
T+N have been processed. Rather than checking all blocks 1n
frame T+N 1n a search for uncertain blocks, all uncertain
blocks 1n a list of uncertain blocks could be processed.

In one embodiment, dividing of blocks 1s stopped when the
brightness (luminance) or color (chrominance) of a block 1s
relatively uniform. The gradient of YUV or justY 1s a measure
of the uniformity of color and brightness, respectively. The Y
gradient of the block 1s measured and compared to a gradient
threshold, step 144. When the gradient 1s below the gradient
threshold, the block 1s relatively uniform in brightness. Fur-
ther sub-dividing of the block 1s halted. Instead the object
contour 1s copied from the matching block of frame T to the
block 1n frame T+N, step 146. The contour information 1s
copied even when the block is a larger 8x8or 16x16 block.

Halting block dividing when the gradient 1s small helps to
minimize errors. When the block’s gradient 1s small and the
color or brightness 1s umiform, the pixels often can match
many other blocks since there 1s little uniqueness in the
block’s pattern that can be matched. This lack of a larger
ogradient and a distinct pattern can cause aliasing errors
because the low-gradient block may not produce accurate
matches during motion estimation.

Often the edge of an object has a sharp change 1n color or
brightness, while blocks within an object or in the back-
ground have a relatively uniform color or brightness. Thus the
color or brightness gradient across a block 1s an indication of
whether the object boundary passes through the object. Thus
a secondary reason to halt further dividing of a block with a
low gradient 1s because the block may not really contain the
object boundary.

When a sufficiently large gradient 1s found within the
block, step 144, the block 1s divided into smaller sub-blocks,
step 148. For example, a 16x16 macroblock can be divided
into four 8x& sub-blocks, while an 8x8 block can be divided
into four 4x4 sub-blocks. Dividing into other size blocks or
regions such as triangles could also be substituted.

The newly-divided sub-blocks 1n frame T+N are then each
motion estimated. A restricted search range 1in frame T helps
to reduce ahasing errors that can arise from the reduced
number of pixels in the smaller sub-block. The best-matching
sub-block 1n frame T+N 1s found for each of the new sub-
blocks, step 150. When the matching sub-block 1s within the
object contour of frame T, the sub-block in frame T+N 1s
added to the object mask being refined for frame T+N, step
152.

Sub-blocks that are uncertain (containing the object
boundary) are further processed. When these sub-blocks are
already at the minimum block size, such as 4x4, step 156, then
the object contour information 1s copied from the matching
sub-block 1n frame T to the sub-block in frame T+N, step 154.
Processing of that sub-block ends and the next block or sub-
block can be selected, step 142.

When the sub-block 1s not at the minimum block size, step
156, then 1t 1s checked to see 1t 1t 1s an uncertain sub-block,
step 140. The gradient of uncertain sub-blocks can be
checked, step 144, and the contour copied when the gradient
1s too small, step 146. For sub-blocks with a suificiently large
gradient, step 144, the sub-block can be further sub-divided,
step 148, and motion estimation repeated on the smaller sub-
block, step 150.

Sub-blocks having matches within the object contour are
certain sub-blocks and added to the object mask, step 152,
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while uncertain sub-blocks can be further subdivided 11 not
yet at the mimimum block size, step 156. When these sub-
blocks are already at the minimum block size, such as 4x4,
step 156, then the object contour information 1s copied from
the matching sub-block 1n frame T to the sub-block 1n frame
T+N, step 154. Processing of that sub-block ends and the next
block or sub-block can be selected, step 142. More detail and
examples of adaptive-block matching are provided in the
parent application.

ALTERNATE EMBODIMENTS

Several other embodiments are contemplated by the mnven-
tors. A block or region can be marked or added to the object
mask 1n a wide variety of ways, such as by setting a bit in a
memory, or by adding a pointer, identifier, or address of the
block to a list of blocks within the object mask, or by expand-
ing a contour or bound of the object, etc. Object contours can
be line segments along the object perimeter, or pixels along
the perimeter, or can be defined 1n other ways. For example,
the area within the contour may be stored as an object mask,
cither including the perimeter or excluding the perimeter, or
all pixels within the object’s predicted contour can be stored.

The variance minimized by clustering can be a sum of
squared differences, absolute values, etc. The variance may
not be at a true minimum value when the number of 1terations
1s limited. Nerveless, the minimum obtained may be usetul,
even though not an absolute minimum but only a minimum of
the 1terations tested 1n a limited suite of possibilities.

When very little motion occurs, such as for a stationary
object, tracking may be difficult. Problems can also occur
when both the object and background have similar motions.
These situations may be detected and disocclusion processing
disabled to prevent errors.

Macroblock matching can compare differences in all color
components suchas YUV or RGB, or can just compare one or
two components such as luminance Y. Gradients can likewise
be calculated using all components YUV or just Y. Different
search ranges and methods can be used when searching for
the best-matching macroblock. For example, a diamond-
shaped search pattern or a 3-point pattern may be more eili-
cient than exhaustively searching a square region. Different
search strategies can be used to further speed up the compu-
tation.

The gradient of a block can be defined 1n a variety of ways,
such as the difference between the largest Y value and the
smallest Y value, or the standard deviation of' Y values 1n a
block, or variance of Y values or color values, or other func-
tions such as an energy function of the gradient. The gradient
can be calculated for every pixel in the image. The gradient
can be calculated along both the row and the column for every
pixel. Since this produces a gradient value for every pixel, the
average gradient for the block can be computed from the
individual pixel gradients. Two averages can be used, such as
an average gradient across the row and an average gradient
across the column. These two gradient values can then be
summed and divided by the number of pixels to give the
average gradient for the block. Entropy or randomness mea-
sures can also be used as the gradient when deciding when to
halt block dividing.

The direction of the video sequence could be reversed, and
forward motion estimation or even bi-directional motion esti-
mation could be substituted for backward motion estimation.
Some frames may be forward estimated while others back-
ward estimated. Frames that do not have motion vectors
already generated could be skipped when the compression 1s
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performed before object tracking, or when a compressed
video sequence 1s used as the mput.

The methods may be applied to object tracking on an RGB
orY UV-pixel video stream prior to compression by a standard
such as MPEG-4. The methods may also be applied to con-
tent-retrieval applications using standards such as H.26L.
Object tracking requires much less computational load since
segmentation and watershed computations do not have to be
performed on all frames. Only the very first frame 1n a long
sequence of frames may need to be segmented to locate the
object or objects to be tracked. Alternately, when very high
motion occurs between two consecutive frames, then re-seg-
mentation can be performed. Re-segmentation can also be
performed on scene changes.

The occlusion and dis-occlusion routines can be varied and
implemented in many ways. Optical tlow 1s computationally
expensive. Computational expense can be reduced by using
block motion vectors. Adaptive block size minimizes block-
ing artifacts, which can otherwise limit the use of block-based
methods.

Different numbers of frames can be skipped during modu-
lation. For example, the number of frames before then next
object mask 1s generated, N, can be set to values other than 3,
such as 2 or 5 or many other values. Multiple thresholds can
be used, such as adding a second very-low motion threshold
that sets N to 10 while motions above the very-low motion
threshold but below the regular threshold set N to 3. The
motion-similarnty thresholds could be adjusted depending on
the motion speed or on the type of video sequence, (bright,
dark, cluttered, sparse, interview, TV show, surveillance cam-
era, etc.) or on a test of background or other object motions, or
by other means.

Object contours can be line segments along the object
perimeter, or pixels along the perimeter, or can be defined 1n
other ways. For example, the area within the contour may be
stored as an object mask, either including the perimeter or
excluding the perimeter, or all pixels within the object’s pre-
dicted contour can be stored.

The order of the steps can be varied, and further routines,
selections, and categories can be added, such as for certain
background and uncertain background, or even several kinds
of background or secondary objects. Steps in program or
process flows can often be re-arranged in order while still
achieving the same or similar results.

For example, three possible modules that could be used for
occlusion detection are:

Module 1: Clustering of previous frames results in similar
backward prediction motion vectors.

Module 2: Clustering of future frames results 1n dissimilar
backward prediction motion vectors.

Module 3: Energy of forward prediction of current frames
1s high.

In principle, any two of the modules described above could
be used for occlusion detection. The motion vectors of the
clusters can be compared to the average motion vectors of the
suspect region 1n the description. However, the motion vec-
tors of the clusters could be compared to each other directly or
to a motion vector from a previous frame. Occlusion proce-
dures can be reversed 1n time and used for disocclusion detec-
tion.

It 1s not necessary to process all macroblocks 1n frame
T+N. For example, only a subset or limited area of each frame
could be processed. It may be known 1n advance that the
object only appears 1n a certain area of the frame, such as a
moving car only appearing on the right side of a frame cap-
tured by a camera that has a highway on the right but a
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building on the left. The “frame™ may be only a subset of the
still image captured by a camera or stored or transmitted.
While the invention has been described 1n simplified terms
as tracking foreground objects, any object may be tracked,
whether a foreground or a background object. The back-
ground may consist of many objects moving in different

directions.
While macroblocks such as 16x16 blocks and 88, and 4x4
sub-blocks have been described, other block sizes can be

substitutes, such as larger 32x32 blocks, 16x8 blocks, eftc.
Non-square blocks can be used, and other shapes of regions
such as triangles, circles, ellipses, hexagons, etc., can be used
as the region or “block”. Adaptive blocks need not be
restricted to a predetermined geometrical shape. For
example, the sub-blocks could correspond to content-depen-
dent sub-objects within the object. Smaller block sizes can be
used for very small objects for motion estimation and gener-
ating the average motion.

The abstract of the disclosure 1s provided to comply with
the rules requiring an abstract, which will allow a searcher to
quickly ascertain the subject matter of the technical disclo-
sure of any patent 1ssued from this disclosure. It 1s submitted
with the understanding that 1t will not be used to 1nterpret or
limait the scope or meaning of the claims. 37 C.F.R. § 1.72(b).
Any advantages and benefits described may not apply to all
embodiments of the mvention. When the word “means™ 1s
recited 1n a claim element, Applicant intends for the claim
clement to fall under 35 USC § 112, paragraph 6. Often a label
of one or more words precedes the word “means”. The word
or words preceding the word “means” 1s a label intended to
case referencing of claims elements and 1s not intended to
convey a structural limitation. Such means-plus-function
claims are intended to cover not only the structures described
herein for performing the function and their structural equiva-
lents, but also equivalent structures. For example, although a
nail and a screw have different structures, they are equivalent
structures since they both perform the function of fastening.
Claims that do not use the word means are not intended to fall
under 35 USC § 112, paragraph 6. Si1gnals are typically elec-
tronic signals, but may be optical signals such as can be
carried over a fiber optic line.

The foregoing description of the embodiments of the
invention has been presented for the purposes of 1llustration
and description. It 1s not intended to be exhaustive or to limait
the invention to the precise form disclosed. Many modifica-
tions and variations are possible 1n light of the above teaching.
It 1s intended that the scope of the invention be limited not by
this detailed description, but rather by the claims appended
hereto.

The mvention claimed 1s:

1. An object tracker comprising:

a backward motion estimator, receiving a base object loca-
tion 1n a base frame, for generating backward motion
vectors representing displacements from regions in a
current frame to best-matching regions 1n the base
frame;

an object-location generator that generates a current object
location for the current frame by including regions from
the current frame that match best-matching regions in
the base frame that are within the base object location
and including sub-regions 1n the current frame matching
best-matching sub-regions that are within the base
object location;

a forward motion estimator, recerving the current object
location 1n the current frame, for generating forward
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motion vectors representing displacements to best-
matching regions in a second frame from the current
frame;:

an occlusion detector, receiving the forward motion vec-

tors, the occlusion detector comprising:

a forward difference generator that finds a suspect cov-
ered region 1n the current frame and within the current
object location, the suspect covered region not having
a best-matching region 1n the second frame;

an object clusterer that divides regions 1n the current
object location into a plurality of object clusters by
mimmizing variance of backward motion vectors of
regions within an object cluster, each object cluster
being represented by a centroid motion vector;

a motion-similarity comparator that compares an aver-
age motion vector for the suspect covered region to
the centroid motion vector for each object cluster and
signals an occlusion when a minimum difference
between the average motion vector and the centroid
motion vectors 1s less than an occlusion threshold:
and

an occlusion remover that receirves the current object
location and removes the suspect covered region
when the motion-similarity comparator signals the
occlusion,

whereby suspect covered regions are removed as
occluded regions when the motion-similarity com-
parator signals the occlusion.

2. The object tracker of claim 1 further comprising:
a disocclusion detector, receiving the centroid motion vec-

tors from the object clusterer, and the backward and

forward motion vectors, the disocclusion detector com-

prising:

a backward difference generator that finds a suspect
uncovered region 1n the current frame and outside the
current object location, the suspect uncovered region
not having a best-matching region in the base frame;

a second motion-similarity comparator that compares an
average motion vector for the suspect uncovered
region to the centroid motion vector for each object
cluster and signals a disocclusion when a minimum
difference between the average motion vector and the
centroid motion vectors 1s less than a disocclusion
threshold; and

a disocclusion adder that adds the suspect uncovered
region to the current object location when the motion-
similarity comparator signals the disocclusion,
whereby suspect uncovered regions are added to the
current object location as disoccluded regions when
the motion-similarity comparator signals the disoc-
clusion.

3. The object tracker of claim 2 further comprising:
a motion averager, recerving backward motion vectors

from the backward motion estimator for regions that
match best-matching regions that are within the base
object location 1n the base frame, for generating an aver-
age object motion from the backward motion vectors for
regions matching best-matching regions that are within
the base object location but excluding the backward
motion vectors for regions matching best-matching
regions that are outside the base object location or not
entirely within the base object location when generating
the average object motion; and

a motion modulator, receiving the average object motion

from the motion averager, for comparing the average
object motion to a motion threshold and adjusting a
frame-skipping parameter to skip frames between the
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base frame and the current frame when the average
object motion exceeds the motion threshold, but not
skipping frames and processing sequential frames when
the average object motion 1s below the motion threshold;

whereby frame skipping 1s modulated based on motion of 5

regions matching within the base object location but not
motion of regions matching outside or partially within
the base object location.

4. The object tracker of claim 3 further comprising:

an adaptive region-size motion estimator, for sub-dividing

regions 1n the base frame 1nto sub-regions for regions
matching best-matching regions that are partially within
the base object location, for generating backward
motion vectors representing displacements from sub-
regions 1n the current frame to best-matching sub-re-
gions 1n the base frame, whereby adaptive region-size
matching along a boundary of the base object location in
the base frame refines the current object location 1n the
current frame.

5. The object tracker of claim 4 wherein the adaptive
region-size motion estimator continues to sub-divide sub-
regions into smaller sub-regions for sub-regions 1n the current
frame best matching sub-regions 1n the base frame that are
partially within the base object location,

whereby sub-regions along the boundary of the current

object location are further sub-divided to more precisely
refine the boundary of the current object location.
6. The object tracker of claim 2 wherein the regions are
macroblocks but the suspect covered regions and suspect
uncovered regions are not macroblocks but have irregular and
varying shapes.
7. The object tracker of claim 2 wherein the object clusterer
performs a K-means clustering routine that adaptively sets a
number K of clusters to minimize variance.
8. A computer-implemented disocclusion method for
detecting new regions to add to an object mask that predicts an
object location 1n a frame of a video sequence of frames
comprising;
motion compensating an object mask for a base frame
using a current frame in the video sequence to generate
a compensated current frame;

finding differences greater than a threshold value between
the current frame and the compensated current frame,
the differences being suspect regions;
motion compensating an object mask for the current frame
using a second frame in the video sequence to generate
a second compensated current frame;

calculating an average motion vector between the current
frame and the second frame for each suspect region;

dividing the object mask for the current frame into a plu-
rality of object clusters, each object cluster containing a
plurality of macroblocks each having a block motion
vector representing motion of the macroblock;

generating a cluster centroid motion vector for each object
cluster, the cluster centroid motion vector being an aver-
age of the block motion vectors for macroblocks within
cach object cluster;

for each suspect region, comparing the average motion

vector for the suspect region to the cluster centroid
motion vector of each object cluster to obtain a motion
difference; and

when the motion difference 1s below a threshold difference,

adding the suspect region to the object mask as a disoc-
cluded region;

whereby suspect regions with a small motion difference to

a cluster centroid motion vector are added to the object
mask during disocclusion processing.
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9. The computer-implemented disocclusion method of
claim 8 further comprising:

iterating allocation of macroblocks to object clusters using

a K-means process to minimize variation of block
motion vectors within object clusters,

whereby the object mask 1s divided by K-means clustering.

10. The computer-implemented disocclusion method of
claim 8 further comprising:

enlarging the object mask to generate an enlarged object

mask;

discarding suspect regions outside of the enlarged object

mask,

whereby suspect regions far from the object mask are dis-

carded.

11. The computer-implemented disocclusion method of
claim 8 wherein the base frame 1s a frame prior to the current
frame and the second frame 1s a frame after the current frame,

whereby backward and forward motion estimation are

used to detect disocclusion.

12. The computer-implemented disocclusion method of
claim 11 wherein the base frame and the current frame are
separated by one or more skipped frames when motion 1s
below a modulation threshold, but the base frame and the
current frame are successive frames without an 1ntervening
frame when motion 1s above the modulation threshold;

wherein the second frame and the current frame are sepa-

rated by one or more skipped frames when motion 1s
below the modulation threshold, but the second frame
and the current frame are successive frames without an
intervening frame when motion 1s above the modulation
threshold,

whereby processing 1s modulated wherein frames are

skipped for low motion but not skipped for high motion.

13. The computer-implemented disocclusion method of
claim 8 which further comprises occlusion processing which
COmprises:

motion compensating an object mask for the current frame

using the second frame in the video sequence to generate
the second compensated current frame;

finding differences greater than a threshold value between

the current frame and the second compensated current
frame, the differences within the object mask being sus-
pect covered regions;

calculating an average motion vector between the current

frame and the base frame for each suspect covered
region;

for each suspect covered region, comparing the average

motion vector for the suspect covered region to the clus-
ter centroid motion vector of each object cluster to
obtain a covered motion difference; and

when the covered motion difference 1s below a covered

threshold difference, removing the suspect covered
region from the object mask as an occluded region;

whereby suspect covered regions with a small motion dii-

ference to a cluster centroid motion vector are removed
from the object mask during occlusion processing.

14. The computer-implemented disocclusion method of
claim 13 further comprising:

removing smaller suspect regions and smaller suspect cov-

ered regions by filtering.

15. The computer-implemented disocclusion method of
claim 13 further comprising:

searching for matching base regions in the base frame that

approximately match with current regions in the current
frame:
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determining when a matching base region 1s entirely within
an object contour of the base frame and categorizing a
matching current region in the current frame as a certain
region;

determining when the object contour passes through the
matching base region of the base frame and categorizing
a matching current region in the current frame as an
uncertain region;

for uncertain regions in the current frame, sub-dividing the
uncertain region into a plurality of sub-regions that are
cach smaller than the uncertain region;

searching for matching base sub-regions in the base frame
that approximately match with current sub-regions in
the current frame;

determining when a matching base sub-region 1s entirely
within the object contour of the base frame and catego-
rizing a matching current sub-region 1n the current frame
as a certain sub-region;

determining when the object contour passes through the
matching base sub-region of the base frame and catego-
rizing a matching current sub-region 1n the current frame
as an uncertain sub-region; and

generating a new object contour to include areas of certain
regions and areas of certain sub-regions 1n the current
frame,

whereby uncertain regions along an object boundary are
sub-divided to refine the new object contour.

16. A computer-program product comprising:

a non-transitory computer-usable medium having com-
puter-readable program code means embodied therein
for tracking an object boundary 1n a video stream, the
computer-readable program code means in the com-
puter-program product comprising:

first motion estimation means for generating motion vec-
tors for blocks of pixels in a current frame relative to a
base frame;

base-frame block-boundary compare means for comparing
a location of a matching block in the base frame to an
object boundary in the base frame;

new object boundary means, coupled to the base-frame
block-boundary compare means, for generating a new
object boundary for the current frame, the new object

boundary being drawn to include blocks 1n the current
frame that match blocks 1n the base frame within the
object boundary;

second motion estimation means for generating motion
vectors for blocks of pixels in the current frame relative
to a second frame that i1s not the base frame:

first difference means, coupled to the second motion esti-
mation means, for locating a suspected covered region
of pixels 1n the current frame that do not match a corre-
sponding region of pixels 1n the second frame;

cluster means, recerving the new object boundary, for itera-
tively assigning blocks within the new object boundary
to one or more clusters within the new object boundary,
by reducing variance of motion vectors of blocks within
a cluster:;

centroid means, coupled to the cluster means, for generat-
ing a centroid motion vector that 1s an average of motion
vectors for blocks within a cluster;

compare means, receving the centroid motion vector, for
comparing a motion vector of the suspected covered
region to the centroid motion vector to determine when
a difference 1in motion 1s below a threshold;

removal means, activated by the compare means, for
removing pixels within the suspected covered region
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from the new object boundary to generate an updated
object boundary when the difference in motion 1s below
the threshold; and

advancing frame means for advancing the video stream to
select a next second frame, a next current {frame, and a
next base frame, the next base frame having an object
boundary already computed but the next current frame
not yet having an object boundary computed,

whereby suspected covered regions are examined by
motion comparison.

17. The computer-program product of claim 16 wherein

the computer-readable program code means comprises:

second difference means, coupled to the first motion esti-
mation means, for locating a suspected uncovered
region of pixels 1n the current frame that do not match a
corresponding region of pixels 1n the base frame;

second compare means, recerving the centroid motion vec-
tor from the centroid means, for comparing a motion
vector of the suspected uncovered region to the centroid
motion vector to determine when a difference in motion
1s within a second threshold; and

adding means, activated by the second compare means, for
adding pixels within the suspected uncovered region to

the updated object boundary to generate a final object
boundary when the difference in motion 1s within the
second threshold,

whereby suspected uncovered regions are examined by
motion comparison.

18. The computer-program product of claim 17 wherein

the computer-readable program code means comprises:

block categorization means, coupled to the base-frame
block-boundary compare means, for identifying a cur-
rent block 1n the current frame that has a motion vector
to a matching block in the base frame as:

(1) a certain block when the matching block 1s located
completely within the object boundary in the base
frame;

(2) an uncertain block when the matching block 1s
located partially within the object boundary but par-
tially outside the object boundary 1n the base frame.

19. The computer-program product of claim 18 wherein

the computer-readable program code means comprises:

adaptive block-size match means, coupled to receive the
uncertain blocks, for splitting an uncertain block nto a
plurality of sub-blocks 1n the current frame;

sub-block motion estimation means for generating motion
vectors for the sub-blocks of pixels in the current frame
relative to the base frame;

base-frame sub-block-boundary compare means for com-
paring a location of a matching sub-block in the base
frame to the object boundary in the base frame;

sub-block categorization means, coupled to the base-irame
sub-block-boundary compare means, for identifying a
current sub-block in the current frame that has a motion
vector to a matching sub-block 1n the base frame as an
uncertain sub-block when the matching sub-block 1is
located partially within the object boundary but partially
outside the object boundary 1n the base frame;

whereby object boundaries are generated by categorizing
matching blocks linked by motion vectors and by split-
ting uncertain blocks on the object boundary into
smaller blocks.

20. The computer-program product of claim 18 wherein

65 the computer-readable program code means comprises:

average motion means, coupled to the first motion estima-
tion means, for generating an average motion by com-
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bining motion vectors for certain blocks but not to

including motion vectors for uncertain blocks or for

sub-blocks; and

modulation means, coupled to recerve the average motion
from the average motion means, for causing the advanc-
ing frame means to select as a next current frame a next
sequential frame after the base frame when the average
motion exceeds a threshold, but for selecting as the next
current frame a frame several frames separated from the
base frame when the average motion does not exceeds
the threshold,

whereby frame advancement 1s modulated based on aver-
age motion of the certain blocks.

21. An object tracker comprising:

a first motion estimator configured to rveceive a base object
location in a base frame and generate first motion vec-
tors rvepresenting displacements from vegions in a cur-
vent frame to best-matching regions in the base frame;

an object-location generator configured to generate a cur-
rent object location for the curvent frame by including
regions from the current frame that match best-matching
regions in the base frame that are within the base object
location;

a second motion estimator configured to veceive the cur-
rent object location in the current frame and generate
second motion vectors representing displacements to
best-matching regions in a second frame from the cur-
vent frame;

an occlusion detector configured to rveceive the second
motion vectors, the occlusion detector comprising:

a first difference generator configured to find a suspect
covered rvegion in the current frame and within the
current object location, the suspect covered region
not having a best-matching vegion in the second
frame;

a motion-similarity comparator configured to compare
an average motion vector for the suspect covered
region to a centroid motion vector for at least a por-
tion of the curvent object location and signal an occlu-
sion when a difference between the average motion
vector and the centroid motion vector is less than an
occlusion threshold; and

an occlusion remover configured to receive the current
object location and vemove the suspect covered region
when the motion-similarity comparator signals the
occlusion.

22. The object tracker of claim 21 further comprising.: a

disocclusion detector comprising:

a first diffevence genervator configured to identify a suspect
uncovered region in the current frame and outside the
current object location, the suspect uncovered region
not having a best-matching vegion in the base frame;

a second motion-similarity comparator configurved to com-
pare an average motion vector for the suspect uncovered
region to the vespective centroid motion vector and sig-
nal a disocclusion when a minimum difference between
the average motion vector and the centroid motion vec-
tor is less than a disocclusion threshold; and

a disocclusion adder configured to add the suspect uncov-
erved region to the current object location when the
motion-similarity comparator signals the disocclusion.

23. The object tracker of claim 22 further comprising:

a motion averager configured to receive first motion vec-
tors from the first motion estimator for rvegions that
match best-matching vegions that are within the base
object location in the base frame, and generate an aver-
age object motion from the first motion vectors for
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regions matching best-matching regions that ave within
the base object location but excluding the first motion
vectors for regions matching best-matching vegions that
are outside the base object location or not entively within
the base object location when generating the average
object motion; and

a motion modulator configured to receive the average

object motion from the motion averager, and compare
the average object motion to a motion threshold and
adjust a frame-skipping parameter to skip frames
between the base frame and the curvent frame when the
average object motion exceeds the motion threshold.

24. The object tracker of claim 23 further comprising:

an adaptive region-size motion estimator configured to

sub-divide vegions in the base frame into sub-regions for
regions matching best-matching vegions that arve par-
tially within the base object location, and generate
respective motion vectors representing displacements
from sub-regions in the current frame to best-matching
sub-regions in the base frame.

25. The object tracker of claim 24 wherein the adaptive
region-size motion estimator is configured to continue to sub-
divide sub-regions into smaller sub-regions for sub-regions in
the curvent frame best matching sub-regions in the base frame
that arve partially within the base object location.

26. The object tracker of claim 22 whevrein the regions are
macroblocks but the suspect covered rvegions and suspect
uncovered regions have irvegular and varying shapes.

27. The object tracker of claim 22 further comprising an
object clusterer configured to divide vegions in the curvent
object location into a plurality of object clusters by minimiz-
ing variance of first motion vectors of regions within an object
cluster, each object cluster being vepresented by a respective
centroid motion vector, and wherein the object clusterer is
configured to perform a K-means clusterving routine that

adaptively sets a number K of clusters to minimize variance.
28. A computer-implemented disocclusion method com-

prising:

motion compensating an object mask for a base frame
using a current frame in a video sequence of frames to
generate a compensated current frame;

finding differences greater than a threshold value between
the curvent frame and the compensated curvent frame,
the differences being suspect regions;

motion compensating an object mask for the current frame
using a second frame in the video sequence to generate
a second compensated current frame;

calculating an average motion vector between the current
frame and the second frame for each suspect vegion;

generating a cluster centroid motion vector for at least a
portion of an object location, the centroid motion vector
comprising an average of a plurality of motion vectors
associated with the object location;

for each suspect vegion, comparing the average motion
vector for the suspect region to the centroid motion
vector to obtain a motion difference; and

when the motion difference is below a threshold difference,
adding the suspect rvegion to the object mask.

29. The computer-implemented disocclusion method of

claim 28 further comprising:

dividing the object mask for the current frame into a plu-
rality of object clusters, each object cluster containing a
plurality of macroblocks, macroblocks allocated to
object clusters using a K-means process to minimize
variation of block motion vectors within respective
object clusters.
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30. The computer-implemented disocclusion method of
claim 28 further comprising: enlarging the object mask to
generate an enlarged object mask; discarding suspect vegions
outside of the enlarged object mask, wherveby suspect regions
far from the object mask are discarded.

31. The computer-implemented disocclusion method of
claim 28 wherein the base frame is a frame prior to the
curvent frame and the second frame is a frame after the
current frame.

32. The computer-implemented disocclusion method of
claim 31 wherein the base frame and the current frame are
separated by one or more skipped frames when motion is
below a modulation threshold, and the base frame and the
current frame ave successive frames without an intervening
frame when motion is above the modulation threshold; and
whevrein the second frame and the current frame are sepa-

rated by one or more skipped frames when motion is

below the modulation threshold, but the second frame

and the curvent frame are successive frames without an
intervening frame when motion is above the modulation
threshold.

33. The computer-implemented disocclusion method of
claim 28 which further comprises occlusion processing which
comprises.

motion compensating an object mask for the current frame

using the second frame in the video sequence to generate
the second compensated curvent frame;

finding differences greater than a threshold value between

the current frame and the second compensated curvent
frame, the differences within the object mask being sus-
pect covered regions;

calculating an average motion vector between the current

frame and the base frame for each suspect covered
region,

for each suspect covered vegion, comparing the average

motion vector for the suspect covered region to the clus-
ter centroid motion vector of each object location to
obtain a covered motion difference; and

when the covered motion difference is below a covered

threshold difference, removing the suspect covered
region from the object mask as an occluded region.

34. The computer-implemented disocclusion method of
claim 33 further comprising:

removing smaller suspect regions and smaller suspect cov-

ered regions by filtering.

35. The computer-implemented disocclusion method of
claim 33 further comprising:

searching for matching base regions in the base frame that

approximately match with current regions in the curvent
frame;

determining when a matching base rvegion is entively within

an object contour of the base frame and categorizing a
matching current vegion in the current frame as a certain
region,

determining when the object contour passes through the

matching base region of the base frame and categorizing
a matching current vegion in the current frame as an
uncertain reglon,

for uncertain regions in the curvent frame, sub-dividing the

uncertain vegion into a plurality of sub-vegions that are
each smaller than the uncertain vegion;

searching for matching base sub-regions in the base frame

that approximately match with curvent sub-vegions in
the curvent frame;

determining when a matching base sub-region is entively

within the object contour of the base frame and catego-
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vizing a matching curvent sub-region in the current
frame as a certain sub-region;
determining when the object contour passes through the
matching base sub-region of the base frame and catego-
vizing a matching curvent sub-region in the current
frame as an uncertain sub-region; and
generating a new object contour to include areas of certain
regions and arveas of certain sub-regions in the current
frame, whereby uncertain rvegions along an object
boundary are sub-divided to refine the new object con-
four.
36. A computer-program product comprising:
a non-transitory computer-usable medium having com-
puter-readable program code embodied thervein for
tracking an object boundary in a video stream, the com-
puter-readable program code comprising code that,
when executed, causes a processor to:
generate motion vectors for blocks of pixels in a current
frame relative to a base frame;
compare a location of a matching block in the base frame
to an object boundary in the base frame;
generate a new object boundary for the current frame, the
new object boundary being dvawn to include blocks in
the curvent frame that match blocks in the base frame
within the object boundary;
generate motion vectors for blocks of pixels in the current
frame relative to a second frame that is not the base
frame;
locate a suspected covered rvegion of pixels in the current
frame that do not match a corvesponding vegion of pixels
in the second frame;
generate a centroid motion vector that is an average of a
plurality of motion vectors associated with a respective
plurality of blocks within the object location;
compare a motion vector of the suspected covered region to
the centroid motion vector to determine when a differ-
ence in motion is below a threshold: and
remove pixels within the suspected covered vegion from the
new object boundary to generate an updated object
boundary when the difference in motion is below the
threshold.
37. The computer-program product of claim 36 wherein the
computer-readable program code further causes the proces-
Sor 1o:
locate a suspected uncovered vegion of pixels in the current
frame that do not match a corvesponding vegion of pixels
in the base frame;
receive the centroid motion vector and compare a motion
vector of the suspected uncovered rvegion to the centroid
motion vector to determine when a difference in motion
is within a second threshold: and
add pixels within the suspected uncovered region to the
updated object boundary to generate a final object
boundary when the difference in motion is within the
second threshold.
38. The computer-program product of claim 37 wherein the
computer-readable program code further causes the proces-
Sor 1o:
identify a current block in the current frame that has a
motion vector to a matching block in the base frame as.
(1) a certain block when the matching block is located
completely within the object boundary in the base
frame;

(2) an uncertain block when the matching block is
located partially within the object boundary but par-
tially outside the object boundary in the base frame.
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39. The computer-program product of claim 38 wherein the
computer-readable program code further causes the proces-
Sor 1o:

split an uncertain block into a plurality of sub-blocks in the

current frame;

generate motion vectors for the sub-blocks of pixels in the

currvent frame relative to the base frame;

compare a location of a matching sub-block in the base

frame to the object boundary in the base frame; and

identify a currvent sub-block in the curvent frame that has a

motion vector to a matching sub-block in the base frame
as an uncertain sub-block when the matching sub-block
is located partially within the object boundary but par-
tially outside the object boundary in the base frame.

40. The computer-program product of claim 38 wherein the
computer-readable program code further causes the proces-
SO¥ 1o:

generate an average motion value by combining motion

vectors for certain blocks but not including motion vec-
tors for uncertain blocks or for sub-blocks; and

select as a next current frame a next sequential frame after

the base frame when the average motion exceeds a
threshold and select as the next curvent frame a frame
several frames separated from the base frame when the
average motion does not exceed the threshold.

41. An object tracker comprising:

first motion estimation means for receiving a base object
location in a base frame and generating first motion
vectors representing displacements from regions in a
current frame to best-matching rvegions in the base
frame;

object-location generating means for genervating a current

object location for the curvent frame by including
regions from the current frame that match best-matching
regions in the base frame that are within the base object
location;

second motion estimation means for receiving the current

object location in the current frame and generating sec-
ond motion vectors representing displacements to best-
matching regions in a second frame from the current
frame;

occlusion detection means for receiving the second motion

vectors, the occlusion detection means comprising:
first difference generation means for finding a suspect
covered rvegion in the current frame and within the
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curvent object location, the suspect covered region
not having a best-matching rvegion in the second
frame;
motion-similarity comparing means for comparing an
average motion vector for the suspect covered region
to a centroid motion vector for at least a portion of the
curvent object location and signal an occlusion when
a difference between the average motion vector and
the centroid motion vector is less than an occlusion
threshold: and
occlusion vemoving means for rveceiving the curvent
object location and removing the suspect covered
region when the motion-similarity comparing means
signals the occlusion.
42. A method for processing a video sequence comprising:
receiving the video sequence;
coupling at least a portion of the video sequence to an
object tracker configured to implement a disocclusion
method, the disocclusion method comprising:
motion compensating an object mask for a base frame
using a current frame in the video sequence to generate
a compensated current frame;
finding differences greater than a threshold value between
the currvent frame and the compensated curvent frame,
the differences being suspect regions;
motion compensating an object mask for the curvent frame
using a second frame in the video sequence to generate
a second compensated current frame;
calculating an average motion vector between the current
frame and the second frame for each suspect vegion;
generating a cluster centroid motion vector for at least a
portion of an object location, the centroid motion vector
comprising an average of a plurality of motion vectors
associated with the object location;
for each suspect vegion, comparing the average motion
vector for the suspect vegion to the centroid motion
vector to obtain a motion difference; and
when the motion difference is below a threshold difference,
adding the suspect vegion to the object mask; and
obtaining processed video sequence data from the object
tracker:
43. The method accovding to claim 42 further comprising
transmitting the processed video sequence to a client.
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