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SYSTEM AND METHOD FOR
FIBRECHANNEL FAIL-OVER THROUGH
PORT SPOOFING

Matter enclosed in heavy brackets | ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue.

CROSS REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation-in-part of U.S. patent

application Ser. No. 09/792,873, filed Feb. 23, 2001 now
abandoned, entitled “Storage Area Network Using A Data
Communication Protocol,” and 1s also a continuation-in-part

of U.S. patent application Ser. No. 09/925,976, filed Aug. 9,
2001 now U.S. Pat. No. 7,093,127, entitled “System And

Method For Computer Storage Security,” the disclosures of
which are incorporated herein by reference.

BACKGROUND OF THE INVENTION

The present mvention concerns “port spoofing,” which
allows a computer to “fail over” to its secondary fibrechannel
connection 11 1ts primary fibrechannel connection should fail.

Fibrechannel 1s a network and channel communication
technology that supports high-speed transmission of data
between two points and 1s capable of supporting many differ-
ent protocols such as SCSI (Small Computer Systems Inter-
face) and IP (Internet Protocol). Computers, storage devices
and other devices must contain a fibrechannel controller or
host adapter 1n order to communicate via fibrechannel. Unlike
standard SCSI cables, which can not extend more than 25
meters, fibrechannel cables can extend up to 10 km. The
extreme cable lengths allow devices to be placed far apart
from each other, making it ideal for use 1n disaster recovery
planning. Many companies use the technology to connect
theirr mass storage and backup devices to their servers and
workstations.

In addition to being able to protect data through disaster
recovery plans and backup, another requirement for a com-
puter data communications network 1s that the storage
devices must always be available for data storage and
retrieval. This requirement 1s called “High Availability.” High
Availability 1s a computer system configuration implemented
with hardware and software such that, if a device fails,
another device or system that can duplicate the fTunctionality
of the failed device will come on-line to take its place auto-
matically and transparently. Users will not be aware that a
failure and switch-over had taken place 11 the system 1s imple-
mented properly. Many companies cannot afford to have
downtime on their computer systems for any length of time.
High availability 1s used to ensure that their computer systems
remain running continuously in the event of any device fail-
ure. Servers, storage devices, network switches and network
connections are redundant and cross-connected to achieve
High Availability. FIG. 1 shows a typical prior art fibrechan-
nel High Availability configuration.

Inthe configuration of FIG. 1, High Availability 1s achieved
by first creating mirrored storage devices 145 and 150 and
then establishing multiple paths to the storage devices which
are represented by the fibrechannel connections 105, 110,
125, 130, 135, and 140. This configuration allows the server
100 to continuously be able to store and retrieve 1ts data, even
if multiple failures have occurred, as long as one of 1ts redun-

10

15

20

25

30

35

40

45

50

55

60

65

2

dant hardware components or fibrechannel connections does
not fail. For example, 11 paths 110 and 123 fai1l, the data tratfic

will be routed through paths 105 and 140 to access storage
device 150. Special software must be running on the server to
detect the failures and route the data through the working
paths. The software 1s costly and requires valuable memory
and CPU processing time from the server to manage the
fail-over process.

SUMMARY OF THE INVENTION

The present invention 1s a system and method of achieving,
High Awvailability on fibrechannel data paths between an
appliance’s fibrechannel switch and its storage device by
employing a techmique called “port spoofing.” This system
and method do not require any proprietary software to be
executing on the file/application appliance other than the
soltware normally required on an appliance, which includes
the operating system software, the applications, and the ven-
dor-supplied driver to manage 1ts fibrechannel host
adapter(s).

The mvention includes a system for appliance back-up, 1n
which a primary appliance 1s coupled to a network, whereby
the primary appliance receives requests or commands and
sends a status message over the network to a standby appli-
ance, which indicates that the primary appliance 1s opera-
tional. If the standby appliance does not receive the status
message or the status message 1s invalid, the standby appli-
ance writes a shutdown message to a storage device, which 1s
also coupled to the network. The primary appliance then
reads the shutdown message stored in the storage device and
disables 1itself from processing requests or commands. Pret-
erably, when the primary appliance completes these tasks, 1t
disables communication connections and writes a shutdown
completion message to the storage device. The standby appli-
ance reads the shutdown completion message from the stor-
age device and 1nitiates a start-up procedure, which includes
causing the address of the standby appliance to be 1identical to
the primary appliance address and processing the requests or
commands 1n place of the primary appliance. The primary
appliance can include a fibrechannel adapter having associ-
ated therewith the primary appliance address, and the standby
appliance can have a fibrechannel adapter having associated
therewith the standby appliance address. The standby appli-
ance can include a standby application, which 1s identical to a
primary application in the primary appliance, for processing
the requests or commands.

The invention also includes a method for appliance backup,
which imcludes sending a status message from a primary
appliance to a standby appliance indicating that the primary
appliance 1s operational. I the standby appliance does not
receive the status message or the status message 1s invalid, a
shutdown message 1s written to a storage device. The primary
appliance reads the shutdown message stored in the storage
device and 1s disabled from processing requests or com-
mands. The disabling of the primary apphance can include
completing tasks, disabling communication connections, and
writing a shutdown completion message to the storage
device. The standby appliance reads the shutdown comple-
tion message from the storage device and 1itiates a start-up
procedure so that a standby application, included in the
standby appliance, can process the requests or commands. A
standby appliance address 1s changed to the primary appli-
ance address and the standby appliance processes the requests
or commands.

Another method for appliance back-up 1s disclosed which
includes monitoring a primary appliance for an indication of
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a failure, the primary appliance having a primary appliance
address. If the failure occurs, a message 1s written to a storage
device and, 1n response, the primary appliance 1s disabled
from processing requests or commands. The failure can be the
primary appliance not sending the status message to a standby
appliance. The standby appliance has a standby appliance
address, which 1s changed to the primary appliance address so
the standby appliance can processes the requests or com-
mands. The standby appliance address and the primary appli-
ance address are world wide port names. The monitoring can
include sending a status message to the standby appliance
indicating that the primary appliance 1s operational, or send-
ing a status request message to the primary appliance and
receiving an update status message from the primary appli-
ance. The failure message 1s written 11 the standby appliance
does not recerve the status message or 1 the status message 1s
invalid. Alternatively, the message 1s written 1f the standby
appliance does not recetve the update status message or the
update status message 1s mvalid. The disabling can include
completing tasks, disabling communication connections,
writing a shutdown completion message to the storage device
(by the primary appliance), reading the shutdown completion
message Irom the storage device (by the standby appliance),
and 1mitiating a start-up procedure. The standby appliance can
include a standby application, which 1s identical to a primary
application in the primary appliance, for processing the
requests or commands.

One of the primary advantages of the present invention 1s
that additional software 1s not required to be running on the
file/application server. Many system administrators prefer to
only install the software that 1s necessary to run their file/
application servers. Many other solutions require special soit-
ware or drivers to run on the server in order to manage the
fail-over procedure.

BRIEF DESCRIPTION OF THE DRAWINGS

These and other features and advantages of the invention
will be apparent to those skilled 1n the art from the following
detalled description of preferred embodiments, taken
together with the accompanying drawings, 1n which:

FIG. 1 1s a block diagram of a prior art fibrechannel High
Availability network configuration;

FI1G. 2 1s a block diagram of the network configuration of

the present invention;

FI1G. 3 1s a detailed block diagram of FIG. 2;

FI1G. 4 15 a block diagram showing a failed health monitor
connection and the method used to send a shutdown signal;

FIG. 5 1s a flowchart showing the actions of the primary
appliance and the standby appliance when the health monitor
link or primary appliance 1s non-functional;

FIG. 6 1s a flowchart showing the actions of the standby
appliance to become active; and

FI1G. 7 1s a block diagram showing more than one standby
appliance.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

The present invention 1s based on a soitware platform that
creates a storage area network (“SAN™) for file and applica-
tion servers to access their data from a centralized location. A
virtualized storage environment 1s created and file/applica-
tion servers can access 1ts data through a communication
protocol such as Ethernet/IP, fibrechannel, or any other com-
munication protocol that provides high-speed data transmis-
sions. Fibrechannel 1s the protocol that will be discussed
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4

herein, although 1t 1s understood that the other previously
mentioned communication protocols are also within the
scope of the present invention.

As mentioned belore, computers, storage devices and other
devices contain a fibrechannel (FC) controller or host adapter
in order to communicate via fibrechannel. In the present
invention, FC hubs/switches are used to connect file/applica-
tion servers to servers that manage the storage devices. Stor-
age devices can be RAID (redundant array of independent
disks) subsystems, JBODs Just a bunch of disks), or tape
backup devices, for example. An FC switch allows a server
with a fibrechannel host adapter to communicate with one or
more fibrechannel devices. Without a hub or switch, only a
point-to-point or direct connection can be created, allowing
only one server to communicate with only one device.
“Switch” thus refers to either a fibrechannel hub or switch.

Fibrechannel adapters are connected together by fiber or
copper wire via their FC port(s). Each port 1s assigned a
unique address called a WWPN or “world wide port name.”

The WWPN 1s a unique 64-bit 1dentifier assigned by the
hardware manufacturer and 1s used to establish the source and
destination between which data will travel. Theretfore, when
an FC device communicates with another FC device, the
iitiating FC device, or “originator,” must use the second FC
device’s WWPN to locate the device and establish the com-
munication link.

Fibrechannel devices that are connected together by an FC
switch communicate on a “fabric.” If a hub 1s employed, then
the communication link 1s called a “loop.” On a fabric,
devices recerve the full bandwidth when they are communi-
cating with each other, and on a loop the bandwidth 1s shared.

Although the manufacturers assign W WPN addresses, the
addresses are not permanently fixed to the hardware. The
addresses can be changed. Software can programmatically
change the WWPN addresses on the fibrechannel hardware.
The present invention employs this feature by changing the
WWPN address on a standby FC adapter to the WWPN
address used by the failed FC adapter.

The present mnvention employs storage management soft-
ware that 1s capable of running within any kind of computing
device that has at least one CPU and 1s running an operating
system. Examples of such computing devices are an Intel®-
based PC, a Sun® Microsystems Unix® server, an HP®
Unix® server, an IBM® Unix® server or embedded systems
(collectively referred to as “appliances”). The software per-
forms the writing, reading, management and protection of
data from 1ts file/application servers and workstations, and 1s
disclosed with more specificity in U.S. patent application Ser.
No. 09/792,873, filed Feb. 23, 2001, the disclosure of which
has already been expressly incorporated herein by reference.
One of the protection features of the software 1s the ability to
“fail over” to another appliance if a set of defined failures
occurs. The failures are defined and discussed 1n the follow-
ing paragraphs.

More specifically, the present invention creates a transpar-
ent secondary path for data to flow 1n the event that a primary
data path to a storage device or storage server managing the
primary path fails for any reason. The secondary path 1s a
backup communication link to the same storage device. Each
computer contains at least one FC host adapter connected to
one FC switch. This operation 1s shown in FIG. 2, which
includes SAN client 200, FC switch 210, storage server A
2235, storage server B 230, and storage device 250. Attached to
cach storage server 1s an FC adapter—primary FC adapter
216 1s attached to storage server A 2235 and standby FC
adapter 217 1s attached to storage server B 230. (There 1s also
an FC adapter, not shown, attached to SAN client 200.) The
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primary data path consists of paths 205, 215, and 240, and the
transparent secondary data path consists of paths 220 and
245, The secondary path 220 1s a backup commumnication link
to storage device 250. If primary path 215 fails, storage server
B 230 detects the failure and 1nmitiates its standby FC adapter
217 to begin “spooling” primary FC adapter 216 by copying
its 1dentity and causing SAN client 200 to function with
standby FC adapter 217 1n place of primary FC adapter 216.
Data then flow through backup FC connection 220, through
standby FC adapter 217, into storage server B 230, and then to
connection 243 to storage device 2350.

FIG. 3 shows a more detailed view of FIG. 2. Two appli-
ances, a primary appliance 525 and a standby appliance 530
are running the above-described sottware. The appliances can
be computers, for example, personal computers, servers, or
workstations. Standby appliance 530 1s a fail-over appliance.
The two appliances 525, 530 are connected to the same stor-
age device 550 and to FC switch 510. The storage device 550
can be any kind of device that stores data important enough to
require protection from failure such as a hard disk, a RAID
system, a CDROM, or a tape backup device. SAN client 500,
which 1s a file/application server or workstation, 1s configured
with two separate data paths, a primary path made up of paths
515 and 540, and a standby path, made up of paths 520 and
545. Paths 515 and 520 always use a fibrechannel medium/
protocol, but paths 540 and 545 may use fibrechannel, or may
use a different medium/protocol such as SCSI, IDE (Inte-
grated Drive Electronics) or any other storage medium/pro-
tocol. Although one SAN client 1s shown 1n the example of
FIG. 3, 1n an actual production configuration, a primary appli-
ance may manage the storage needs for multiple SAN clients.
Data are actively transmitted bi-directionally over primary
data paths 515, 540 between SAN client 500, primary appli-
ance 525 and storage device 350 (as long as primary appli-
ance 525 and 1ts paths 5135 and 540 remain in good working
order). No data will be transmitted bidirectionally over
standby paths 520, 545 between SAN client 500 and storage
device 550. However, standby appliance 530 may or may not
be data active (1.e., ready to receive or recerving data from the
SAN client) depending on its configuration.

This standby appliance 530 can be implemented strictly as
a fail-over appliance for one or more primary appliances. If1ts
only function 1s to standby, then standby appliance 330 must
wait for one of the primary appliances to fail so that 1t can
become data active. If a standby appliance 530 1s a fail-over
appliance for more than one primary appliance 525, then 1t
must contain one dedicated standby FC adapter 517 for each
primary appliance 525, and 1t must have a dedicated connec-
tion to each storage device 550 that 1t might need to manage.
Standby appliance 530 1tself can also be a primary appliance
to 1its own set ol SAN clients and storage devices 550. The
operations of being both a primary and standby appliance are
multitasked.

Standby appliance 530 monitors the status or the “health”
of 1ts primary appliance 525 through a communications link
called the health monitor link 535. Messages called “fail-over
heartbeats™ are sent from standby appliance 530 to primary
appliance 523, and 1f the messages are properly acknowl-
edged the status of primary appliance 525 1s acceptable. A
“heartbeat” system 1s disclosed with more specificity in U.S.
patent application Ser. No. 09/925,976, filed Aug. 9, 2001,
entitled “System And Method For Computer Storage Secu-
rity,” the disclosure of which has already been expressly
incorporated herein by reference. If the heartbeat 1s not prop-
erly acknowledged or not acknowledged at all, then standby
appliance 530 will begin the procedure for taking over the
tasks of primary appliance 525. The heartbeat can also be
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implemented such that the heartbeat 1s sent from primary
appliance 525 to standby appliance 530; this simply 1s a
choice based on the software’s architecture and ease of imple-
mentation. If a standby appliance 530 1s a fail-over appliance
for multiple primaries, the communications link can be con-
figured to be shared among all primary appliances 325 or one
dedicated communications link can be connected from each
primary appliance 325 to standby appliance 330. The com-
munications link can be any type of medium or protocol such
as, for example, an Ethernet IP connection, a fibrechannel
connection or a serial connection. It 1s also possible that the
health monitor can also function from standby FC adapter
517 along standby path 520 to monitor the status of the
primary appliance.

The health monitor link 535 performs several tasks:

1. It 1s used to monitor the status of the primary appliance.
The standby appliance sends a request for the primary
appliance’s status. This 1s the heartbeat. The primary
appliance sends the status data to the standby appliance,
and the data are then analyzed. If a problem 1s discov-
ered, the standby appliance will instruct the primary
appliance to shut down.

2. Health momnitor link 335 1s used to in1tially transter all the
required information from the primary appliance to the
standby appliance that 1s needed to emulate the primary
appliance 1n the event that a fail-over event takes place
when the standby appliance was assigned as the fail-over
appliance for the primary appliance. This information
includes the operating parameters and data for the pri-
mary appliance and 1s static. “Static” means that the
parameters do not change during the operation of the
primary appliance. If the parameters are changed due to
new requirements and needs by the user, the primary
appliance will transfer the new information to the
standby appliance. An alternative implementation is that
the standby appliance is notified of the change and a
request 1s sent from the standby appliance to the primary
appliance to retrieve the new set of parameters. Cur-
rently the first method 1s used (request from primary
appliance to standby appliance) but future implementa-
tions due to evolution of the fail-over feature may
require the latter method.

3. Health monitor link 535 1s used to transfer any informa-
tion from the primary appliance to the standby appliance
at the time of fail-over 1f the primary appliance continues
to run. This mformation 1s used to help smooth the
standby appliance’s fail-over process. This information
1s dynamic and 1s not required by the standby appli-
ance—the iformation 1s merely helpiul. The informa-
tion 1s dynamic because 1ts content 1s based on 1ts current
operating state. The information 1s not required because
if the primary appliance failure were due to a system
crash, the standby appliance would not be able to recerve
this information.

4. Health monitor link 535 1s used by the primary appliance
to inform the standby appliance to begin taking over i
the primary appliance discovers a problem where it
becomes necessary for the primary appliance itself to
initiate the fail-over process.

5. Health momitor link 535 1s used by the standby appliance
to inform the primary appliance to shut itself down so
that the standby appliance can take over the primary
appliance’s tasks 11 it detects over 1ts health monitor link
an 1imminent failure of the primary appliance.

6. Health momitor link 5335 1s used by the standby appliance
to inform the primary appliance to resume 1ts FC activi-
ties when the primary appliance’s failure has been fixed.
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The standby appliance does this by maintaining its con-
nection with the primary appliance even though the pri-
mary appliance 1s no longer active to receive or send
commands and data. The primary appliance continues to
send status data to the standby appliance. When the 5
problem affecting the primary appliance has been
repaired, the standby appliance will be informed via the
status data, whereby the standby appliance will begin
de-activating itself from receiving additional commands
and data from the SAN client and will instruct the pri- 10
mary appliance to begin its start-up procedure to resume
receiving commands and data from the SAN client once
again.

Standby appliance 530 also takes over 1ts primary appli-
ance’s tasks 11 health monitor link 5335 1s broken or the heart- 15
beat 1s not acknowledged. Health monitor link 535 may be
broken due to a cut cable or “accidental” removal. The heart-
beat may not be acknowledged because primary appliance
525 loses power, crashes, or mcurs another similar event.
Although a broken link 535 does not affect the ability of 20
primary appliance 525 to perform 1ts tasks, primary appliance
525 will be regarded as a failed appliance nonetheless, and
standby appliance 530 will take steps to begin to take over the
tasks from primary appliance 525. Since standby appliance
cannot communicate to primary appliance 523 to shut itself 25
down, a backup method 1s used to pass on the shutdown
signal.

FIG. 4 illustrates a failed health monitor connection 600
and the method used to send a shutdown signal. Since primary
appliance 605 and standby appliance 610 are connected to the 30
same storage device 630, storage device 630 will become the
medium used to pass the shutdown signal to primary appli-
ance 605. A common {ile or a disk sector (or sectors) 625 is
reserved on the storage device 630. Primary appliance 605
monitors the common file or disk sector 625 at regular, pre- 35
defined intervals for mstructions from standby appliance 610.

If standby appliance 610 detects no acknowledgement from
its heartbeats or there 1s a broken health monitor link, the
standby appliance writes into common file 625 an 1nstruction
for primary appliance 605 to begin 1ts shutdown procedures, 40
which include completing outstanding tasks to its applica-
tion/file servers and/or workstation and disconnecting itself
from the fibrechannel communication network. If primary
appliance 605 1s alive, which means that the health monitor
link 1s corrupted, the primary appliance reads the shutdown 45
signal from the common file 6235 and writes an acknowledge-
ment 1nto the common file 625 that 1t has received the shut-
down signal and i1s beginning i1ts shutdown procedure.
Standby appliance 610 then waits a pre-determined amount
of time for a message to come through the common file 6235 50
from primary appliance 605 that the latter has completed 1ts
shutdown procedure. Standby appliance 610 monitors the
common file 625 for the completion message during this time
interval, and begins 1ts start-up procedures as soon as the
completion message 1s given. When the shutdown procedure 55
1s completed by primary appliance 605, primary appliance
then writes a shutdown completion message to common file
625, and standby appliance 610 begins i1ts procedure to
become active and take over the tasks of its failed primary
appliance 605. If standby appliance 610 does not receive a 60
shutdown completion message from primary appliance 605
within a predetermined time interval, standby appliance 610
assumes that primary appliance 605 has become totally inop-
erative and 1nitiates 1ts procedures to become active to take
over the tasks of the failed primary appliance 6035. Since 65
common file 6235 1s used as a backup communication link
between the appliances, 1t 1s also used to communicate any
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dynamic information from the primary appliance to the
standby appliance that may be helpful to the fail-over process.
This information can be historical and/or state information,
which can be used during start-up procedures by either appli-
ance. For example, 1f the primary appliance 1s turned off
followed by the standby appliance being turned off, the
standby appliance writes a message to the storage device
indicating thatit1s no longer operating in place of the primary
server. If the primary appliance resumes operation before the
standby appliance, the primary appliance knows from reading
the message that 1t 1s to resume processing commands and
requests. As stated earlier, this information 1s not 1s required
for the fail-over process—it simply makes the process easier.

If primary appliance 605 initially becomes inoperative
because of loss of power, system crash, or some other cata-
strophic event, standby appliance 610 writes its shutdown
message to the common file 625 with the assumption that
primary appliance 605 may still be active. Standby appliance
610 functions 1n this manner because 1t cannot be assumed
that primary appliance 603 1s totally mnoperative. A predeter-
mined time interval 1s given by standby appliance 610 for
primary appliance 605 to respond to the shutdown message,
and 11 the shutdown message 1s not acknowledged standby
appliance 610 begins 1ts procedures to become active to take
over the tasks of the failed primary appliance 6035. Standby
appliance 610 monitors the common file 625 for the shutdown
acknowledgement message, and as soon as this message 1s
received standby applhiance 610 waits for the shutdown
completion message.

FIG. 5 1s a flowchart which describes the actions taken by
primary appliance 605 and standby appliance 610 when the
health monitor link or primary appliance 1s non-functional.
Blocks 700 through 7135 illustrate the steps undertaken by
primary appliance 605. At block 700, primary appliance 603
receives the shutdown message in common file 625 from
standby appliance 610. Primary appliance 605 writes a shut-
down acknowledgment message to common file 623 at block
705. At block 710, primary appliance 605 begins 1ts shutdown
procedure by completing outstanding tasks and disabling its
connections. Finally, at block 713, primary appliance 605
writes 1ts shutdown completion message to common file 625.

Blocks 720 through 760 detail the steps employed by
standby appliance 610. At block 720, standby appliance 610
detects the lack of a response from the health monitor link. In
step 725, standby appliance 610 next writes the shutdown
message to common {ile 625. The program proceeds to blocks
730 and 740 to wazit for a shutdown acknowledgment message
from primary appliance 605. Block 730, which queries
whether the shutdown acknowledgment message has been
received from primary appliance 605. If the answer 1s “NO,”
the program proceeds to decision block 740, which queries
whether the predetermined time period has expired. It the
answer at decision block 740 1s “NO,” the program loops back
to block 730. If the answer at decision block 740 1s “YES.” the
program proceeds to block 760 where standby appliance 610
begins procedures to become active and to take over the tasks
of primary appliance 605. Returning to decision block 730, 1f
the answer to the query 1s “YES,” the program proceeds to
blocks 750 and 755 where standby appliance 610 waits for the
shutdown completion message from primary appliance 605.
In decision block 750, the program queries whether the shut-
down completion message has been received from primary
appliance 603. Ifthe answer1s “NO,” the program proceeds to
decision block 755, which queries whether the predetermined
time period has expired. If the answer at decision block 755 1s
“NO,” the program loops back to block 750. If the answer at
decision block 755 1s “YES,” the program proceeds to block
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760 where standby appliance 610 begins procedures to
become active and to take over the tasks of primary appliance
605. Returning to decision block 750, 1f the answer to the
query1s “YES,” the program again proceeds to decision block
760, as discussed immediately above.

After the shutdown completion message 1s received or after
the time has expired waiting for the shutdown acknowledge-
ment or completion messages, the standby appliance begins
its procedures to become active. From FIG. 3, standby appli-
ance 530 reprograms 1ts standby FC adapter 517 with the
WWPN address from primary FC adapter 516. Standby FC
adapter 517 was given a temporary W WPN address 1n order
for 1t to be connected to the fibrechannel fabric. Standby
appliance 530 knows the WWPN address of the primary
appliance because when standby appliance 530 was 1nitially
assigned to be the fail-over appliance for primary appliance
525, 1t commumcated with primary appliance 525 to transfer
all the necessary information it needed to perform the emu-
lation. This information included the WWPN address of pri-
mary FC adapter 516.

A flowchart 1n FIG. 6 shows the steps taken by standby
appliance 530. At block 800, standby appliance 610 initiates
its activation procedures. Standby appliance 610 checks 1ts
connection at block 803 to ensure functionality. At block 810,
standby appliance 610 retrieves the saved WWPN address of
the FC adapter of failed primary appliance 605. Standby
appliance 610 reprograms its standby FC adapter with the
new WWPN address at block 815. Finally, at block 820
standby appliance 610 1s functionally able to manage storage
for the SAN client of failed primary appliance 605, 1n a
manner transparent to the SAN client.

Once the WWPN address 1s programmed 1nto standby FC
adapter 517, SAN client 500 will not be aware of the change
in appliances. Standby appliance 530 will now receive all the
data tratfic that was bound for failed primary appliance 525.
When a standby appliance 1s a fail-over appliance for one or
more than one primary appliances, a table 1s kept to store and
keep track of the information needed to emulate the primary
appliances, which includes the WWPN addresses.

The technology of the present invention 1s not limited to
one standby appliance that can act as a fail-over to a set of
primary appliances. As illustrated in FIG. 7, the present
invention also encompasses having a standby fail-over appli-
ance 910 acting as a fail-over appliance to another standby
fail-over appliance 920. In this way, such multiple backup
systems protect businesses’ computer and storage systems
from failing.

It should be understood by those skilled in the art that the
present description 1s provided only by way of illustrative
example and should 1n no manner be construed to limait the
invention as described herein. Numerous modifications and
alternate embodiments of the imvention will occur to those
skilled 1n the art. Accordingly, 1t 1s intended that the invention
be limited only 1n terms of the following claims.

What 1s claimed 1s:

1. A system for appliance back-up comprising:

a network;

a storage device coupled to the network; and

a primary appliance and a standby appliance coupled to the

network, the primary appliance receiving requests or
commands and sending a status message via the network
to the standby appliance indicating that the primary
appliance 1s operational,

wherein 11 the standby appliance does not recerve the status

message or the status message 1s mvalid:

the standby appliance writes a shutdown message to [a] t/e

storage device,
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the primary appliance reads the shutdown message stored
in the storage device and disables 1tself from processing
requests or commands, and

the standby appliance causes a standby appliance address

to be 1dentical to a primary appliance address and pro-
cesses the requests or commands.

2. The system of claim 1, wherein the primary appliance
completes tasks and disables communication connections.

3. The system of claim 2, wherein the primary appliance
writes a shutdown completion message to the storage device.

4. The system of claim 3, wherein the standby appliance
reads the shutdown completion message from the storage
device and 1nitiates a start-up procedure.

5. The system of claim 1, wherein the primary appliance
includes a primary application and the standby appliance
includes a standby application, the standby application being
identical to the primary application.

6. The system of claim 1, wherein the primary appliance
includes a first fibrechannel adapter having associated there-
with the primary appliance address and the standby appliance
includes a second fibrechannel adapter having associated
therewith the standby appliance address.

7. A method for appliance back-up comprising:

sending a status message from a primary appliance to a

standby appliance indicating that the primary appliance
1s operational;

11 the standby appliance does not receive the status message

or the status message 1s invalid:

writing a shutdown message to a storage device;

reading the shutdown message stored in the storage
device;

disabling the primary appliance from processing
requests or commands;

causing a standby appliance address to be identical to a
primary appliance address; and

causing the standby appliance to process the requests or
commands.

8. The method of claim 7, wherein the disabling further
comprises completing tasks and disabling communication
connections.

9. The method of claim 7, wherein the disabling turther
comprises writing a shutdown completion message to the
storage device.

10. The method of claim 9, turther comprising:

reading the shutdown completion message from the stor-

age device; and

inmitiating a start-up procedure.

11. The method of claim 7, wherein the primary appliance
includes a primary application and the standby appliance
includes a standby application, 1dentical to the primary appli-
cation, for processing the requests or commands.

12. A method for appliance back-up comprising:

monitoring a primary appliance for an indication of a fail-

ure, the primary appliance having a primary appliance
address,

wherein 11 the failure occurs:

writing a message to a storage device;

in response to the message, disabling the primary appli-
ance from processing requests or commands;

causing a standby appliance address of a standby appli-
ance to be 1dentical to the primary appliance address;
and

processing the requests or commands.

13. The method of claim 12, wherein the monitoring fur-
ther comprises sending a status message to the standby appli-
ance indicating that the primary appliance 1s operational.
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14. The method of claim 12, wherein the monitoring fur-
ther comprises sending a status request message to the pri-
mary appliance and receiving an update status message from
the primary appliance.

15. The method of claim 13, wherein the failure 1s the status
message 1s not sent to the standby appliance.

16. The method of claim 13, wherein the message 1s written
if the standby appliance does not recerve the status message or
the status message 1s 1nvalid.

17. The method of claim 16 wherein the disabling further
comprises completing tasks and disabling communication
connections.

18. The method of claim 17, wherein the disabling further
comprises writing a shutdown completion message to the
storage device.

19. The method of claim 18, further comprising:

reading the shutdown completion message from the stor-
age device; and

initiating a start-up procedure.

20. The method of claim 14, wherein the message 1s written
if the standby appliance does not receive the update status
message or the update status message 1s mvalid.

21. The method of claim 20, wherein the disabling further
comprises completing tasks and disabling communication
connections.

22. The method of claim 21, wherein the disabling further
comprises writing a shutdown completion message to the
storage device.

23. The method of claim 12, wherein the standby appliance
address and the primary appliance address are world wide
port names.

24. The method of claim 12, wherein the primary appliance
includes a primary application and the standby appliance
includes a standby application, 1dentical to the primary appli-
cation, for processing the requests or commands.

25. The system of claim 1, wherein.

the standby appliance monitors the status of the primary
appliance via a communications link; and

the standby appliance writes the shutdown message to the
storage device if the communications link is broken.

26. The method of claim 7, comprising writing the shut-
down message to the storvage device if a communications link
between the standby appliance and the primary appliance is
broken.

27. A communications system, COmprising.

at least one storage device;

a first appliance configured to receive requests or com-
mands for communicating with one or morve of the at
least one storage devices via a first communications link,
the first appliance having a first appliance address; and

a second appliance configured to:
transmit, at selected times, messages to the first appli-

ance via a second communications link diffevent from
the first communications link;

wherein.:
the first appliance is further configured to:

communicate with one or more of the at least one
storage devices in vesponse to a received rvequest or
command; and

in vesponse to each message rveceived from the second
appliance, provide an indication to the second
appliance of a status of the first appliance via the
second communications link: and

the second appliance is further configured to:

monitor the status of the first appliance based, at least
in part, on the indications received from the first
appliance;
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determine whether a proper indication is rveceived in
response to each message;

assume an emulation address comprising the first
appliance address in ovder to receive the requests
or commands addvessed to the first appliance,
based, at least in part, on a failure to receive a
proper indication;

process the requests ov commands addressed to the
first appliance, after assuming the emulation
address;

continue to monitor the status of the first appliance,
dfter assuming the emulation address;

if failure to veceive a proper indication from the first
appliance is due to a problem rvelating to the first
appliance, determine that the problem has been
resolved: and

transmit to the first appliance via the second commu-
nications link information divecting the first appli-
ance to resume receiving requests and commands
divected to the first appliance address, when the
second appliance determines that the problem has
been resolved: and

the first appliance is further configured to resume receiv-

ing requests and commands divected to the first appli-

ance address, in response to the information.

28. The system of claim 27, wherein the indication com-
prises a message.

29. The system of claim 27, whevein the indication com-
prises failure to receive the message.

30. The system of claim 27, wherein the status rvelates to
whether the first appliance is operational.

31. The system of claim 27, wherein.:

the first appliance and the second appliance communicate

via a link.

32. The system of claim 31, wherein:

the second appliance is configured to send a heartbeat to

the first appliance, via the link; and

the first appliance is configured to send the indication in

response to the heartbeat, via the link.

33. The system of claim 27, wherein the second appliance
is further configured to cause the first appliance to disable
itself, based at least in part, on the indication.

34. The system of claim 33, wherein:

the second appliance is configured to cause the first appli-

ance to disable itself, by writing a message to one of the
at least one storage devices.

35. The system of claim 34, wherein.

the second appliance is configured to write the message to

the storage device if a communications link between the
second appliance and the first appliance fails.

36. The system of claim 33, wherein.

the second appliance is configured to cause the first appli-

ance to disable itself by informing the first appliance
over the link.

37. The system of claim 33, wherein:

the first appliance is configured to continue to provide an

indication to the second appliance of the status of the
first appliance after being disabled; and

the second appliance is further configured to:

instruct the first appliance to begin a start-up procedure,

based, at least in part, on the indication, after disabling
of the first appliance.

38. The system of claim 27, wherein.:

the first and second appliances are coupled to a network.
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39. The system of claim 27, wherein the second appliance
stores information rvelating to the first address, before the
second appliance determines that the first appliance is not

operational.

40. The system of claim 27, wherein the first and second
appliance addresses comprise, at least in part, a worldwide
port name.

41. The system of claim 27, wherein the emulation address
and the first appliance addvess ave the same.

42. The system of claim 27, wherein:

the first appliance comprises a first fibvechannel adapter
having associated thevewith the first appliance address;
and

the second appliance comprises a second fibvechannel
adapter having associated thervewith the second appli-
ance address.

43. The communications system of claim 27, wherein the

first appliance is further configured to:
continue to provide indications to the second appliance of
the status of the first appliance; and
the second appliance is configured to determine that the
problem has been vesolved based, at least in part, on the
indications.
44. A communications system, COmprising.
a network;
at least one storage device;
a first appliance coupled to the network via a first commu-
nications link, to receive requests or commands for com-
municating with one ov more of the at least one storage
device, the first appliance having a first appliance
address; and
a second appliance coupled to the network;
whevrein the first appliance is configured to:
communicate with one or move of the at least one storage
devices, based, at least in part, on the requests or
commands; and

provide an indication to the second appliance indicating
a status of the first appliance; and

the second appliance is configured to:

determine a status of the first appliance, based, at least
in part, on the indication;

assume an emulation address comprising the first appli-
ance address to receive the requests or commands
dirvected to the first appliance, based at least in part,
on the indication;

process the requests or commands addressed to the first
appliance after assuming the emulation address;

cause the first appliance to disconnect itself from the
network based at least in part, on the second status;

determine a second status of the first appliance after the
first appliance is disconnected from the network; and

instruct the first appliance via a second communications
link diffevent from the first communications link, to
connect itself to the network based, at least in part, on
the second status.

45. The system of claim 44, wherein:

the first appliance is configured to continue to provide an
indication to the second appliance of the second status
of the first appliance; and

the second appliance is further configured to:

instruct the fivst appliance to begin a start-up procedure to
resume reception and processing of requests or com-
mands, based, at least in part, on the indication.

46. The system of claim 44, further comprising:

a communications link between the first appliance and the
second appliance.
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47. The system of claim 46, wherein.:
the second appliance is configured to send a heartbeat to
the first appliance, via the link; and
the first appliance is configured to send the indication in
5 response to the heartbeat, via the link.

48. The system of claim 46, wherein the second appliance
is configured to write a message to the storvage device to cause
the first appliance to disable itself, if the link is broken.

49. The communications system of claim 44, wherein:

the first appliance is configured to provide the indication to

the second appliance via the second communications
link.

50. The communications system of claim 49, wherein.

the second appliance causes the first appliance to discon-

nect itself from the network by instructing the first appli-
ance via the second communications link.

51. The communications system of claim 44, wherein:

the second appliance causes the first appliance to discon-

nect itself from the network by instructing the first appli-
ance via the second communications link.

52. A system comprising

a first device configured to process requests ov commands

received from a network, via a first communications link,
the first device having a first address; and

a second device configured to:

determine a status of the first device;

assume an emulation address including, at least in part,
the first addvess, based, at least in part, on the deter-
mination;

cause the first device to disconnect itself from the net-
work based, at least in part, on the determination;

determine a second status of the first device after the first
device disconnects from the network; and

instruct the first device via a second communications
link different from the first communications link, to
connect itself to the network based, at least in part, on
the second status.

53. The system of claim 52, wherein the second device is
further figured to:

process rvequests ov commands addressed to the first

device, after assuming the emulation address.
54. A method of operating a communications system com-
prising a first appliance to process requests or commands
received from a networkvia a first communications link and a
45 second appliance, the method comprising:
determining by a second appliance a status of a first appli-
ance;
assuming by the second appliance an address associated
with the first appliance, based, at least in part, on the
status,

processing vequests or commands addrvessed to the first
appliance, by the second appliance, after assuming the
address;

causing the first appliance to disconnect itself from the
network based, at least in part, on the determination, by
the second appliance;

determining by the second appliance a second status of the
appliance after the first appliance is disconnected from
the network; and

instructing the first appliance via a second communica-
tions link diffevent from the first communications link, to
begin a start-up procedure to resume reception and pro-
cessing of requests or commands based, at least in part,
on the second status, by the second appliance.

55. The method of claim 54, comprising:

assuming by the second appliance a same address as the
first appliance.
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56. The method of claim 54, comprising:

determining the status of the first appliance based, at least
in part, on an indication from the first appliance.

57. The method of claim 54, wherein the indication com-

prises a message.

58. The method of claim 54, wherein the indication com-

prises failure to receive a message.

59. The method of claim 54, wherein:

the first appliance and the second appliance communicate

via a link.

60. The method of claim 59, further comprising:

sending a heartbeat between the first appliance and the
second appliance, via the link;

sending an acknowledgement of the heartbeat between the
first appliance and the second appliance; and

disabling the first appliance if either or both of the heart-
beat or the acknowledgement are not received by the
second appliance.

61. The method of claim 59, further comprising:

detecting a break in the link; and
writing a message to a stovage device to disable the first
appliance, if a break in the link is detected.
62. The method of claim 54, further comprising:
receiving by the second appliance a request or command
addressed to the first appliance after the second appli-
ance assumes the address: and
processing, by the second appliance, the request or com-
mand.
63. The method system of claim 54, further comprising.
disabling the first appliance, based, at least in part on the
indication.
64. The method of claim 63, further comprising:
continuing to receive an indication of the status of the first
appliance by the second appliance, after causing the
first appliance to disconnect itself from the networtk.
65. A communications system, COmprising.
at least one storage device;
a first appliance to receive requests or commands for com-
municating with one or more of the at least one storage
devices, the first appliance having a first appliance
address; and
a second appliance;
wherein the first appliance is configured to:
communicate with one or move of the at least one storage
devices in response to a received request orv com-
mand; and

provide an indication to the second appliance of a status
of the first appliance; and
the second appliance is configured to:
determine a status of the first appliance based, at least in
part, on the indication;

assume an emulation address comprising the first appli-
ance address in ovder to receive the requests ov com-
mands addressed to the first appliance, based, at least
in part, on the indication;

process the requests oy commands addressed to the first
appliance, after assuming the emulation address; and

write a message to one of the at least one storage devices
to cause the first appliance to disable itself, based at
least in part, on the indication.

66. The system of claim 65, wherein.

the second appliance is configured to write the message to
the storage device if a communications link between the
second appliance and the first appliance fails.

67. The communications system of claim 65, wherein.:

the network comprises a fibvechannel network.
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68. The communications system of claim 67, wherein:

the first appliance includes a first fibrechannel adaptor
having associated thevewith the first appliance addvess;
and

the second appliance includes a second fibrechannel adap-
tor having associated thevewith the emulation address.

69. The communications system of claim 68, wherein.

the first appliance address comprises a first world wide

port name (“"WWPN?™).

/0. A communications system, comprising.
a network;
at least one storage device;
a first appliance coupled to the network, to receive requests
or commands for communicating with one or move of the
at least one storage devices, the first appliance having a
first appliance address,
a second appliance coupled to the network, and
a communications link between the first appliance and the
second appliance
wherein the first appliance is configured to:
communicate with one or move of the at least one storage
devices, based, at least in part, on the rvequests or
commands; and
provide an indication to the second appliance indicating
a status of the first appliance; and
the second appliance is configured to:
determine a status of the first appliance, based, at least
in part, on the indication;
assume an emulation addrvess comprising the first appli-
ance address to receive the requests or commands
directed to the first appliance, based at least in part,
on the indication;
process the vequests or commands addressed to the first
appliance after assuming the emulation address; and
WFiting a message to the storvage device to cause the first
appliance to disable itself from processing vequests or
commands, if the link is broken.
71. The communications system of claim 70, wherein:
the network comprises a fibrechannel network.
72. The communications system of claim 71, wherein.
the first appliance includes a first fibvechannel adaptor
having associated therewith the first appliance address;
and
the second appliance includes a second fibvechannel adap-
tor having associated thevewith the emulation address.
73. The communications system of claim 72, wherein:
the first appliance address comprises a first world wide
port name (“"WWPN?™).
/4. A communications system, comprising.
at least one storage device;
a first appliance having a first appliance address, the first
appliance being configured to:
receive requests or commands for communicating with
one ov movre of the at least one storvage devices via a
first communications link; and
a second appliance configured to:
transmit, at selected times, messages to the first appli-
ance via a second communications link diffevent from
the first communications link; and
wherein:
the first appliance is further configured to:
communicate with one ov morve of the at least one
storage devices in vesponse to a received request or
command;
in response to each message rveceived from the second
appliance, provide an indication to the second
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appliance of a status of the first appliance via the instruct the first appliance via the second communi-

second communications link; and cations link to begin a start-up procedure, if
inform the second appliance, via the second commu- informed that the problem has been repaired.

nications link, of a problem relating to an operation 75. The communications system of claim 74, wherein:

of the first appliance, if the first appliance detects a the first appliance is further configured to inform the sec-

problem relating to the operation of the first appli- ond appliance that the problem has been repaired.

76. The communications system of claim 73, wherein:
the first appliance is further configured to inform the sec-
ond appliance that the problem has been repaired, via
10 the second communications link.

77. The communications system of claim 74, wherein the
second appliance is further configured to de-activate itself
from receiving requests or commands addressed to the first
appliance, after instructing the first appliance to begin the

15 start-up procedure.

ance; and
the second appliance is further configured to:

assume an emulation address comprising the first
appliance address in order to receive the requests
or commands addressed to the first appliance, if
informed of a problem relating to the operation of
the first appliance;

process the rvequests or commands addressed to the

first appliance, after assuming the emulation
address; and % ok & ok sk
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