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1

PREDICTIVE MODELING OF CONSUMER
FINANCIAL BEHAVIOR USING SUPERVISED
SEGMENTATION AND NEAREST-NEIGHBOR

MATCHING

Matter enclosed in heavy brackets | ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue. 10

CROSS-REFERENCE TO RELATED
APPLICATION

[This patent application] This application is a reissue 15
application of U.S. patent application 11/012,812, filed Dec.
14, 2004 (now U.S. Pat. No. 7,165,037). U.S. patent applica-
tion Ser. No. 11/012,812 1s a divisional patent application of
U.S. patent application Ser. No. 09/679,022 [for] titled “Pre-
dictive Modeling of Consumer Financial Behavior Using 20
Supervised Segmentation and Nearest-Neighbor Matching,”
filed Oct. 3, 2000, now U.S. Pat. No. 6,839,682, [both of
which claim priority to] which is a continuation-in-part of
U.S. patent application Ser. No. 09/306,237 [for] titled “Pre-
dictive Modeling of Consumer Financial Behavior,” filed 25
May [7] 6, 1999 [as continuation-in-part applications], zow
U.S. Pat. No. 6,430,539, the disclosures of which are hereby
incorporated by reference in their entirety.

BACKGROUND 30

1. Field of Invention

The present mnvention relates generally to analysis of con-
sumer {inancial behavior, and more particularly to analyzing
historical consumer financial behavior to accurately predict 35
tuture spending behavior and likely responses to particular
marketing efforts, 1n specifically identified data-driven indus-
try segments.

2. Background of Invention

Retailers, advertisers, and many other institutions are 40
keenly interested in understanding consumer spending hab-
its. These companies mnvest tremendous resources to 1dentily
and categorize consumer interests, 1n order to learn how con-
sumers spend money and how they are likely to respond to
various marketing methods and channels. ITthe interests ofan 45
individual consumer can be determined, then it 1s believed
that advertising and promotions related to these interests will
be more successiul in obtaining a positive consumer
response, such as purchases of the advertised products or
SErvices. 50

Conventional means of determining consumer interests
have generally relied on collecting demographic information
about consumers, such as income, age, place of residence,
occupation, and so forth, and associating various demo-
graphic categories with various categories of interests and 55
merchants. Interest information may be collected from sur-
veys, publication subscription lists, product warranty cards,
and myriad other sources. Complex data processing 1s then
applied to the source of data resulting 1n some demographic
and interest description of each of a number of consumers. 60

This approach to understanding consumer behavior often
misses the mark. The ultimate goal of this type of approach,
whether acknowledged or not, 1s to predict consumer spend-
ing in the future. The assumption 1s that consumers will spend
money on their interests, as expressed by things like their 65
subscription lists and their demographics. Yet, the data on
which the determination of interests 1s made 1s typically only

2

indirectly related to the actual spending patterns of the con-
sumer. For example, most publications have developed demo-
graphic models of their readership, and offer their subscrip-
tion lists for sale to others interested i the particular
demographics of the publication’s readers. But subscription
to a particular publication 1s a relatively poor indicator of
what the consumer’s spending patterns will be in the future.

Even taking into account multiple different sources of data,
such as combining subscription lists, warranty registration
cards, and so forth still only yields an incomplete collection of
unrelated data about a consumer.

One of the problems 1n these conventional approaches 1s
that spending patterns are time based. That 1s, consumers
spend money at merchants that are of interest to them 1n
typically a time related manner. For example, a consumer
who 1s a business traveler spends money on plane tickets, car
rentals, hotel accommodations, restaurants, and entertain-
ment all during a single business trip. These purchases
together more strongly describe the consumer’s true mterests
and preferences than any single one of the purchases alone.
Yet conventional approaches to consumer analysis typically
treats these purchases individually and as unrelated 1n time.

Yet another problem with conventional approaches 1s that
categorization of purchases 1s often based on standardized
industry classifications of merchants and business, such as the
SIC codes. This set of classification 1s entirely arbitrary, and
has little to do with actual consumer behavior. Consumers do
not decide which merchants to purchase from based on mer-
chant SIC codes. Thus, the use of arbitrary classifications to
predict financial behavior 1s doomed to failure, since the
classifications have little meaming 1n the actual data of con-
sumer spending.

A third problem 1s that different groups of consumers
spend money in different ways. For example, consumers who
frequent high-end retailers have entirely different spending
habits than consumers who are bargain shoppers. To deal with
this problem, most systems focus exclusively on very spe-
cific, predefined types of consumers, 1n effect, assuming that
the 1nterests or types of consumers are known, and targeting
these consumers with what are believed to be advertisements
or promotions of interest to them. However, this approach
essentially puts the cart before the proverbial horse: it
assumes the interests and spending patterns of a particular
group ol consumers, it does not discover them from actual
spending data. It thus begs the questions as to whether the
assumed group of consumers 1n fact even exists, or has the
interests that are assumed for 1t.

Existing approaches also fail to take into account the
degree of success of marketing efforts, with respect to cus-
tomers that are similar to a target customer of a marketing,
elfort.

Accordingly, what 1s needed 1s the ability to model con-
sumer financial behavior based on actual historical spending
patterns that reflect the time-related nature of each consum-
er’s purchase. Further, 1t 1s desirable to extract meaningiul
classifications of merchants based on the actual spending
patterns, and from the combination of these, predict future
spending of an individual consumer 1n specific, meaningiul
merchant groupings. Finally, 1t 1s desirable to provide recom-
mendations based on analysis of customers that are similar to
the target customer, and 1n particular to take into account the
observed degree of success of particular marketing efforts
with respect to such similar customers.

In the application domain of information, and particularly
text retrieval, vector based representations of documents and
words 1s known. Vector space representations of documents

are described in U.S. Pat. No. 5,619,709 1ssued to Caid et. al,




US RE42,663 E

3

and 1n U.S. Pat. No. 5,325,298 1ssued to Gallant. Generally,
vectors are used to represent words or documents. The rela-

tionships between words and between documents 1s learned
and encoded in the vectors by a learning law. However,
because these uses of vector space representations, including,
the context vectors of Caid, are designed for primarily for
information retrieval, they are not etlective for predictive
analysis of behavior when applied to documents such as
credit card statements and the like. When the techniques of
Caid were applied to the prediction problems, i1t had numer-
ous shortcomings. First, it had problems dealing with high
transaction count merchants. These are merchants whose
names appear very frequently in the collections of transaction
statements. Because Caid’s system downplays the signifi-
cance of frequently appearing terms, these high transaction
frequency merchants were not being accurately represented.
Excluding high transaction frequency merchants from the
data set however undermines the system’s ability to predict
transactions in these important merchants. Second, 1t was
discovered that past two 1terations of training, Caid’s system
performance declined, instead of converging. This indicates
that the learning law 1s learming information that 1s only
coincidental to transaction prediction, mstead of information
that 1s specifically for transaction prediction. Accordingly, it
1s desirable to provide a new methodology for learning the
relationships between merchants and consumers so as to
properly retlect the significance of the frequency with which
merchants appears in the transaction data.

SUMMARY OF THE INVENTION

The present invention overcomes the limitations of con-
ventional approaches to consumer analysis by providing a
system and method of analyzing and predicting consumer
financial behavior that uses historical, and time-sensitive,
spending patterns of individual consumers. In one aspect, the
invention generates groupings (segments) ol merchants,
which accurately reflect underlying consumer interests, and a
predictive model of consumer spending patterns for each of
the merchant segments. In another aspect, a supervised seg-
mentation technique 1s employed to develop merchant seg-
ments that are of interest to the user. In yet another aspect, a
“nearest neighbor” technique 1s employed, so as to 1dentily
those customers that are most similar to the target customer
and to make predictions regarding the target customer based
on observed behavior of the nearest neighbors. Current
spending data of an individual consumer or groups of con-
sumers can then be applied to the predictive models to predict
tuture spending of the consumers 1n each of the merchant
clusters, and/or marketing success data with respect to nearest
neighbors can be applied to predict likelihood of success in
promoting particular products to particular customers.

In one aspect, the present invention includes the creation of
data-driven grouping of merchants, based essentially on the
actual spending patterns of a group of consumers. Spending
data of each consumer 1s obtained, which describes the spend-
ing patterns of the consumers 1n a time-related fashion. For
example, credit card data demonstrates not merely the mer-
chants and amounts spent, but also the sequence 1n which
purchases were made. One of the features of the invention 1s
its ability to use the co-occurrence of purchases at different
merchants to group merchants mnto meaningiul merchant seg-
ments. That 1s, merchants that are frequently shopped at
within some number of transactions or time period of each
other reflect a meaningiul cluster. This data-driven clustering
of merchants more accurately describes the interests or pret-
erences of consumers.
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Merchants may also be segmented according to a super-
vised segmentation technique, such as Kohonen’s Learning
Vector Quantization (LVQ) algorithm, as described mn T.
Kohonen, “Improved Versions of Learning Vector Quantiza-
tion,” 1 IJCNN San Diego, 1990; and T. Kohonen, Seli-
Organizing Maps, 2d ed., Springer-Verlag, 1997. Supervised
learning allows characteristics of segments to be directly
specified, so that segments may be defined, for example, as
“art museums,” “book stores,” “Internet merchants,” and the
like. Segment boundaries can be defined by the training algo-
rithm based on training exemplars with known membership
in classes. Segments may be overlapping or mutually exclu-
sive, as desired.

In a preferred embodiment, the analysis of consumer
spending uses spending data, such as credit card statements,
retail data, or any other transaction data, and processes that
data to identily co-occurrences of purchases within defined
co-occurrence windows, which may be based on either a
number of transactions, a time interval, or other sequence
related criteria. Each merchant 1s associated with a vector
representation; 1n one embodiment, the 1nitial vectors for all
of the merchants are randomized to present a quasi-orthogo-
nal set of vectors in a merchant vector space.

Each consumer’s transaction data reflecting their pur-
chases (e.g. credit card statements, bank statements, and the
like) 1s chronologically organized to reflect the general order
in which purchases were made at the merchants. Analysis of
cach consumer’s transaction data 1n various co-occurrence
windows 1dentifies which merchants co-occur. For each pair
of merchants, their respective merchant vectors are updated in
the vector space as a function of their frequency of their
co-occurrence. After processing of the spending data, the
merchant vectors ol merchants that are frequented together
are generally aligned in the same direction 1n the merchant
vector space.

In one embodiment, clustering techniques or supervised
segmentation techmiques are then applied to define merchant
segments. Each merchant segment yields useful information
about the type of merchants associated with 1t, their average
purchase and transaction rates, and other statistical informa-
tion. (Merchant “segments” and merchant “clusters™ are used
interchangeably herein.)

In another embodiment, such segmentation 1s not per-
formed. Rather, a “nearest neighbor’ approach 1s adopted, 1n
order to identily merchants, offers, promotions, and the like,
that were most successiul in connection with consumers that
are determined to be the nearest neighbor to the target con-
SUmet.

Preferably, each consumer 1s also given a profile that
includes various demographic data, and summary data on
spending habits. In addition, each consumer 1s preferably
given a consumer vector. From the spending data, the mer-
chants from whom the consumer has most frequently or
recently purchased are determined. The consumer vector 1s
then the summation of these merchant vectors. As new pur-
chases are made, the consumer vector 1s updated, preferably
decaying the influence of older purchases. In essence, like the
expression “‘you are what you eat,” the present mvention
reveals “you are whom you shop at,” since the vectors of the
merchants are used to construct the vectors of the consumers.

An advantage of this approach is that both consumers and
merchants are represented 1 a common vector space. This
means that given a consumer vector, the merchant vectors that
are “similar” to this consumer vector can be readily deter-
mined (that 1s, they point in generally the same direction in the
merchant vector space), for example using dot product analy-
s1s. Thus, merchants who are “similar’ to the consumer can be




US RE42,663 E

S

casily determined, these being merchants who would likely
be of interest to the consumer, even 1f the consumer has never
purchased from these merchants before.

(Given the merchant segments, the present invention then
creates a predictive model of future spending 1n each mer-
chant segment, based on transaction statistics of historical
spending 1n the merchant segment by those consumers who
have purchased from merchants in the segments, 1n other
segments, and data on overall purchases. In one embodiment,
cach predictive model predicts spending 1n a merchant cluster
in a predicted time interval, such as 3 months, based on
historical spending in the cluster 1n a prior time 1nterval, such
as the previous 6 months. During model training, the histori-
cal transactions in the merchant cluster for consumers who
spent 1n the cluster, 1s summarized 1n each consumer’s profile
in summary statistics, and input ito the predictive model
along with actual spending 1n a predicted time interval. Vali-
dation of the predicted spending with actual spending 1s used
to confirm model performance. The predictive models may be
a neural network, or other multivariate statistical model.

This modeling approach 1s advantageous for two reasons.
First, the predictive models are specific to merchant clusters
that actually appear in the underlying spending data, instead
of for arbitrary classifications of merchants such as SIC
classes. Second, because the consumer spending data of those
consumers who actually purchased at the merchants in the
merchant clusters 1s used, they most accurately reflect how
these consumers have spent and will spend at these mer-
chants.

To predict financial behavior, the consumer profile of a
consumer, using preferably the same type of summary statis-
tics for a recent, past time period, 1s input 1nto the predictive
models for the different merchant clusters. The result 1s a
prediction of the amount of money that the consumer 1s likely
to spend 1n each merchant cluster 1n a future time interval, for
which no actual spending data may yet be available.

For each consumer, a membership function may be defined
which describes how strongly the consumer 1s associated with
cach merchant segment. (Preferably, the membership func-
tion outputs a membership value for each merchant segment.)
The membership function may be the predicted future spend-
ing in each merchant segment, or 1t may be a function of the
consumer vector for the consumer and a merchant segment
vector (e.g. centroid of each merchant segment). The mem-
bership function can be weighted by the amount spent by the
consumer 1n each merchant segment, or other factors. Given
the membership function, the merchant clusters for which the
consumer has the highest membership values are of particular
interest: they are the clusters in which the consumer will
spend the most money in the future, or whose spending habaits
are most similar to the merchants in the cluster. This allows
very specific and accurate targeting of promotions, advertis-
ing and the like to these consumers. A financial 1nstitution
using the predicted spending information can direct promo-
tional offers to consumers who are predicted to spend heavily
in a merchant segment, with the promotional ofifers associ-
ated with merchants 1n the merchant segment.

Also, given the membership values, changes in the mem-
bership values can be readily determined over time, to 1den-
tify transitions by the consumer between merchants segments
of interest. For example, each month (e.g. after a new credit
card billing period or bank statement), the membership func-
tion 1s determined for a consumer, resulting 1n a new mem-
bership value for each merchant cluster. The new membership
values can be compared with the previous month’s member-
ship values to indicate the largest positive and negative
increases, revealing the consumer’s changing purchasing
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habits. Positive changes retlect purchasing interests in new
merchant clusters; negative changes retlect the consumer’s
lack of interest in a merchant cluster 1n the past month. Seg-
ment transitions such as these further enable a financial 1nsti-
tution to target consumers with promotions for merchants in
the segments 1n which the consumers show significant
increases 1n membership values.

In another aspect, the present invention provides an
improved methodology {for learming the relationships
between merchants in transaction data, and defining vectors
that represent the merchants. More particularly, this aspect of
the invention accurately 1dentifies and captures the patterns of
spending behavior that result 1n the co-occurrence of trans-
actions at different merchants. The methodology 1s generally
as follows:

First, the number of times that each pair of merchants
co-occurs with one another in the transaction data 1s deter-
mined. The underlying intuition here 1s that merchants whom
the consumers’ behaviors indicates as being related will occur
together often, whereas unrelated merchants do not occur
together often. For example, a new mother will likely shop at
chuldren’s clothes stores, toy stores, and other similar mer-
chants, whereas a single young male will likely not shop at
these types of merchants. The 1dentification of merchants 1s
by counting occurrences of merchants’ names in the transac-
tion data. The merchants’ names may be normalized to reduce
variations and equate different versions of a merchant’s name
to a single common name.

Next, a relationship strength between each pair of mer-
chants 1s determined based on how much the observed co-
occurrence ol the merchants deviated from an expected co-
occurrence of the merchant pair. The expected co-occurrence
1s based on statistical measures of how frequently the indi-
vidual merchants appear 1n the transaction data or in co-
occurrence events. Various relationship strength measures
may be used, based on for example, standard deviations of
predicted co-occurrence, or log-likelihood ratios.

The relationship strength measure has the features that two

merchants that co-occur significantly more often than
expected are positively related to one another; two merchants
that co-occur significantly less often than expected are nega-
tively related to one another, and two merchants that co-occur
about the number of times expected are not related.
The relationship strength between each pair of merchants
1s then mapped 1nto the vector space. This 1s done by deter-
mining the desired dot product between each pair of merchant
vectors as a function of the relationship strength between the
pair ol merchants. This step has the feature that merchant
vectors for positively related merchants have a positive dot
product, the merchant vectors for negatively related mer-
chants have a negative dot product, and the merchant vectors
for unrelated merchants have a zero dot product.

Finally, given the determined dot products for merchant
vector pairs, the locations of the merchant vectors are updated
so that actual dot products between them at least closely
approximate the desired dot products previously determined.

The present invention also includes a method for determin-
ing whether any two strings represent the same thing, such as
variant spellings of a merchant name. This aspect of the
invention 1s beneficially used to 1dentity and normalize mer-
chant names given what 1s typically a varniety of different
spellings or forms of a same merchant name in large quanti-
ties of transaction data. In this aspect of the invention, the
frequency of individual trigrams (more generally, n-grams)
for a set of strings, such as merchant names 1n transaction
data, 1s determined. Each trigram 1s given a weight based on
its frequency. Preferably, frequently occurring trigrams are
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assigned low weights, while rare trigrams are assigned high
weights. A high dimensional vector space 1s defined, with one
dimension for each trigram. Orthogonal unit vectors are
defined for each trigram. Each string (e.g. merchant name) to
be compared is given a vector 1n the trigram vector space. This
vector 1s defined as the sum of the unit vectors for each
trigram in the string, weighted by the trigram weight. Any two
strings, such as merchant names, can now be compared by
taking their dot product. If the dot product 1s above a threshold
(determined from analysis of the data set), then the strings are
deemed to be equivalents of each other. Normalizing the
length of the string vectors may be used to make the compari-
son insensitive to the length of the original strings. With either
partial (normalization of one string but not the other) or
non-normalization, string length influences the comparison,
but may be used to match parts of one string against the
entirety ol another string. This methodology provides for an
extremely fast and accurate mechanism for string matching.
The matching process may be used to determine, for example,
whether two merchant names are the same, two company
names, two people names, or the like. This 1s useful 1n appli-
cations needing to reconcile divergent sources or types of data
containing strings that reference to a common group of enti-
ties (e.g. transaction records from many transaction sources
containing names of merchants).

In another aspect, the present invention employs nearest-
neighbor techniques to predict responses to offers or other
marketing-related value. Once consumer vectors have been
developed as discussed above, a reference set of consumers 1s
selected, having known response rates to offers (or having
other characteristics that are known to be related to or good
predictors of response rates). Each consumer 1n the reference
set has a vector and a value describing the known or predicted
response rate relevant to the offer being analyzed. The con-
sumer vector for a proposed target consumer 1s obtained, and
the nearest neighbors in the reference set are identified. The
response rate among the nearest neighbors 1s aggregated and
used as a predictor of the likely response rate for the target
consumer. Based onthis score for a number of potential target
consumers, the marketing effort can be targeted at those con-
sumers most likely to respond favorably, thus improving the
eificiency of the marketing campaign.

In yet another embodiment, the present invention employs
supervised segmentation of consumer vectors, based on
manually applied labels for a reference population, in order to
generate predictions of response rates.

The present mnvention may be embodied 1n various forms.
As a computer program product, the present invention
includes a data preprocessing module that takes consumer
spending data and processes 1t into organized files of account
related and time organized purchases. Processing of merchant
names 1n the spending data 1s provided to normalize variant
names of individual merchants. A data post-processing mod-
ule generates consumer profiles of summary statistics in
selected time intervals, for use in training the predictive
model. A predictive model generation system creates mer-
chant vectors, and clusters them 1nto merchant clusters, and
trains the predictive model of each merchant segment using
the consumer profiles and transaction data. Merchant vectors
and consumer profiles are stored in databases. A profiling
engine applies consumer profiles and consumer transaction
data to the predictive models to provide predicted spending 1n
cach merchant segment, and to compute membership func-
tions of the consumers for the merchant segment. A reporting,
engine outputs reports in various formats regarding the pre-
dicted spending and membership information. A segment
transition detection engine computes changes 1 each con-
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sumer’s membership values to 1dentily significant transitions
of the consumer between merchant clusters. The present
invention may also be embodied as a system, with the above
program product element cooperating with computer hard-
ware components, and as a computer-implemented method.

DESCRIPTION OF THE DRAWINGS

FIGS. 1a-1c¢ are illustrations of merchant and consumer
vector representations.

FIG. 2 1s a sample list of merchant segments.

FIG. 3 1s a flowchart of the overall process of the present
invention.

FIG. 4a 1s an illustration of the system architecture of one
embodiment of the present invention during operation.

FIG. 4b 15 an 1llustration of the system architecture of the
present mvention during development and training of mer-
chant vectors, and merchant segment predictive models.

FIG. 5 1s an illustration of the functional components ofthe
predictive model generation system.

FIGS. 6a and 6b are illustrations of forward and backward
co-occurrence windows.

FIG. 7a 1s an illustration of the master file data prior to
stemming and equivalencing, and FIG. 7b 1s an illustration of
a forward co-occurrence window 1n this portion of the master
file after stemming and equivalencing.

FIG. 8 1s an 1llustration of the various types of observations
during model traiming.

FIG. 9 1s an illustration of the application of multiple
consumer account data to the multiple segment predictive
models.

FIG. 10 1s a flowchart of a process of supervised segmen-
tation according to one embodiment of the present invention.

FIGS. 11A through 11C show an example of segment
vector adjustment.

FIGS. 12A through 12C show a second example of seg-
ment vector adjustment.

FIG. 13 1s a block diagram showing an example of response
prediction using a predictive model.

FIG. 14 1s a flow chart depicting a nearest-neighbor
response prediction technique according to one embodiment
of the present invention.

FIG. 15 1s a tlow chart depicting a technique of supervised
segmentation ol consumer vectors for predicting a response
rate for a consumer with regard to a particular offer.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

A. Overview of Consumer and Merchant Vector Represen-
tation and the Co-occurrence of Merchant Purchases
B. System Overview
C. Functional Overview
D. Data Preprocessing Module
E. Predictive Model Generation System
1. Merchant Vector Generation
2. Training of Merchant Vectors: The UDL Algorithm
a) Co-occurrence Counting
1) Forward co-occurrence counting
11) Backward co-occurrence counting
111) Bi-directional co-occurrence counting
b) Estimating Expected Co-occurrence Counts
¢) Desired Dot-Products between Merchant Vectors
d) Merchant Vector Training
3. Clustering Module
F. Data Postprocessing Module
G. Predictive Model Generation
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H. Profiling Engine
1. Membership Function: Predicted Spending In Each
Segment
2. Segment Membership Based on Consumer Vectors
3. Updating of Consumer Profiles
I. Reporting Engine
1. Basic Reporting Functionality
2. General Segment Report
a) General Segment Information
b) Segment Members Information
¢) Lift Chart
d) Population Statistics Tables
1) Segment Statistics
11) Row Descriptions

J. Targeting Engine

K. Segment Transition Detection

L. Nearest-Neighbor Techniques

M. ... Supervised Segmentation of Consumer Vectors
A. Overview of Consumer and Merchant Vector Representa-
tion and the Co-Occurrence of Merchant Purchases

One feature of the present invention that enables prediction
of consumer spending levels at specific merchants and pre-
diction of response rates to marketing offers 1s the ability to
represent both consumer and merchants in the same modeling,
representation. A conventional example 1s attempting to clas-
s11y both consumers and merchants with demographic labels
(e.g. “baby boomers™, or “empty-nesters™). This conventional
approach is simply arbitrary, and does not provide any mecha-
nisms for directly quantitying how similar a consumer 1s to
various merchants. The present invention, however, does pro-
vide such a quantifiable analysis, based on high-dimensional
vector representations of both consumers and merchants, and
the co-occurrence of merchants in the spending data of 1ndi-
vidual consumers.

Referring now to FIGS. 1a and 1b, there 1s shown a sim-
plified model of the vector space representation of merchants
and consumers. The vector space 100 1s shown here with only
three axes, but in practice 1s a high dimensional hypersphere,
typically having 100-300 components. In this vector space
100, each merchant 1s assigned a merchant vector. Preferably,
the mitial assignment of each merchant’s vector contains
essentially randomly valued vector components, to provide
for a quasi-orthogonal distribution of the merchant vectors.
This means that initially, the merchant vectors are essentially
perpendicular to each other, so that there 1s no predetermined
or assumed association or similarity between merchants.

In FIG. 1a, there 1s shown merchant vectors for five mer-
chants, A, B, C, D, and E after initialization, and prior to being
updated. Merchant A 1s an upscale clothing store, merchant B
1s a discount furniture store, merchant C 1s an upscale furni-
ture store, merchant D 1s a discount clothing catalog outlet,
and merchant E 1s a online store for fashion jewelry. As shown
in FIG. 1c, merchants A and D have the same SIC code
because they are both clothing stores, and merchants B and C
have the same SIC code because they are both furniture
stores. In other words, the SIC codes do not distinguish
between the types of consumers who frequent these stores.

In FIG. 1b, there 1s shown the same vector space 100 after
consumer spending data has been processed according to the
present invention to train the merchant vectors. The training
ol merchant vectors 1s based on co-occurrence of merchants
in each consumer’s transaction data. FIG. 1c illustrates con-
sumer transaction data 104 for two consumers, C1 and C2.
The transaction data for C1 includes transactions 110 at mer-
chants A, C, and E. In this example, the transaction at mer-
chants A and C co-occur within a co-occurrence window 108
likewise the transactions at merchants C and E co-occur
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within a separate co-occurrence window 108. The transaction
data for C2 includes transactions 110 at merchants B and D,
which also form a co-occurrence event.

Merchants for whom transactions co-occur in a consuim-
er’s spending data have their vectors updated to point more 1n
the same direction 1n the vector space, that 1s making their
respective vector component values more similar.

Thus, 1n FIG. 1b, following processing of the consumer
transaction data, the merchant vectors for merchants A, C,
and E have been updated, based on actual spending data, such
as C1’s transactions, to point generally 1n the same direction,
as have the merchant vectors for merchants B and D, based on
C2’s transactions. Clustering techniques are used then to
identify clusters or segments of merchants based on their
merchant vectors. In the example of FIG. 1b, a merchant
segment 1s defined to include merchants A, C, and E, such as
“upscale-technology_savvy.” Note that as defined above, the
SIC codes of these merchants are entirely unrelated, and so
SIC code analysis would not reveal this group of merchants.
Further, a different segment with merchants B and D 1s 1den-
tified, even though the merchants share the same SIC codes
with the merchants 1n the first segment, as shown in the
transaction data 104.

Each merchant segment 1s associated with a merchant seg-
ment vector 1035, preferably the centroid of the merchant
cluster. Based on the types of merchants in the merchant
segment, and the consumers who have purchased in the seg-
ment, a segment name can be defined, and may express the
industry, sub-industry, geography, and/or consumer demo-
graphics.

The merchant segments provide very useful information
about the consumers. In FIG. 1b there 1s shown the consumer
vectors 106 for consumers C1 and C2. Each consumer’s
vector 1s a summary vector of the merchants at which the
consumer shops. This summary 1s preferably the vector sum
of merchant vectors at which the consumer has shopped at 1n
defined recent time interval. The vector sum can be weighted
by the recency of the purchases, their dollar amount, or other
factors.

Being 1in the same vector space as the merchant vectors, the
consumer vectors 106 reveal the consumer’s interests in
terms of their actual spending behavior. This information 1s
by far a better base upon which to predict consumer spending
at merchants, and likely response rates to offers, than super-
ficial demographic labels or categories. Thus, consumer C1°s
vector 1s very strongly aligned with the merchant vectors of
merchants A, C, and E, indicating C1 1s likely to be interested
in the products and services of these merchants. C1’s vector
can be aligned with these merchants, even if C1 never pur-
chased at any of them before. Thus, merchants A, C, and E
have a clear means for identifying consumers who may be
interested 1n purchasing from them.

Which consumers are associated with which merchant seg-
ments can also determined by a membership tunction. This
function can be based entirely on the merchant segment vec-
tors and the consumer vectors (e.g. dot product), or on other
quantifiable data, such as amount spent by a consumer in each
merchant segment, or a predicted amount to be spent.

(iven the consumers who are members of a segment, use-
ful statistics can be generated for the segment, such as average
amount spent, spending rate, ratios of how much these con-
sumers spend 1n the segment compared with the population
average, response rates to offers, and so forth. This informa-
tion enables merchants to finely target and promote their
products to the appropriate consumers.

FIG. 2 1llustrates portions of a sample index of merchant
segments, as may be produced by the present invention. Seg-




US RE42,663 E

11

ments are named by assigning each segment a unique seg-
ment number 200 between 1 and M the total number of
segments. In addition, each segment has a description field
210, which describes the merchant segment. A preferred
description field 1s of the form:

Major Categories: Minor Categories: Demographics:
Geography

Major categories 202 describe how the customers in a
merchant segment typically use their accounts. Uses include
retail purchases, direct marketing purchases, and where this
type cannot be determined, then other major categories, such
as travel uses, educational uses, services, and the like. Minor
categories 204 describe both a subtype of the major category
(e.g. subscriptions being a subtype of direct marketing) or the
products or services purchased in the transactions (e.g. house-
wares, sporting goods, furniture) commonly purchased 1n the
segment. Demographics information 206 uses account data
from the consumers who frequent this segment to describe the
most frequent or average demographic features, such as age
range or gender, of the consumers. Geographic information
208 uses the account data to describe the most common
geographic location of transactions in the segment. In each
portion of the segment description 210 one or more descrip-
tors may be used (1.e. multiple major, minor, demographic, or
geographic descriptors). This naming convention 1s much
more powertul and fine-grained than conventional SIC clas-
sifications, and provides insights into not just the industries of
different merchants (as 1n SIC) but more importantly, into the
geographic, approximate age or gender, and lifestyle choices
ol consumers 1n each segment.

The various types of segment reports are further described
in section 1. Reporting Engine, below.

B. System Overview

Turning now to FIG. 4a there 1s shown an illustration of a
system architecture of one embodiment of the present inven-
tion during operation in a mode for predicting consumer
spending. System 400 includes a data preprocessing module
402, a data postprocessing module 410, a profiling engine
412, and a reporting engine 426. Optional elements include a
segment transition detection engine 420 and a targeting
engine 422. System 400 operates on different types of data as
inputs, including consumer summary file 404 and consumer
transaction file 406, generates interim models and data,
including the consumer profiles 1n profile database 414, mer-
chant vectors 416, merchant segments 417, merchant seg-
ment predictive models 418, and produces various usetul
outputs including various segment reports 428-432.

FI1G. 4b 1llustrates system 400 during operation 1n a train-
ing mode, and here additionally include predictive model
generation system 440.

C. Functional Overview

Referring now to FIG. 3, there 1s shown a functional over-
view of the processes supported by the present invention. The
process flow illustrated and described here 1s exemplary of
how the present invention may be used, but does not limit the
present invention to this exact process flow, as variants may be
casily devised.

Generally then, master files 408 are created or updated 300
from account transaction data for a large collection of con-
sumers (account holders) of a financial 1institution, as may be
stored 1n the consumer summary files 404 and the consumer
transaction files 406. The master files 408 collect and orga-
nize the transactions of each consumer from different state-
ment periods into a date ordered sequence of transaction data
for each consumer. Processing of the master files 408 normal-
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1zes merchant names 1n the transaction data, and generates
frequency statistics on the frequency of occurrence of mer-
chant names.

In a training mode, the present invention creates or updates
302 merchant vectors associated with the merchant names.
The merchant vectors are based on the co-occurrence of mer-
chants’ names 1n defined co-occurrence windows (such as a
number of transactions or period of time). Co-occurrence
statistics are used to derive measures of how closely related
any two merchants are based on their frequencies of co-
occurrence with each other, and with other merchants. The
relationship measures 1 turn influence the positioning of
merchant vectors 1n the vector space so that merchants who
frequently co-occur have vectors that are similarly oriented 1n
the vector space, and the degree of similarity of the merchant
vectors 1s a function of their co-occurrence rate.

The merchant vectors are then clustered 304 into merchant
segments. The merchant segments generally describe groups
of merchants that are naturally (in the data), shopped at
“together” based on the transactions of the many consumers.
Each merchant segment has a segment vector computed for 1t,
which 1s a summary (e.g. centroid) of the merchant vectors in
the merchant segment. Merchant segments provide very rich
information about the merchants that are members of the
segments, including statistics on rates and volumes of trans-
actions, purchases, and the like.

With the merchant segments now defined, a predictive
model of spending behavior 1s created 306 for each merchant
segment. The predictive model for each segment 1s derived
from observations of consumer transactions in two time peri-
ods: an mnput time window and a subsequent prediction time
window. Data from transactions in the input time window for
cach consumer (including both segment specific and cross-
segment) 1s used to extract independent variables, and actual
spending 1n the prediction window provides the dependent
variable. The independent variables typically describe the
rate, frequency, and monetary amounts of spending 1n all
segments and 1n the segment being modeled. A consumer
vector dertved from the consumer’s transactions may also be
used. Validation and analysis of the segment predictive mod-
¢ls may be done to confirm the performance of the models.

In one embodiment, a predictive model may also be devel-
oped to predict spending at vendors, responses to particular
offers or other marketing schemes, and the like, that are not
associated with a particular market segment. The predictive
model 1s trained using vector values of a number of customers
with respect to a number of market segments. The customers’
known spending behavior and/or responses to offers (both
positive and negative exemplars) are provided as training data
for the predictive model. Based on these data items, the model
1s trained, using known techmiques such as neural network
backward propagation techniques, linear regression, and the
like. A predicted response or spending behavior estimate can
then be generated based on vector values for a customer with
respect to a number of market segments, even when the
behavior being predicted does not correspond to any of the
known market segments.

In the production phase, the system 1s used to predict
spending, either in future time periods for which there 1s no
actual data as of yet, or in a recent past time period for which
data 1s available and which 1s used for retrospective analysis.
Generally, each account (or consumer) has a profile summa-
rizing the transactional behavior of the account holder. This
information is created, or updated 308 with recent transaction
data 1f present, to generate the appropriate variables for input
into the predictive models for the segments. (Generation of
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the independent variables for model generation may also
involve updating 308 of account profiles.)

Each account further includes a consumer vector which 1s
derived, e.g. as a summary vector, from the merchant vectors
of the merchant at which the consumer has purchased 1n a
defined time period, say the last three months. Each merchant
vector’s contribution to the consumer vector can be weighted
by the consumer’s transactions at the merchants, such as by
transaction amounts, rates, or recency. The consumer vectors,
in conjunction with the merchant segment vectors provide an
initial level of predictive power. Each consumer can now be
associated with the merchant segment having a merchant
segment vector closest to the consumer vector for the con-
SUMmet.

Using the updated account profiles, this data 1s mnput into
the set of predictive models to generate 310 for each con-
sumer, an amount of predicted spending in each merchant
segment 1n a desired prediction time period. For example, the
predictive models may be trained on a six-month input win-
dow to predict spending 1n a subsequent three-month predic-
tion window. The predicted period may be an actual future
period or a current (e.g. recently ended) period for which
actual spending 1s available.

The predicted spending levels and consumer profiles allow
for various levels and types of account and segment analysis
312. First, each account may be analyzed to determine which
segment (or segments) the account 1s a member of, based on
various membership functions. A preferred membership
function 1s the predicted spending value, so that each con-
sumer 1s a member of the segment for which they have the
highest predicted spending. Other measures of association
between accounts and segments may be based on percentile
rankings ol each consumer’s predicted spending across the
various merchant segments. With any of these (or similar)
methods of determining which consumers are associated with
which segments, an analysis of the rates and volumes of
different types of transactions by consumers in each segment
can be generated. Further, targeting of accounts 1n one or
more segments may be used to selectively identify popula-
tions of consumers with predicted high dollar amount or
transaction rates. Account analysis also 1dentifies consumers
who have transitioned between segments as indicated by
increased or decreased membership values.

Using targeting criteria, promotions directed 314 to spe-
cific consumers in specific segments and the merchants 1n
those segments can be realized. For example, given a mer-
chant segment, the consumers with the highest levels (or
rankings) of predicted spending 1n the segment may be 1den-
tified, or the consumers having consumer vectors closest to
the segment vector may be selected. Or, the consumers who
have highest levels of increased membership 1n a segment
may be selected. The merchants that make up the segment are
known from the segment clustering 304. One or more promo-
tional offers specific to merchants in the segment can be
created, such as discounts, incentives and the like. The mer-
chant-specific promotional offers are then directed to the
selected consumers. Since these account holders have been
identified as having the greatest likelihood of spending 1n the
segment, the promotional offers beneficially coincide with
their predicted spending behavior. This desirably results in an
increased success rate at which the promotional offers are
redeemed.

In an alternative embodiment, supervised segmentation 1s
performed 1n place of the data-driven segmentation approach
described above. Supervised segmentation allows a user to
specily particular merchant segments that are of 1nterest, so
that relevant data can be extracted 1n a relevant and usable
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form. Examples of user-defined merchant segments include
“art museums,” “book stores,” and “Internet to merchants.”
Supervised segmentation allows a user to direct the system to
provide predictive and analytical data concerning those par-
ticular segments 1n which the user 1s interested.

The technique of supervised segmentation, as employed by
one embodiment of the present mnvention, determines seg-
ment boundaries and segment membership for merchants.
Segment vectors are initialized, and are then iteratively
adjusted using a training algorithm, until the segment vectors
represent a meaningful summary of merchants belonging to
the corresponding segment. The basis for the training algo-
rithm 1s a Learning Vector Quantization (LVQ) technique, as
described for example, in T. Kohonen, “Improved Versions of
Learning Vector Quantization,” mn IJCNN San Diego, 1990.
According to the techniques of the system, segments may
overlap or they may be mutually exclusive, depending on user
preference and the particular application. For example, with
overlapping segments, a particular merchant (such as an
Internet bookstore) might be a member of two or more mer-
chant segments (e.g. “book stores” and “Internet mer-
chants™). ITf mutually exclusive segments are used, the mer-
chant will be assigned to only one segment, based on the
learning algorithm’s determination as to which segment 1s
most suitable for the merchant.

Referring now to FI1G. 10, there 1s shown a tlowchart of an
example of a supervised segmentation technique as may be
used 1n connection with the present invention. According to
the flowchart of FIG. 10, the system accepts user input speci-
tying segments, and further specitying segment labels for a
subset of merchants. Segment vectors are then iteratively
adjusted based on the assigned segment labels, until segment
vectors accurately represent an aggregation ol the members
of the respective segments.

A user specifies 1001 a set of merchant segments. A set of
segment vectors are imtialized 1002 for the specified mer-
chant segments. The mnitial segment vectors may be orthogo-
nal to one another, or randomly assigned. Typically, the seg-
ment vectors occupy the same space as do merchant vectors,
so that memberships, degrees of similarity, and affinities
between merchants and segments can be defined and quanti-
fied.

For at least a subset of merchants, the user provides 1003
segment labels. In other words, the user assigns the merchant
to one (or more) of the specified merchant segments. These
manually assigned segment labels are then used by the system
ol the present invention to train and refine segment vectors, as
follows.

A labeled merchant 1s selected 1004. The merchant vector
(derived previously from step 302 of FIG. 3, as described
above), 1s obtained for the selected merchant, and a segment
1s selected 1005 for the merchant based on the merchant
vector. In one embodiment, the segment having a segment
vector that 1s most closely aligned with the merchant vector
(this may be determined, for example, by calculating the
dot-product of the segment vector and merchant vector). I, 1n
1006, the selected segment does not correspond to the seg-
ment label that has been assigned to the merchant, one or
more segment vectors are adjusted 1008 1n an effort to “train”™
the segment vectors. Either the segment vector for the
assigned segment 1s moved farther from the merchant vector,
or the “correct” segment vector (1.e., the segment vector clos-
est to the merchant vector) 1s moved closer to the merchant
vector, or both vectors are adjusted. If 1n 1006, the selected
segment does correspond to the segment label that has been
assigned to the merchant, one can optionally move the seg-
ment vector to the merchant vector 1010.
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Referring to FIGS. 11A through 11C, there are shown
examples of segment vector adjustments that may be per-
formed when the selected segment does not correspond to the
segment label assigned to the merchant. FIG. 11A depicts a
starting position for a merchant vector MV and three segment
vectors SV,, SV,, and SV ;. For illustrative purposes, vector
space 100 1s depicted as having three dimensions, though 1n
practice it 1s a hypersphere having any number of dimensions.
MYV 1s assumed to have been manually assigned to segment 1,
corresponding to segment vector SV, . It can be seen from the
starting positions shown 1n FI1G. 11A that the segment vector
closest to merchant vector MV 1s SV ,, which does not corre-
spond to the assigned segment. Accordingly, one or more of
segment vectors SV, and SV, are adjusted.

FIG. 11B depicts an adjustment that may be performed on
the segment vector SV, that 1s closest to the merchant vector
MYV. Segment vector SV, 1s moved away from MYV, so as to
reflect the fact that MV was not assigned to SV, FIG. 11C
depicts another adjustment that may be performed; in this
figure, segment vector SV, 1s moved closer to MV, so as to
reflect the fact that MV was assigned to SV, . In an alternative
embodiment, both adjustments depicted 1n FIGS. 11B and
11C may be performed.

The degree and direction of adjustment may be determined
by any desired means. For example, as described in Kohonen
(1990), adjustment of SV, as shown 1n FIG. 11B may be

described as
SV5(t+1)=SV5(1)—_(O[MV(1)-SV,(1)]

where 0<_(t)<1, and __ 1s decreasing monotonically with
time (e.g. linearly, starting from a small value like 0.01 or
0.02).

Meanwhile, adjustment of SV1 as shown in FIG. 11C may
be described as

SV, (t+1)=SV ,(D)+_(0)[MV(t)-SV,(1)]

where 0<_(t)<1, and __ 1s decreasing monotonically with
time (e.g. linearly, starting from a small value like 0.01 or
0.02).

If, 1n 1006, the selected segment does correspond to the
segment label that has been assigned to the merchant, zero or
more segment vectors are adjusted 1008. Fither the segment
vectors are leit unchanged, or 1n an alternative embodiment,
the assigned segment vector 1s moved closer to the merchant
vector.

Referring to FIGS. 12A through 12C, there 1s shown an
example of a segment vector adjustment that may be per-
formed when the selected segment does correspond to the
segment label assigned to the merchant. FIG. 12A depicts a
starting position for a merchant vector MV and three segment
vectors SV,, SV, and SV;. MV 1s assumed to have been
manually assigned to segment 1, corresponding to segment
vector SV, . Itcan be seen from the starting positions shown in
FIG. 12A that the segment vector closest to merchant vector
MYV 1s SV, which does correspond to the assigned segment.
Accordingly, etther the vectors are left unchanged as shown in
FIG. 12B, or, as shown 1 FIG. 12C, segment vector SV, 1s
moved closer to MV, so as to reflect the fact that MV was
correctly assigned to SV,.

The degree and direction of adjustment may be determined
by any desired means. For example, as described in Kohonen
(1990), adjustment of SV, as shown 1n FIG. 12C may be
described as

SV, (t+1)=SV,(O)+_(OH[MV(t)-SV ,(1)]

where 0<_(t)<<1, and __ 1s decreasing monotonically with
time (e.g. linearly, starting from a small value like 0.01 or

0.02).
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In yet another embodiment, segment membership 1s non-
exclusive, so that a merchant may be a member of more than
one segment. A tolerance radius 1s established around each
segment vector; this tolerance radius may be expressed as a
maximum allowable distance from the endpoint of the seg-
ment vector on the surface of a unit sphere. The tolerance
radius may also be expressed as a minimum value resulting
from a dot-product operation on the segment vector and a
merchant vector; if the dot-product value exceeds this thresh-

old value, the merchant 1s designated a member of the seg-
ment.

Rather than adjusting segment vectors based on a determi-
nation of which segment vector 1s closest to the merchant
vector, 1 this embodiment segment vectors are adjusted
based on a determination of the merchant vector falling
within the tolerance radius for one or more segment vectors.
Adjustment of segment vectors may be performed as follows.
Segment labels are assigned to a merchant as described above
in step 1003 of FIG. 10. The merchant vector 1s compared
with segment vectors in order to determine whether the mer-
chant vector falls within the predefined tolerance radius for
cach segment vector. For each segment for which the mer-
chant vector falls within the tolerance radius of the segment
vector:

If the segment 1s one whose label was not assigned to the
merchant, adjust the segment vector to be farther from
the merchant vector (FIG. 11B) and/or adjust other seg-
ment vectors corresponding to segments whose labels
were assigned to the merchant to be closer to the mer-
chant vector (FIG. 11C).

If the segment 1s one whose label was assigned to the
merchant, either do nothing (FIG. 12B) or adjust the
segment vector to be closer to the merchant vector (FIG.
12C).

Once segments have been adjusted (if appropriate), a deter-
mination 1s made 1007 as to whether more training 1s
required. This determination 1s made based on known con-
vergence determination methods, or by reference to a pre-
defined count of training iterations, or by other appropriate
means. One advantage to the present invention 1s that not all
merchants need be manually labeled 1n order to effectively
train the vector set; once the segment vectors are suificiently
trained, merchants will automatically become associated
with appropriate segments based on the positioning of their
vectors.

As will be apparent to one skilled 1n the art, the supervised
segmentation approach provides an alternative to unsuper-
vised data-driven segmentation methods, and facilitates
analysis of particular market segments or merchant types that
are ol interest. Thus, the above-described approach may be
employed 1n place of the clustering methods previously
described.

As 1mndicated above, the various techniques of the present
invention can be applied to other domains and environments.
Thus references to “merchants,” ““accounts,” and “customers”
are merely exemplary, and are not intended to limait the scope
of the ivention.

D. Data Preprocessing Module

The data preprocessing module 402 (DPM) does initial
processing of consumer data recerved from a source of con-
sumer accounts and transactions, such as a credit card 1ssuer,
in preparation for creating the merchant vectors, consumer
vectors, and merchant segment predictive models. DPM 402
1s used 1n both production and training modes. (In this dis-
closure, the terms “consumer,’” “customer,” and “account
holder” are used interchangeably).
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The inputs for the DPM are the consumer summary file 404
and the consumer transaction file 406. Generally, the con-
sumer summary file 404 provides account data on each con-
sumer who transaction data 1s to be processed, such as
account number and other account identifying and descriptive
information. The consumer transaction file 406 provides
details of each consumer’s transactions. The DPM 402 pro-
cesses these files to organize both sets of data by account
identifiers of the consumer accounts, and merges the data files
so that each consumer’s summary data 1s available with their
transactions.

Customer summary file 404: The customer summary file
404 contains one record for each customer that 1s profiled by
the system, and includes account information of the custom-
er’s account, and optionally includes demographic informa-
tion about the customer. The consumer summary file 404 1s
typically one that a financial institution, such as a bank, credit
card 1ssuer, department store, and the like maintains on each
consumer. The customer or the financial istitution may sup-
ply the additional demographic fields that are deemed to be of
informational or of predictive value. Examples of demo-
graphic fields include age, gender and income; other demo-
graphic fields may be provided, as desired by the financial
institution.

Table 1 describes one set of fields for the customer sum-
mary file 404 for a preferred embodiment. Most fields are
self-explanatory. The only required field 1s an account 1den-
tifier that uniquely identifies each consumer account and
transactions. This account identifier may be the same as the
consumer’s account number; however, 1t 1s preferable to have
a different 1dentifier used, since a consumer may have mul-
tiple account relationships with the financial 1nstitution (e.g.
multiple credit cards or bank accounts), and all transactions of
the consumer should be dealt with together. The account
identifier 1s preferably derived from the account number, such
as by a one-way hash or encrypted value, such that each
account identifier 1s uniquely associated with an account
number. The pop_id field 1s optionally used to segment the
population of customers into arbitrary distinct populations as
specified by the financial institution, for example by payment
history, account type, geographic region, etc.

TABL.

(L]

1

Customer Summary File

Description Sample Format
Account__1d Char[max 24]
Pop_1d Char (*1°-*N")
Account__number Char|max 16]
Credit bureau Short int as
score string

Internal credit risk Short int as
score string

Int as string
Int as string
Int as string

Ytd purchases
Ytd cash_adv
Ytd__ int_ purchases

Ytd int_ cash adv Int as string
State_ code Char[max 2]
Zip__code Char[max 3]

Demographic__1 Int as string

Demographic_ N Int as string

Note the additional, optional demographic fields for con-
taining demographic information about each consumer. In
addition to demographic mformation, various summary sta
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tistics of the consumer’s account may be included. These
include any of the following:

TABLE 2

Example Demographic Fields for Customer Summary File

Description Explanation

Cardholder zip code
Months on books or open
date

Number of people on the
account

Credit risk score

Cycles delinquent

Credit line

Equivalent to number of plastics

Open to buy
Initial month statement Balance on the account prior to
balance the first month of transaction

data pull

Balance on the account at the
end of the transaction data
pulled

For each month of transaction
data contributed or the average
over last year.

For each month of transaction
data contributed or the average
over last year.

For each month of transaction
data contributed or the average
over last year.

For each month of transaction
data contributed or the average
over last year.

For each month of transaction
data contributed or the average
over last year.

For each month of transaction
data contributed or the average
over last year.

For each month of transaction
data contributed or the average
over last year.

For each month of transaction
data contributed or the average
over last year.

[.ast month statement
balance

Monthly payment amount

Monthly cash advance
amount

Monthly cash advance count
Monthly purchase amount
Monthly purchase count

Monthly cash advance
interest

Monthly purchase interest

Monthly late charge

Consumer transaction file 406. The consumer transaction
file 406 contains transaction level data for the consumers 1n
the consumer summary file. The shared key 1s the account_1d.
In a preferred embodiment, the transaction file has the fol-
lowing description.

TABL.

L1l

3

Consumer Transaction File

Description Sample Format

Account id
Account number

Pop_id

Quoted char(24) - [0-9]
Quoted char(16) - [0-9]
Quoted char(l) - [0-128]

Transaction_ code Integer
Transaction__amount Float

Transaction_ fime HH:MM:SS
Transaction_ date YYYYMMDD
Transaction__type Char(5)

SIC_ code Char(5) - [0-9]
Merchant__descriptor Char(25)

SKU Number Variable length list
Merchant zip code Char[max 3]

The SKU and merchant zip code data are optional, and may
be used for more fine-grained filtering of which transactions
are considered as co-occurring.
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The output for the DPM 1s the collection of master files 408
containing a merged file of the account information and trans-
action information for each consumer. The master file 1s gen-
crated as a preprocessing step before mputting data to the
profiling engine 412. The master file 408 1s essentially the
customer summary file 404 with the consumer’s transactions
appended to the end of each consumer’s account record.
Hence the master file has variable length records. The master
files 408 are pretferably stored in a database format allowing
tor SQL querying. There 1s one record per account identifier.

In a preferred embodiment, the master files 408 have the
following information:

TABLE 4
Master File 408
Description Sample Format
Account__id Char[max 24]
Pop__1d Char (*1°-*N")
Account__number Char|max 16]

Short int as string
Int as string
Int as string
Int as string
Int as string

Char[max 2]
Int as string

Credit bureau score

Ytd purchases

Ytd_ cash advances
Ytd__interest _on_ purchases
Ytd interest on_ cash advs
State code

Demographic_ 1

Demographic N Int as string

<transactions=

The transactions included for each consumer include the
various data fields described above, and any other per-trans-
action optional data that the financial nstitution desires to
track.

The master file 408 preferably includes a header that indi-
cates last update and number of updates. The master file may
be incrementally updated with new customers and new trans-
actions for existing customers. The master file database 1s
preferably be updated on a monthly basis to capture new
transactions by the financial institution’s consumers.

The DPM 402 creates the master file 408 from the con-
sumer summary file 404 and consumer transaction file 406 by
the following process:

a) Verily minimum data requirements. The DPM 402 deter-
mines the number of data files it 1s handling (since there
maybe many physical media sources), and the length of
the files to determine the number of accounts and trans-
actions. Preferably, a minimum of 12 months of trans-
actions for a minimum of 2 million accounts 1s used to
provide fully robust models of merchants and segments.
However, there 1s no formal lower bound to the amount
of data on which system 400 may operate.

b) Data cleaning. The DPM 402 verifies valid data fields,
and discards invalid records. Invalid records are records
that are missing the any of the required fields for the
customer summary file of the transaction file. The DPM
402 also indicates missing values for fields that have
corrupt or missing data and are optional. Duplicate
transactions are eliminated using account 1D, account
number, transaction code, transaction amount, date, and
merchant description as a key.

¢) Sort and merge files. The consumer summary file 404
and the consumer transaction file 406 are both sorted by
account I1D; the consumer transaction file 406 1s further
sorted by transaction date. Additional sorting of the
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transaction file, for example on time, type of transaction,
merchant zip code, may be applied to further influence
the determination of merchant co-occurrence. The
sorted files are merged into the master file 408, with one
record per account, as described above.

Due to the large volume of data involved 1n this stage,
compression of the master files 408 1s preferred, where on-
the-fly compression and decompression 1s supported. This
often improves system performance due to decreased 1/0. In
addition, as illustrated 1n FIG. 4a, the master file 408 may be
split into multiple subfiles, such as splitting by population 1D,
or other variable, again to reduce the amount of data being
handled at any one time.

E. Predictive Model Generation System

Referring to FI1G. 4b, the predictive model generation sys-
tem 440 takes as 1ts inputs the master file 408 and creates the
consumer profiles and consumer vectors, the merchant vec-
tors and merchant segments, and the segment predictive mod-
cls. This data 1s used by the profiling engine to generate
predictions of future spending by a consumer in each mer-
chant segment using inputs from the data postprocessing
module 410.

FIG. § 1llustrates one embodiment of the predictive model
generation system 440 that includes three modules: a mer-
chant vector generation module 510, a clustering module 520,
and a predictive model generation module 530.

1. Merchant Vector Generation

Merchant vector generation 1s application of a context vec-
tor type analysis to the account data of the consumers, and
more particularly to the master files 408. The operations for
merchant vector generation are managed by the merchant
vector generation module 510.

In order to obtain the initial merchant vectors, additional
processing of the master files 408 precedes the analysis of
which merchants co-occur 1n the master files 408. There are
two, sequential, processes that are used on the merchant
descriptions, stemming and equivalencing. These operations
normalize variations of individual merchants names to a
single common merchant name to allow for consistent 1den-
tification of transaction at the merchant. This processing 1s
managed by the vector generation module 510.

Stemming 1s the process of removing extraneous charac-
ters from the merchant descriptions. Examples of extraneous
characters include punctuation and trailing numbers. Trailing
numbers are removed because they usually indicate the par-
ticular store 1n a large chain (e.g. Wal-Mart #12345). It 1s
preferable to 1dentity all the outlets of a particular chain of
stores as a single merchant description. Stemming optionally
converts all letters to lower case, and replaces all space char-
acters with a dash. This causes all merchant descriptions to be
an unbroken string of non-space characters. The lower case
constraint has the advantage of making 1t easy to distinguish
non-stemmed merchant descriptions from stemmed descrip-
tions.

Equivalencing 1s applied after stemming, and identifies
various different spellings of a particular merchant’s descrip-
tion as being associated with a single merchant description.
For example, the “Roto-Rooter” company may occur in the
transaction data with the following three stemmed merchant
descriptions:  ““ROTO-ROOTER-SEWER-SERV™,  “ROTO-ROOTER-SER-
vICE”, and “ROTO-ROOTER-SEWER-DR”. An equivalence table 1s set
up containing a root name and a list of all equivalent names.
In this example, ROTO-ROOTER-SEWER-SERV becomes the root
name, and the latter two of these descriptions are listed as
equivalents. During operation, such as generation of subse-
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quent master files 408 (e.g. the next monthly update), an
identified equivalenced name is replaced with 1ts root name
from the equivalence table.

In one embodiment, equivalencing proceeds 1n two steps,
with an optional third step. The first equivalencing step uses a
tuzzy trigram-matching algorithm that attempts to find mer-
chant descriptions with nearly 1dentical spellings. This
method collects statistics on all the trigrams (sets of three
consecutive letters in a word) in all the merchant descriptions,
and maintains a list of the trigrams 1n each merchant descrip-
tion. The method then determines a closeness score for any
two merchant names that are supplied for comparison, based
on the number of trigrams the merchant names have in com-
mon. If the two merchant names are scored as being sudfi-
ciently close, they are equivalenced. Appendix I, below, pro-
vides a novel trigram-matching algorithm useful for
equivalencing merchant names (and other strings). This algo-
rithm uses a vector representation of each trigram, based on
trigram frequency in data set, to construct trigram vectors,
and judges closeness based on vector dot products.

Preferably, equivalencing is applied only to merchants that
are assigned the same SIC code. This constraint 1s useful since
two merchants may have a similar name, but 1f they are in
different SIC classifications there 1s a good chance that they
are, 1n fact, different businesses.

The second equivalencing step consists of fixing a group of
special cases. These special cases are 1dentified as experience
1s gained with the particular set of transaction data being
processed. There are two broad classes that cover most of
these special cases: a place name 1s used 1nstead of a number
to 1dentily specific outlets 1n a chain of stores, and some
department stores append the name of the specific department
to the name of the chain. An example of the first case 1s
U-Haul, where stemmed descriptions look like U-HAUL-sAN-
DIEGO, U-HAUL-ATLANTA, and the like. An example of the second
case 15 Robinsons-May department stores, with stemmed
descriptions like ROBINSONMAY-LEE-WOMEN, ROBINSONMAY-LEVI-
SHORT, ROBINSONMAY-TRIFARI-CO, and ROBINSON-MAY-JANE-ASHLE. In
both cases, any merchant description in the correct SIC codes
that contain the root name (e.g. U-HAUL Or ROBINSONMAY) are
equivalenced to the root name.

A third, optional step includes a manual inspection and
correction of the descriptions for the highest frequency mer-
chants. The number of merchants subjected to this mnspection
varies, depending upon the time constraints 1n the processing,
stream. This step catches the cases that are not amenable to
the two previous steps. An example 1s Microsoit Network,
with merchant descriptions like MICROSOFT-NET and MSN-BILLING.
With enough examples from the transaction data, these mer-
chant descriptors can also be added to the special cases 1n step
two, above.

Preferably, at least one set of master files 408 1s generated
betfore the equivalencing 1s determined. This 1s desirable in
order to compile statistics on frequencies of each merchant
description within each SIC code before the equivalencing 1s
started.

Once the equivalencing table 1s constructed, the original
master files 408 are re-built using the equivalenced merchant
descriptions. This step replaces all equivalenced merchant
descriptors with their associated root names, thereby ensur-

ing that all transactions for the merchant are associated with
the same merchant descriptor. Subsequent incoming transac-
tion data can be equivalenced before it 1s added to the master
files, using the original equivalence table.
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Given the equivalence table, a merchant descriptor ire-
quency list can be determined describing the frequency of
occurrence of each merchant descriptor (including 1ts equiva-
lents).

Once the equivalence table 1s defined an initial merchant
vector 1s assigned to each root name. The merchant vector
training based on co-occurrence 1s then performed, process-
ing the master files by account ID and then by date as

described above.

2. Traming of Merchant Vectors: The UDL Algorithm

As noted above, the merchant vectors are based on the
co-occurrence of merchants 1n each consumer’s transaction
data. The master files 408, which are ordered by account and
within account by transaction date, are processed by account,
and then in date order to identily groups of co-occurring
merchants. The co-occurrence of merchant names (once
equivalenced) 1s the basis of updating the values of the mer-
chant vectors.

The training of merchant vectors 1s based upon the unex-
pected deviation of co-occurrences of merchants 1n transac-
tions. More particularly, an expected rate at which any pair of
merchants co-occur in the transaction data 1s estimated based
upon the frequency with which each individual merchant
appears 1n co-occurrence with any other merchants, and a
total number of co-occurrence events. The actual number of
co-occurrences of a pair of merchants 1s determined. If a pair
ol merchants co-occur more frequently then expected, then
the merchants are positively related, and the strength of that
relationship 1s a function of the “unexpected” amount of
co-occurrence. If the pair of merchants co-occurs less fre-
quently than expected, then the merchants are negatively
related. If a pair of merchants co-occurs in the data about the
same as expected, then there 1s generally no relationship
between them. Using the relationship strengths of each pair of
merchants as the desired dot product between the merchant
vectors, the values of the merchant vectors can be determined
in the vector space. This process 1s the basis of the Unex-
pected Deviation Learning algorithm or “UDL”.

This approach overcomes the problems associated with
conventional vector based models of representation, which
tend to be based on overall frequencies of terms relative to the
database as a whole. Specifically, 1n a conventional model, the
high frequency merchants, that 1s merchants for which there
are many, many purchases, would co-occur with many other
merchants, and either falsely suggest that these other mer-
chants are related to the high frequency merchants, or simply
be so heavily down-weighted as to have very little influence at
all. That 1s, a high frequency merchant names would be
treated as high frequency English words like “the” and “and”,
and so forth, which are given very low weights in conven-
tional vector systems specifically because of their high fre-
quency.

However, the present invention takes account of the high
frequency presence of individual merchants, and instead
analyses the expected rate at which merchants, including high
frequency merchants, co-occur with other merchants. High
frequency merchants are expected to co-occur more Ire-
quently. If a high frequency merchant and another merchant
co-occur even more frequently than expected, then there 1s a
positive correlation between them. The present invention thus
accounts for the high frequency merchants in a manner that
conventional methodologies cannot.

The overall process of modeling the merchant vectors
using unexpected deviation 1s as follows:

1. First, count the number of times that the merchants co-
occur with one another in the transaction data. The 1ntu-
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ition 1s that related merchants occur together oiften,

whereas unrelated merchants do not occur together often.

2. Next, calculate the relationship strength between mer-
chants based on how much the observed co-occurrence
deviated from the expected co-occurrence. The relation-
ship strength has the following characteristics:

Two merchants that co-occur significantly more often than

expected are positively related to one another.

Two merchants that co-occur significantly less often than

expected are negatively related to one another.

Two merchants that co-occur about the number of times

expected are not related.

3. Map the relationship strength onto vector space; that 1s,
determine the desired dot product between the merchant
vectors for all pairs of items given their relationship
strength. The mapping results 1n the following character-
1stics:

The merchant vectors for positively related merchants have

a positive dot product.

The merchant vectors for negatively related merchants

have a negative dot product.

The merchant vectors for unrelated merchants have a zero

dot product.

4. Update the merchant vectors from their mitial assignments,
so that the dot products between them at least closely
approximate the desired dot products.

The next sections explain this process 1n further detail.

a) Co-Occurrence Counting

Co-occurrence counting 1s the procedure of counting the
number of times that two items, here merchant descriptions,
co-occur within a fixed size co-occurrence window 1n some
set of data, here the transactions of the consumers. Counting
can be done forwards, backwards, or bi-directionally. The
best way to illustrate co-occurrence counting 1s to give an
example for each type of co-occurrence count:

Example: Consider the sequence of merchant names:

M1 M3 M1 M3 M3 M2 M3
where M1, M2 and M3 stands for arbitrary merchant names
as they might appear 1n a sequence of transactions by a con-
sumer. For the purposes of this example, intervening data,
such as dates of transactions, amounts, transaction identifiers,
and the like, are 1gnored. Further assume a co-occurrence
window with a size=3. Here, the co-occurrence window 1s
based on a simple count of items or transactions, and thus the
co-occurrence window represents a group of three transac-
tions 1n sequence.

1) Forward Co-Occurrence Counting

The first step 1n the counting process 1s to set up the forward
co-occurrence windows. FIG. 6a illustrates the co-occurrence
windows 602 for forward co-occurrence counting of this
sequence ol merchant names. By definition, each merchant
name 1s a target 604, indicated by an arrow, for one and only
one co-occurrence window 602. Therefore, in this example
there are seven forward co-occurrence windows 602, labeled
1 through 7. The other merchant names within a given co-
occurrence window 602 are called the neighbors 606. In
forward co-occurrence counting, the neighbors occur after
the target. For window size=3 there can be at most three
neighbors 606 within a given co-occurrence window 602,
Obviously, the larger the window size, the more merchants
(and transactions) are deemed to co-occur at a time.

The next step 1s to build a table contaiming all co-occur-
rence events. A co-occurrence event 1s simply a pairing of a
target 604 with a neighbor 606. For the co-occurrence win-
dow #1 1n F1G. 6a, the target 1s M1 and the neighbors are M3,
M1 and M3. Theretore, the co-occurrence events in this win-
dow are: (M1, M3), (M1, M1), and (M1, M3). Table 5 con-
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tains the complete listing of co-occurrence events for every
co-occurrence window 1n this example.

TABL.

L1

D

Forward co-occurrence event table

Co-occurrence

Window Target Neighbor

M1 M3
1 M1 M1
1 M1 M3
2 M3 M1
2 M3 M3
2 M3 M3
3 M1 M3
3 M1 M3
3 M1 M2
4 M3 M3
4 M3 M2
4 M3 M3
5 M3 M2
5 M3 M3
6 M2 M3

The last step is to tabulate the number of times that each
unique co-occurrence event occurred. A unique co-occur-
rence event 1s the combination (in any order) of two merchant
names. Table 6 shows this tabulation 1n matrix form. The rows
indicate the targets and the columns indicate the neighbors.
For future retference, this matrix will be called the forward
co-occurrence matrix.

TABL

L1

6

Forward Co-occurrence matrix

Neighbor
Ml M2 M3
M1 1 1 4 6
Target M2 0 0 1 1
M3 1 2 d 8
2 3 10 15

11) Backward Co-Occurrence Counting

Backward co-occurrence counting 1s done in the same
manner as forward co-occurrence counting except that the
neighbors precede the target 1n the co-occurrence windows.
FIG. 6b illustrates the co-occurrence windows for the same
sequence of merchant names for backward co-occurrence
counting.

Once the co-occurence windows are specified, the co-oc-
currence events can be identified and counted.

TABL.

L1

7

Backward co-occurrence event table

Co-occurrence

Window Target Neighbor

M3 M2
1 M3 M3
1 M3 M3
2 M2 M3
2 M2 M3
2 M2 M1
3 M3 M3
3 M3 M1
3 M3 M3
4 M3 M1
4 M3 M3
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TABLE 7-continued

Backward co-occurrence event table

Co-occurrence

Window Target Neighbor
4 M3 M1
5 M1 M3
5 M1 M1
6 M3 M1

The number of times that each unique co-occurrence event
occurred 1s then recorded in the backward co-occurrence
matrix.

TABL

(L.

3

Backward Co-occurrence matrix

Neighbor
Ml M2 M3
Ml 1 0 4 2
Target M2 1 0 2 3
M3 4 1 d 10
6 1 8 15

Note that the forward co-occurrence matrix and the back-
ward co-occurrence matrix are the transpose of one another.
This relationship 1s intuitive, because backward co-occur-
rence counting 1s the same as forward co-occurrence counting,
with the transaction stream reversed. Thus, there 1s no need to
do both counts; either count can be used, and then the trans-
pose the resulting co-occurrence matrix taken to obtain the
other.

111) Bi-Directional Co-Occurrence Counting

The bi-directional co-occurrence matrix 1s just the sum of
the forward co-occurrence matrix and the backward co-oc-
currence matrix. The resulting matrix will always be symmet-
ric. In other words, the co-occurrence between merchant
names A and B 1s the same as the co-occurrence between
merchant names B and A. This property 1s desirable because
this same symmetry 1s mnherent 1n vector space; that 1s for
merchant vectors V , and V, for merchants Aand B, V -V .=
V'V ,. For this reason, the preferred embodiment uses the
bi-directional co-occurrence matrix.

TABL.

L1

9

Bi-directional Co-occurrence matrix

Neighbor
Ml M2 M3
Ml 2 1 d 8
Target M2 1 0 3 4
M3 d 3 10 18
8 4 18 30

FIGS. 7a and 7b illustrate the above concepts 1n the context
ol consumer transaction data 1n the master files 408. In FIG.
7a there 1s shown a portion of the master file 408 containing
transactions of a particular customer. This data is prior to the
stemming and equivalencing steps described above, and so
includes the original names of the merchants with spaces,
store numbers and locations and other extraneous data.

FIG. 7b illustrates the same data after stemming and
equivalencing. Notice that the two transactions at STAPLES
that previously identified a store number are now equiva-
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lenced. The two car rental transactions at ALAMO which
transactions previously included the location are equiva-

lenced to ALAMO, as are two hotel stays at HILTON that also

previously included the hotel location. Further note that the
HILTON transactions specified the location prior to the hotel
name. Finally, the two transactions at NORDSTROMS that
previously identified a department have been equivalenced to
the store name 1tself.

Further, a single forward co-occurrence window 700 1s
shown with the target 702 being the first transaction at the
HILTON, and the next three transactions being neighbors
704

Accordingly, following the updating of the master files 408
with the stemmed and equivalenced names, the merchant
vector generation module 510 performs the following steps
for each consumer account:

1. Read the transaction data 1n date order.

2. Forward count the co-occurrences of merchant names in
the transaction data, using a predetermined co-occur-
rence window.

3. Generate the forward co-occurrence, backward co-oc-
currence and bi-directional co-occurrence matrixes.

One preferred embodiment uses a co-occurrence window
s1ze of three transactions. This captures the transactions as the
co-occurring events (and not the presence of merchant names
within three words of each other) based only on sequence. In
an alternate embodiment the co-occurrence window 1s time-
based using a date range in order to identily co-occurring
events. For example, with a co-occurrence window of 1 week,
given a target transaction, a co-occurring neighbor transac-
tion occurs within one week of the target transaction. Yet
another date approach 1s to define the target not as a transac-
tion, but rather as a target time period, and then the co-
occurrence window as another time period. For example, the
target period can be a three-month block and so all transac-
tions within the block are the targets, and then the co-occur-
rence window may be all transactions 1n the two months
tollowing the target period. Thus, each merchant having a
transaction in the target period co-occurs with each merchant
(same or other) having a transaction in the co-occurrence
period. Those of skill 1n the art can readily devise alternate
co-occurrence definitions that capture the sequence and/or
time related principles of co-occurrence in accordance with
the present invention.

b) Estimating Expected Co-Occurrence Counts

In order to determine whether two merchants are related,
the UDL algorithm uses an estimate about the number of
times transactions at such merchants would be expected to
occur. Suppose the only information known about transaction
data 1s the number of times that each merchant name appeared
1n co-occurrence events. Given no additional information, the
correlation between any two merchant names, that 1s how
strongly they are related, cannot be determined. In other
words, we would be unable to determine whether the occur-
rence of a transaction at one merchant increases or decreases
the likelithood of occurrence of a transaction at another mer-
chant.

Now suppose that 1t 1s desired to predict the number of
times two arbitrary merchants, merchant and merchant; co-
occur. In the absence of any additional information we would
have to assume that merchant; and merchant,, are not corre-
lated. In terms of probability theory, this means that the occur-
rence of a transaction at merchant, will not affect the prob-
ability ot the occurrence of a transaction at merchant ;.

P. =P.

Jli g

[1]
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The joint probability of merchant, and merchant; 1s given
by

P.=P,P

I~ jlZ

Substituting P; for P

Fli

]

into equation [2] gives

P.=P,P.~=PP;

[3]
I~ jlZ

However, the true probabilities P, and P, are unknown, and
so they must be estimated from the limited information given
about the data. In this scenario, the maximum likelihood

estimate P for P, and P 1S

P~T,/T [4]

B ~T/T B

where

T, 1s the number of co-occurrence events that merchant,
appeared 1n,

I, 1s the number of co-occurrence events that merchant,
appeared 1n, and

T 1s the total number of co-occurrence events.

These data values are taken from the bi-directional co-
occurrence matrix. Substituting these estimates 1nto equation
[3] produces

I;T; [6]

Py =P = —

which 1s the estimate for P, ..

Since there are a total of T independent co-occurrence
events 1n the transaction data, the expected number of co-
occurring transactions of merchant, and merchant, is

This expected value serves as a reference point for deter-
mimng the correlation between any two merchants 1n the
transaction data. If two merchants co-occur significantly
greater than expected by T, the two merchants are positively
related. Similarly, 11 two merchants co-occur significantly
less expected, the two merchants are negatively related. Oth-
erwise, the two merchants are practically unrelated.

Also, given the joint probability estimate P,; and the num-
ber of independent co-occurrence events 1, the estimated
probability distribution function for the number of times that
merchant, and merchant, co-occur can be determined. It is
well known, from probability theory, that an experiment hav-
ing T independent trials (here transactions) and a probability
of success P, for each trial (success here being co-occurrence
of merchant, and merchant ;) can be modeled using the bino-
mial distribution. The total number of successes k, which in
this case represents the number of co-occurrences of mer-
chants, has the following probabaility distribution:

T!
KI(T - k)

# (-8, g

T—k
U)

Pr(t; =k|T,T;, T;) =

This distribution has mean:

2]
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which 1s the same value as was previously estimated using a
different approach. The distribution has variance:

[10]

The varniance 1s used indireetly in UDL 1, below. The
standard deviation ot t;;, 0,;, 1s the square root of the variance
Var[t, |. It merchant, and merchant, are not related, the ditfer-
ence éetween the actual and expected co-occurrence counts,
L, T , should not be much larger than o,

e) Desired Dot-Products Between Merchant Vectors

To calculate the desired dot product (d,)) between two
merchants’ vectors, the UDL algorithm compares the number
ol observed co-occurrences (found in the bidirectional co-
occurrence matrix) to the number of expected co-occur-
rences. First, 1t calculates a raw relationship measure (r,)
from the co-occurrence counts, and then 1t calculates a
desired dot productd,; fromr,, There are at least three difterent

ways that the relationship strength and desired dot product
can be calculated from the co-occurrence data:

Method: UDL1

(11)

[12]

d;; = tanh(

D'{]-I‘H)

20,

Method: UDL?2

[13]

0o - Ty [12]
dyj = tanh( 20, )
Method: UDL?3
[14]
. 2InA . .
r; = sign(Ty — ) | == = sign(Ty - T)- V2 - T,
VAT
L SRR ¥ [12]
dy = tanh{ =
where T}, 1s the actual number of co-occurrence events for
merchant, and merchant,, and o, 1s the standard deviation of
all the r;,.
In UDL2 and UDL3, the log-likelihood ratio, InA 1s given
by:
T T; = T; 15
InA = Tjln— + (T; — T)m( ,J")+ =
if (Tf - Tfj)
T;-T, T-T;-T; +T;
(TJ-—TI-J,-)ln( =) +(T-T;-T; + T, )111( ~"+;’)
(T; -Ty) (T-T; = T; +Ty)

Each technique calculates the unexpected deviation, that 1s,
the deviation of the actual co-occurrence count from the
expected co-occurrence count. In terms of the previously
defined varniables, the unexpected deviation 1s:

Thus, D,; may be understood as a raw measure of unexpected
deviation.
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As each method uses the same unexpected deviation mea-
sure, the only difference between each technique is that they
use different formulas to calculate r,; from D,. (Note that

other calculations of dot product may be used).

The first technique, UDL1, defines r,; to be the unexpected
deviation D,; divided by the standard deviation of the pre-
dicted co-occurrence count. This formula for the relationship
measure 1s closely related to chi-squared (), a significance
measure commonly used by statisticians. In fact

[17]

For small counts situations, 1.e. when T, <<I, UDLI gives
overly large values for r,. For example, 1n a typical retail
transaction data set, which has more than 90% small counts,
values of r,, on the order of 10” have been seen. Data sets
having such a high percentage of large relationship measures
can be problematic; because in these cases, o, also becomes
very large. Since the same o, 1s used by all co-occurrence
pairs, large values of o, causes

to become very small for pairs that do not sufler from small
counts. Therefore in these cases d,; becomes

[13]

dj = tanh(

This property 1s not desirable, because 1t forces the mer-
chant vectors of two merchants too be orthogonal, even when
the two merchants co-occur significantly greater than
expected.

The second technique, UDL2, overcomes of the small
count problem by using log-likelihood ratio estimates to cal-
culate r,;. It has been shown that log-likelihood ratios have
much better small count behavior than *, while at the same
time retaining the same behavior as ~ in the non-small count
regions.

The third technique, UDL3, is a slightly modified version
of UDL2. The only difference 1s that the log likelihood ratio
estimate is scaled by 1/vT;. This scaling removes the vT; bias
from the log likelihood ratio estimate. The preferred embodi-
ment uses UDL2 1n most cases.

Accordingly, the present invention generally proceeds as
follows:

1. For each pair of root merchant names, determine the
expected number of co-occurrences of the pair from
total number of co-occurrence transactions involving
cach merchant name (with any merchant) and the total
number of co-occurrence transactions.

2. For each pair of root merchant names, determine a rela-
tionship strength measure based on the difference
between the expected number of co-occurrences and the

actual number of co-occurrences.

3. For each pair of root merchant names, determine a
desired dot product between the merchant vectors from
the relationship strength measure.
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d) Merchant Vector Training

The goal of vector training 1s to position the merchant
vectors 1n a high-dimensional vector space such that the dot
products between them closely approximates their desired
dot products. (In a preferred embodiment, the vector space
has 280 dimensions, though more or less could be used).
Stated more formally:

Given a set of merchant vectors V={V,V,, ...,V .} and
the set of desired dot products for each pair of vectors D={d, ,.
dyss .. diaedsdos, s doasds o diyvy ) POSition each
merchant vector such that a cost function 1s minimized, e.g.:

[19]

In a typical master file 408 of typical transaction data, the
set of merchants vectors contains tens thousand or more vec-
tors. This means that 11 1t desired to find the optimal solution,
then there must be solved a system of ten thousand or more
high-dimensional linear equations. This calculation 1s nor-
mally prohibitive given the types of time frames in which the
information 1s desired. Therefore, alternative techniques for
minimizing the cost function are preferred.

One such approach 1s based on gradient descent. In this
technique, the desired dot product 1s compared to the actual
dot product for each pair of merchant vectors. If the dot
product between a pair of vectors 1s less than desired, the two
vectors are moved closer together. I the dot product between
a pair of vectors 1s greater than desired, the two vectors are
moved farther apart. Written 1n terms of vector equations, this
update rule 1s:

Vim+1) = Vi) +afd; - V;-V;}V; [20]
v (0 + ]_) vf(l‘l+ 1) [21]
i\l =
[Vi(n + 1)
Vim+1)=V;m)+ald; - V;-V;)V, [22]
o Vin+1) [23]
Vi D= Y e

This technique converges as long as the learning rate () 1s
suificiently small (and determined by analysis of the particu-
lar transaction data being used; typically in therange 0.1-0.5),
however the convergence may be very slow.

An alternative methodology uses averages of merchant
vectors. In this embodiment, the desired position of a current
merchant vector 1s determined with respect to each other
merchant vector given the current position of the other mer-
chant vector, and the desired dot product between the current
and other merchant vector. An error-weighted average of
these desired positions 1s then calculated, and taken as the
final position of the current merchant vector. Written 1n terms
of vector equations, the update rule 1s:

N [24]
vf(ﬂ + 1) = (1 — }f)vi -I-’}’Z ﬁfj(l —v,_' ﬁfj)
j=1

where V, (n+1) is the updated position of the current mer-
chant vector V,, and U,; is the desired position of current
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merchant vector V, with respect to each other merchant vector
V,, U, may be calculated using formula:

[25]

—_—

U;

1

2 1/2
[1_.:1{,.] .

1—55-

_d L-di)” _v
1.._ Ei. .
3] 1_'95 3] A

where d,; is the desired dot product between V; and V, and
€,; 1s the current dot product between V, and V..

Since U, is a linear combination of merchant vectors V,and
V., it will always be in the plane of these vectors V, and V,

The result of any of these various approaches 1s a final set
of merchant vectors for all merchant names.

Appendix 11, below, provides a geometrically dertved algo-
rithm for the error weighted update process. Appendix 111
provides an algebraically dertved algorithm of this process,
which results 1n an efficient code implementation, and which
produces the same results as the algorithm of Appendix II.

Those of skill 1n the art will appreciate that the UDL algo-
rithm, including 1ts variants above, and the implementations
in the appendices, may be used 1n contexts outside of deter-
mimng merchant co-occurrences. This aspect of the present
invention may be for vector representation and co-occurrence
analysis 1n any application domain, for example, where there
1s need for representing high frequency data items without
exclusion. Thus, the ULD algorithm may be used 1n informa-
tion retrieval, document routing, and other fields of informa-
tion analysis.

3. Clustering Module

Following generation and training of the merchant vectors,
the clustering module 520 1s used to cluster the resulting
merchant vectors and identily the merchant segments. Vari-
ous different clustering algorithms may be used, including
k-means clustering (MacQueen). The output of the clustering
1s a set of merchant segment vectors, each being the centroid
of a merchant segment, and a list of merchant vectors (thus
merchants) included in the merchant segment.

There are two different clustering approaches that may be
usetully employed to generate the merchant segments. First,
clustering may be done on the merchant vectors themselves.
This approach looks for merchants having merchant vectors
which are substantially aligned in the vector space, and clus-
ters these merchants 1nto segments and computes a cluster
vector for each segment. Thus, merchants for whom transac-
tions frequently co-occur and have high dot products between
their merchant vectors will tend to form merchant segments.
Note that 1t 1s not necessary for all merchants 1n a cluster to all
CO-occur in many consumers’ transactions. Instead, co-occur-
rence 1s associative: 1I merchants A and B co-occur ire-
quently, and merchants B and C co-occur frequently, A and C
are likely to be 1n the same merchant segment.

A second clustering approach 1s to use the consumer vec-
tors. For each account identifier, a consumer vector 1s gener-
ated as the summation of the vectors of the merchants at
which the consumer has purchased 1n a defined time interval,
such as the previous three months. A simple embodiment of
this 1s:

[26]

N
C=)V,

=]

i

where C 1s the consumer vector for an account, N 1s the
number of unique root merchant names in the customer
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account’s transaction data within a selected time period, and
V. is the merchant vector for the i”” unique root merchant
name. The consumer vector 1s then normalized to unit length.

A more interesting consumer vector takes into account
various weighting factors to weight the significance of each
merchant’s vector:

[277]
W, V;

4!
1
14

where W, 1s a weight applied to the merchant vector V. For
example, a merchant vector may be weighted by the total (or
average) purchase amount by the consumer at the merchant 1n
the time period, by the time since the last purchase, by the
total number of purchases i1n the time period, or by other
factors.

However computed, the consumer vectors can then be clus-
tered, so that similar consumers, based on their purchasing
behavior, form a merchant segment. This defines a merchant
segment vector. The merchant vectors that are closest to a
particular merchant segment vector are deemed to be
included 1n the merchant segment.

With the merchant segments and their segment vectors, the
predictive models for each segment may be developed.
Before discussing the creation of the predictive models, a
description of the tramning data used in this process 1is
described.

F. Data Postprocessing Module

Following 1dentification of merchant segments, a predic-
tive model of consumer spending 1n each segment 1s gener-
ated from past transactions ol consumers in the merchant
segment. Using the past transactions of consumer 1n the mer-
chant segment provides a robust base on which to predict
future spending, and since the merchant segments were 1den-
tified on the basis of the actual spending patterns of the
consumers, the arbitrariness of conventional demographic
based predictions are minimized. Additional non-segment
specific transactions of the consumer may also be used to
provide a base of transaction behavior.

To create the segment models, the consumer transaction
data 1s organized 1nto groups of observations. Each observa-
tion 1s associated with a selected end-date. The end-date
divides the observation into a prediction window and an input
window. The mput window 1ncludes a set of transactions 1n a
defined past time 1nterval prior to the selected end-date (e.g. 6
months prior). The prediction window includes a set of trans-
actions 1n a defined time 1interval after the selected end-date
(e.g. the next 3 months). The prediction window transactions
are the source of the dependent variables for the prediction,
and the input window transactions are the source of the inde-
pendent variables for the prediction.

More particularly, the imnput for the observation generation
module 530 1s the master files 408. The output 1s a set of
observations for each account. Each account receives three
types of observations. FIG. 8 1llustrates the observation types.

The first type of observations 1s training observations,
which are used to train the predictive model that predicts
future spending within particular merchant segments. If N 1s
the length (in months) of the window over which observation
inputs are computed then there are 2N-1 training observa-
tions for each segment.

In FIG. 8, there are shown a 16 months of transaction data,
from March of one year, to June of the next. Training obser-
vations are selected prior to the date of interest, November 1.
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The mput window 1includes the 4 months of past data to
predict the next 2 months in the prediction window. The first
input window 802a thus uses a selected date of July 1,
includes March-June to encompass the past transactions;
transactions 1 July-August form the prediction window
803a. The next mput window 802b uses August 1 as the
selected date, with transactions in April-July as the past trans-
actions, August-September as prediction window 803b. The
last input window {for this set 1s 802¢, which uses November
1 as 1ts selected date, with a prediction window 803¢ of
observations in November-December.

The second type of observations 1s blind observations.
Blind observations are observations where the prediction
window does not overlap any of the time frames for the
prediction windows in the training observations. Blind obser-
vations are used to evaluate segment model performance. In
FIG. 8, the blind observations 804 include those from Sep-
tember to February, as illustrated.

The third observation type 1s action observations, which
are used 1n a production phase. Action observations have only
inputs (past transactions given a selected date) and no target
transactions after the selected date. These are preferably con-
structed with an mnput window that spans the final months of
available data. These transactions are the ones on which the
actual predictions are to be made. Thus, they should be the
transactions 1n an input window that extends from a recent
selected date (e.g. most recent end of month), back the length
ol the input window used during training. In FIG. 8, the action
observations 806 span November 1 to end of February, with
the period of actual prediction being from March to end of
May.

FI1G. 8 also illustrates that at some point during the predic-
tion window, the financial institution sends out promotions
808 to selected consumers based on their predicted spending
in the various merchant segments.

Referring to FIG. 4b again, the DPPM takes the master files
408, and a given selected end-date, and constructs for each
consumer, and then for each segment, a set of training obser-
vations and blind observations from the consumer’s transac-
tions, including transactions in the segment, and any other
transactions. Thus, if there are 300 segments, for each con-
sumer there will be 300 sets of observations. If the DPPM 1s
being used during production for prediction purposes, then
the set of observations 1s a set of action observations.

For training purposes, the DPPM computes transactions
statistics from the consumer’s transactions. The transaction
statistics serve as mndependent variables 1n the input window,
and as dependent variables from transactions in the prediction
window. In a preferred embodiment, these variables are as
follows:

Prediction window: The dependent variables are generally
any measure ol amount or rate of spending by the consumer 1n
the segment 1n the prediction window. A simple measure 1s
the total dollar amount that was spent 1n the segment by the
consumer 1n the transactions in the prediction window.
Another measure may be average amount spent at merchants
(e.g. total amount divided by number of transactions).

Input window: The independent variables are various mea-
sures of spending 1n the imput window leading up to the end
date (though some may be outside of 1t). Generally, the trans-
action statistics for a consumer can be extracted from various
grouping of merchants. These groups may be defined as: 1)
merchants 1n all segments; 2) merchants 1n the merchant
segment being modeled; 3) merchants whose merchant vec-
tor 1s closest the segment vector for the segment being mod-
cled (these merchants may or may not be 1n the segment); and

10

15

20

25

30

35

40

45

50

55

60

65

34

4) merchants whose merchant vector 1s closest to the con-
sumer vector of the consumer. One preferred set of 1nput
variables 1includes:

(1) Recency. The amount of time 1n months between the
current end date and the most recent transaction of the
consumer 1n any segment. Recency may be computed
over all available time and 1s not restricted to the mput
window.

(2) Frequency. The number of transactions by a consumer
in the mput window preceding the end-date for all seg-
ments.

(3) Monetary value of purchases. A measure of the amount
of dollars spent by a customer in the mput window
preceding the end-date for all segments. The total or
average, or other measures may be used.

(4) Recency_segment. The amount of time in months
between the current end date and the most recent trans-
action of the consumer 1n the segment. Recency may be
computed over all available time and 1s not restricted to
the input window.

(5) Frequency_segment. The number of transactions in the
segment by a customer 1n the mput window preceding
the current end date.

(6) Monetary_segment. The amount of dollars spent in the
segment by a customer 1n the mput window preceding,
the current end date.

(7) Recency nearest profile merchants. The amount of time
in months between the current end date and the most
recent transaction of the consumer i1n a collection of
merchants that are nearest the consumer vector of the
consumer. Recency may be computed over all available
time and 1s not restricted to the imnput window.

(8) Frequency nearest profile merchants. The number of
transactions in a collection of merchants that are nearest
the consumer vector of the consumer by the consumer in
the input window preceding the current end date.

(9) Monetary nearest frequency merchants. The amount of
dollars spent 1n a collection of merchants that are nearest
the consumer vector of the consumer by the consumer in
the input window preceding the current end date.

(10) Recency nearest segment merchants. The amount of
time 1n months between the current end date and the
most recent transaction of the consumer 1n a collection
of merchants that are nearest the segment vector.
Recency may be computed over all available time and 1s
not restricted to the imput window.

(11) Frequency nearest segment merchants. The number of
transactions 1n a collection of merchants that are nearest
the segment vector by the consumer 1n the imnput window
preceding the current end date.

(12) Monetary nearest segment merchants. The amount of
dollars spent 1n a collection of merchants that are nearest
the segment vector by the consumer 1n the mput window
preceding the current end date.

(13) Segment probability score. The probability that a con-
sumer will spend 1n the segment 1n the prediction win-
dow given all merchant transactions for the consumer 1n
the mput window preceding the end date. A preferred
algorithm estimates combined probability using a recur-
stve Bayesian method.

(14) Seasonality variables. It 1s assumed that the funda-
mental period of the cyclic component 1s known. In the
case of seasonality, 1t can be assumed that the cycle of
twelve months. Two variables are added to the model
related to seasonality. The first variable codes the sine of
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the date and the second variable codes the cosine of the
date. The calculation for these variables are:

Sin Input=sin(2.0*PI*(sample day of year)/365)

Cos Input=cos(2.0*PI*(sample month of year)/365).

(15) (Segment Vector-Consumer Vector Closeness: As an
optional input, the dot product of the segment vector for
the segment and the consumer vector 1s used as an input
variable.

In addition to these transaction statistics, variables may be
defined for the frequency of purchase and monetary value for
all cases of segment merchants, nearest profile merchants,
nearest segment merchants for the same forward prediction
window 1n the previous year(s).

(. Predictive Model Generation

The training observations for each segment are mput mnto
the segment predictive model generation module 530 to gen-
erate a predictive model for the segment. FI1G. 9 1llustrates the
overall logic of the predictive model generation process. The
master files 408 are organized by accounts, based on account
identifiers, here illustratively, accounts 1 through N. There are
M segments, indicated by segments 1 through M. The DPPM
generates for each combination of account and merchant
segment, a set of input and blind observations. The respective
observations for each merchant segment M from the many
accounts 1 . . . N are mput into the respective segment pre-
dictive model M during training. Once trained, each segment
predictive model 1s tested with the corresponding blind obser-
vations. Testing may be done by comparing for each segment
a l1ft chart generated by the training observations with the lift
chart generated from blind observations. Lift charts are fur-
ther explained below.

The predictive model generation module 530 1s preferably
a neural network, using a conventional multi-layer organiza-
tion, and backpropagation training. In a preferred embodi-
ment, the predictive model generation module 530 is pro-
vided by HNC Software’s Database Mining Workstation,
available from HNC Software of San Diego, Calif.

While the preferred embodiment uses neural networks for
the predictive models, other types of predictive models may
be used. For example, linear regression models may be used.

As discussed above, the predictive model may also be
trained to predict spending at vendors, responses to particular
offers or other marketing schemes, and the like, that are not
associated with a particular market segment. Referring now to
FIG. 13, training set 1301 contains data describing customers
who have previously been presented with the offer, including
customers who accepted the offer (positive exemplars) and
customers who rejected the offer (negative exemplars). Vec-
tor values in the appropriate merchant vector space are also
provided. Based on the data in training set 1301, predictive
model 1303 1s trained using known techniques, such as those
of predictive model generation module 530 as referenced
above.

Once a trained model 1303 1s available, predicted response
1304 for a customer can be generated based on vector values
1302 for the customer 1n a number of merchant segments. The
particular response 1304 being predicted need not be associ-
ated with any particular market segment 1n order for an effec-
tive prediction to be generated. In this manner, the present
invention 1s able to provide meaningiul predictions even 1n
industries or marketing environments where market segments
are not available or are mapplicable.

For example, suppose a prediction 1s to be generated for a
particular consumer’s response to an offer for a home equity
line of credit. Training set 1301 would include some aggre-
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gation of data that describes the responses to the same (or
similar) offer of a number of consumers. Vector values for
those consumers in a number of market segments, along with
the responses to the offer, would be used to train predictive
model 1303. Then, given the particular consumer’s vector
values for a number of market segments 1302, model 1303 1s
able to predict the consumer’s response 1304 to the offer for
the line of credit, even though no market segment has been

established for the offer.

H. Profiling Engine

The profiling engine 412 provides analytical data 1n the
form of an account profile about each customer whose data 1s
processed by the system 400. The profiling engine 1s also
responsible for updating consumer profiles over time as new
transaction data for consumers 1s received. The account pro-
files are objects that can be stored 1n a database 414 and are
used as input to the computational components of system 400
in order to predict future spending by the customer in the
merchant segments. The profile database 414 1s preferably
ODBC compliant, thereby allowing the accounts provider
(e.g. financial 1nstitution) to import the data to perform SQL
queries on the customer profiles.

The account profile preferably includes a consumer vector,
a membership vector describing a membership value for the
consumer for each merchant segment, such as the consumer’s
predicted spending 1n each segment 1n a predetermined future
time interval, and the recency, frequency, and monetary vari-
ables as previously described for predictive model training.

The profiling engine 412 creates the account profiles as
follows.

1. Membership Function: Predicted Spending 1n Each Seg-
ment

The profile of each account holder includes a membership
value with respect to each segment. The membership value 1s
computed by a membership function. The purpose of the
membership function is to 1dentily the segments with which
the consumer 1s mostly closely associated, that 1s, which best
represent the group or groups of merchants at which the
consumer has shopped, and 1s likely to shop at 1n the future.

In a preferred embodiment, the membership function com-
putes the membership value for each segment as the predicted
dollar amount that the account holder will purchase 1n the
segment grven previous purchase history. The dollar amount
1s projected for a predicted time interval (e.g. 3 months for-
ward) based on a predetermined past time interval (e.g. 6
months of historical transactions). These two time intervals
correspond to the time intervals of the mput window and
prediction windows used during training of the merchant
segment predictive models. Thus, 1f there are 300 merchant
segments, then a membership value set 1s a list of 300 pre-
dicted dollar amounts, corresponding to the respective mer-
chant segments. Sorting the list by the membership value
identifies the merchant segments at which the consumer 1s
predicted to spend the greatest amounts of money in the future
time 1nterval, given their spending historically.

To obtain the predicted spending, certain data about each
account 1s input in each of the segment predictive models. The
input variables are constructed for the profile consistent with
the membership function of the profile. Preferably, the input
variables are the same as those used during model training, as
set forth above. An additional input variable for the member-
ship function may include the dot product between the con-
sumer vector and the segment vector for the segment (1f the
models are so trained). The output of the segment models 1s a
predicted dollar amount that the consumer will spend 1n each
segment in the prediction time interval.
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2. Segment Membership Based on Consumer Vectors

A second alternate, membership aspect of the account pro-
files 1s membership based upon the consumer vector for each
account profile. The consumer vector 1s a summary vector of
the merchants that the account has shopped at, as explained
above with respect to the discussion of clustering. In this
aspect, the dot product of the consumer vector and segment

vector for the segment defines a membership value. In this
embodiment, the membership value list 1s a set of 300 dot
products, and the consumer 1s member of the merchant seg-
ment(s) having the highest dot product(s).

With either one of these membership functions, the popu-
lation of accounts that are members of each segment (based
on the accounts having the highest membership values for
cach segment) can be determined. From this population, vari-
ous summary statistics about the accounts can be generated
such as cash advances, purchases, debits, and the like. This
information 1s further described below.

3. Updating of Consumer Profiles

As additional transactions of a consumer are received peri-
odically (e.g. each month) the merchant vectors associated
with the merchants 1n the new transactions can be used to
update the consumer vector, preferably using averaging tech-
niques, such as exponential averaging over the desired time
interval for the update.

Updates to the consumer vector are preferably a function of
dollars spent perhaps relative to the mean of the dollars spent
at the merchant. Thus, merchant vectors are weighted 1n the
new transaction period by both the time and the significance
of transactions for the merchant by the consumer (e.g.
weighted by dollar amount of transactions by consumer at
merchant). One formula for weighting merchants 1s:

W =S [28]

where

W. 1s the weight to be applied to merchant 1’s merchant
vector,

S. 1s the dollar amount of transactions at merchant 1 1n the
update time interval;

t1s the amount of time since the last transaction at merchant
1; and

A 1s a constant that controls the overall influence of the
merchant.

The profiling engine 412 also stores a flag for each con-
sumer vector indicating the time of the last update.

1. Reporting Engine

The reporting engine 426 provides various types of seg-
ment and account specific reports. The reports are generated
by querving the profiling engine 412 and the account database
tor the segments and associated accounts, and tabulating vari-
ous statistics on the segments and accounts.

1. Basic Reporting Functionality

The reporting engine 426 provides functionality to:

a) Search by merchant names, including raw merchant
names, root names, or equivalence names.

b) Sort merchant lists by merchant name, frequency of
transactions, transaction amounts and volumes, number of
transactions at merchant, or SIC code.

¢) Filter contents of report by number of transactions at
merchant.

The reporting engine 426 provides the following types of
reports, responsive to these input criteria:

2. General Segment Report

For each merchant segment a very detailed and powertul
analysis of the segment can be created in a segment report.
This information includes:

a) General Segment Information

Merchant Cohesion: A measure of how closely clustered
are the merchant vectors 1n this segment. This 1s the average
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of the dot products of the merchant vectors with the centroid
vector of this segment. Higher numbers indicate tighter clus-
tering.

Number of Transactions: The number of purchase transac-
tions at merchants in this segment, relative to the total number
ol purchase transactions in all segments, providing a measure
of how significant the segment 1s in transaction volume.

Dollars Spent: The total dollar amount spent at merchants
in this segment, relative to the total dollar amount spent 1n all
segments, providing a measure of dollar volume for the seg-
ment.

Most Closely Related Segments: A list of other segments
that are closest to the current segment. This list may be ranked
by the dot products of the segment vectors, or by a measure of
the conditional probability of purchase 1n the other segment
given a purchase in the current segment.

The conditional probability measure M 1s as follows:
P(AIB) 1s probability of purchase in segment A segment 1n
next time nterval (e.g. 3 months) given purchases 1n segment
B in the previous time interval (e.g. 6 months). P(AIB)/P
(A)=M. If M 1s >1, then a purchase in segment B 1s positively
influencing the probability of purchase 1n segment A, and 1f
M<1 then a purchase 1n segment B negatively influences a
purchase 1n segment A. This 1s because 11 there 1s no nfor-
mation about the probability of purchases in segment B, then
P(AIB)=P(A), so M=1.The values for P(A|B) are determined
from the co-occurrences of purchases at merchants in the two
segments, and P(A) 1s determined and from the relative fre-
quency of purchases 1n segment A compared to all segments.

A farthest segments list may also be provided (e.g. with the
lowest conditional probability measures).

b) Segment Members Information

Detailed information is provided about each merchant that
1s a member of a segment. This information comprises:

Merchant Name and SIC code;

Dollar Bandwith: The fraction of all the money spent in this
segment that 1s spent at this merchant (percent);

Number of transactions: The number of purchase transac-
tions at this merchant;

Average Transaction Amount: The average value of a pur-
chase transaction at this merchant;

Merchant Score: The dot product of this merchant’s vector
with the centroid vector of the merchant segment. (A value of
1.0 1indicates that the merchant vector 1s at the centroid);

SIC Description: The SIC code and 1ts description;

This information may be sorted along any of the above
dimensions.

¢) Lift Chart

A lift chart usetul for validating the performance of the
predictive models by comparing predicted spending in a pre-
dicted time window with actual spending.

Table 10 1llustrates a sample liit chart for merchant seg-
ment:

TABLE 10

A sample segment lift chart.

Cumulative Cumulative Cumulative

Bin segment lift segment lift in Population
1 5.56 $109.05 50,000
2 4.82 $ 94.42 100,000
3 3.82 $ 74.92 150,000
4 3.23 $ 63.38 200,000
5 2.77 $ 54.22 250,000
6 243 $ 47.68 300,000
7 2.20 $ 43.20 350,000
8 2.04 $ 39.98 400,000
9 1.88 $ 36.79 450,000
10 1.75 $ 34.35 500,000
11 1.63 $ 31.94 550,000
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TABLE 10-continued

A sample segment lift chart.

Cumulative Cumulative Cumulative
Bin segment [1ft segment lift 1n Population
12 1.52 $29.75 600,000
13 1.43 $28.02 650,000
14 1.35 $26.54 700,000
15 1.28 $25.08 750,000
16 1.21 $23.81 800,000
17 1.16 $22.65 850,000
18 1.10 $21.56 900,000
19 1.05 $20.57 950,000
20 1.00 $19.60 1,000,000

Base-line — $19.60

Lift charts are created generally as follows:

As betore, there 1s defined mput window and prediction
window, for example 6 and 3 months respectively. Data from
the total length of these windows relative to end of the most
recent spending data available 1s taken. For example, i data
on actual spending 1n the accounts 1s available through the
end of the current month, then the prior three months of actual
data will be used as the prediction window, and the data for
the s1x months prior to that will be data for input window. The
input data 1s then used to “predict” spending in the three-
month prediction window, for which 1n fact there 1s actual
spending data. The predicted spending amounts are now com-

pared with the actual amounts to validate the predictive mod-
els.

For each merchant segment then, the consumer accounts
are ranked by their predicted spending for the segment 1n the
prediction window period. Once the accounts are ranked, they
are divided mto N (e.g. 20) equal si1zed bins so that bin 1 has
the highest spending accounts, and bin N has the lowest
ranking accounts. This identifies the accounts holders that the
predictive model for the segment indicated should be are
expected to spend the most in this segment.

Then, for each bin, the average actual spending per account
in this segment 1n the past time period, and the average pre-
dicted spending 1s computed. The average actual spending
over all bins 1s also computed. This average actual spending
tor all accounts 1s the baseline spending value (in dollars), as
illustrated 1n the last line of Table 10. This number describes
the average that all account holders spent in the segment in the
prediction window period.

The lift for a bin 1s the average actual spending by accounts
in the bin divided by the baseline spending value. 1T the
predictive model for the segment 1s accurate, then those
accounts 1n the highest ranked bins should have a lift greater
than 1, and the lift should generally be increasing, with bin 1
having the highest lift. Where this the case, as for example, in
Table 10, 1n bin 1, this shows that those accounts 1n bin 1 1n
fact spent several times the baseline, thereby confirming the
prediction that these accounts would 1n fact spend more than
others 1n this segment.

The cumulative lift for a bin 1s computed by taking the
average spending by accounts 1n that bin and all higher rank-
ing bins, and dividing 1t by the baseline spending (1.e. the
cumulative lift for bin 3 1s the average spending per account in
bins 1 through 3, divided by the baseline spending.) The
cumulative lift for bin N 1s always 1.0. The cumulative lift 1s
usetul to identily a group of accounts that are to be targeted
for promotional offers.

The lift information allows the financial institution to very
selectively target a specific group of accounts (e.g. the
accounts 1in bin 1) with promotional offers related to the
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merchants 1n the segment. This level of detailed, predictive
analysis of very discrete groups of specific accounts relative
to merchant segments 1s not believed to be currently available
by conventional methods.

d) Population Statistics Tables

—

T'he reporting engine 426 further provides two types of
analyses of the financial behavior of a population of accounts
that are associated with a segment based on various selection
criteria. The Segment Predominant Scores Account Statistics
table and the Segment Top 5% Scores Account Statistics table
present averaged account statistics for two diflerent types of
populations of customers who shop, or are likely to shop, 1 a
given segment. The two populations are determined as fol-
lows.

Segment Predominant Scores Account Statistics Table: All
open accounts with at least one purchase transaction are
scored (predicted spending) for all of the segments. Within
cach segment, the accounts are ranked by score, and assigned
a percentile ranking. The result 1s that for each account there
1s a percentile ranking value for each of the merchant seg-
ments.

The population of interest for a given segment 1s defined as
those accounts that have their highest percentile ranking in
this segment. For example, if an account has 1ts highest per-
centile ranking 1n segment #108, that account will be included
in the population for the statistics table for segment #108, but
not 1n any other segment. This approach assigns each account
holder to one and only one segment.

Segment Top 5% Scores Account Statistics. For the Seg-
ment Top 5% Scores Account Statistics table, the population
1s defined as the accounts with percentile ranking of 95% or
greater 1n a current segment. These are the 5% of the popu-
lation that 1s predicted to spend the most in the segment 1n the
predicted future time interval following the mput data time
window. These accounts may appear in this population in
more than one segment, so that high spenders will show up 1n
many segments; concomitantly, those who spend very little
may not assigned to any segment.

The number of accounts 1n the population for each table 1s
also determined and can be provided as a raw number, and as
a percentage of all open accounts (as shown 1n the titles of the
following two tables).

Table 11 and Table 12 provide samples of these two types
of tables:

TABLE 11

Segment Predominant Scores Account Statistics: 8291 accounts
(0.17 percent)

Mean Std Population Relative
Category Value Deviation Mean Score
Cash Advances $ 11.2% $ 53.18 § 6.65 169.67
Cash Advance Rate 0.03 0.16 0.02 159.92
Purchases $166.86 $318.86  $192.91 86.50
Purchase Rate 0.74 1.29 1.%81 40.62
Debits $178.14 $324.57 $199.55 89.27
Debit Rate 0.77 1.31 1.84 41.99
Dollars in Segment 4.63% 14.34 10.63% 43.53
Rate in Segment 3.32% 9.64 11.89% 27.95
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TABLE 12

Segment Top 5% Scores Account Statistics: 154786 accounts
(3.10 percent)

Mean Std Population Relative
Category Value Deviation Mean Score
Cash Advances $ 9.73 $ 51.21 $ 7.27 133.79
Cash Advance Rate 0.02 0.13 0.02 125.62
Purchases $391.54 $693.00  $642.06 60.98
Purchase Rate 2.76 4.11 7.51 36.77
Debits $401.27 $702.25 $649.34 61.80
Debit Rate 2.79 4.12 7.53 37.00
Dollars in Segment 1.24% 8.14 1.55% 80.03
Rate in Segment 0.99% 6.70 1.79% 55.04

1) Segment Statistics

The tables present the following statistics for each of sev-
eral categories, one category per row. The statistics are:

Mean Value: the average over the population being scored;

Std Deviation: the standard deviation over the population
being scored;

Population Mean: the average, over all the segments, of the
Mean Value (this column 1s thus the same for all segments,
and are included for ease of comparison); and

Relative Score: the Mean Value, as a fraction of the Popu-
lation Mean (1n percent).

11) Row Descriptions

Each table contains rows for spending and rate in Cash
Advances, Purchases, Debits, and Total Spending.

The rows for spending (Cash Advances, Purchases, and Deb-
its ) show statistics on dollars per month for all accounts 1n
the population over the time period of available data.

The rate rows (Cash Advance Rate, Debit Rate, and Purchase
Rate) show statistics on the number of transactions per
month for all accounts in the population over the time
period of available data.

Debits consist of Cash Advances and Purchases.

The Dollars 1n Segment shows the fraction of total spending
that 1s spent in this segment. This informs the financial
institution of how significant overall this segment 1s.

The Rate 1n Segment shows the fraction of total purchase
transactions that occur 1n this segment.

The differences between these two populations are subtle
but important, and are illustrated by the above tables. The
segment predominant population identifies those individuals
as members of a segment who, relative to their own spending,
are predicted to spend the most 1n the segment. For example,
assume a consumer whose predicted spending 1n a segment 1s
$20.00, which gives the consumer a percentile ranking of 75%
percentile. If the consumer’s percentile ranking in every other
segment is below the 75 percentile, then the consumer is
selected 1n this population for this segment. Thus, this may be
considered an intra-account membership function.

The Top 3% scores population instead includes those
accounts holders predicted to spend the most 1n the segment,
relative to all other account holders. Thus, the account holder
who was predicted to spend only $20.00 in the merchant
segment will not be member of this population since he 1s well
below the 957 percentile, which may be predicted to spend,
for example $100.00.

In the example tables these differences are pronounced. In
Table 11, the average purchases of the segment predominant
population is only $166.86. In Table 12, the average purchase
by top 5% population is more than twice that, at $391.54. This
information allows the financial institution to accurately
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identily accounts that are most likely to spend 1 a given
segment, and target these accounts with promotional offers
for merchants in the segment.

The above tables may also be constructed based on other
functions to identily accounts associated with segments,
including dot products between consumer vectors- and seg-
ment vectors.

J. Targeting Engine

The targeting engine 422 allows the financial institution to
specily targeted populations for each (or any) merchant seg-
ment, to enable selection of the targeted population for recerv-
ing predetermined promotional offers.

A financial institution can specily a targeted population for
a segment by specitying a population count for the segment,
for example, the top 1000 accounts holders, or the top 10%
account holders 1n a segment. The selection 1s made by any of
the membership functions, including dot product, or pre-
dicted spending. Other targeting specifications may be used
in conjunction with these criteria, such as a minimum spend-
ing amount in the segment, such as $100. The parameters for
selecting the targeting population are defined 1n a target speci-
fication document 424, which 1s an input to the targeting
engine 422. One or more promotions can be specifically
associated with certain merchants in a segment, such as the
merchants with the highest correlation with the segment vec-
tor, highest average transaction amount, or other selective
criteria. In addition, the amounts offered 1n the promotions
can be specific to each consumer selected, and based on their
predicted or historical spending 1n the segment. The amounts
may also be dependent on the specific merchant for whom a
promotion 1s offered, as a function of the merchant’s contri-
butions to purchases in the segment, such as based upon their
dollar bandwidth, average transaction amount, or the like.

The selected accounts can be used to generate a targeted
segmentation report 430 by providing the account 1dentifiers
for the selected accounts to the reporting engine 426, which
constructs the approprnate targeting report on the segment.
This report has the same format as the general segment report
but 1s compiled for the selected population.

An example targeting specification 424 1s shown below:

TABLE 13

Tarcet population specification

ID associated Customer
with Segment target Selection
promotional offer ID count Criteria Filter Criteria
1 122 75,000 Predicted Average
Spending  Transaction in
in Segment Segment >$50
1 143 Top 10% Dot Total Spending
Product in Segment
>$100
2 12 and 35 87,000 Predicted None
Spending
in this
Segment
12 and 55

Table 13 shows a specification of a total of at least 228,000
customer accounts distributed over four segments and two
promotional offers (ID 1 and ID 2). For each segment or
promotional offer, there are different selection and filtering
criteria. For promotion #1 the top 75,000 consumers 1n seg-
ment #122 based on predicted spending, and who have an
average transaction in the segment greater than $50, are
selected. For this promotion 1n segment #413, the top 10% of
accounts based on the dot product between the consumer
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vector and segment vector are selected, so long as they have a
minimum spending in the segment of $100. Finally, for pro-
motion #2, 87,000 consumers are selected across two seg-
ments. Within each offer (e.g. offer ID 1) the segment models
may be merged to produce a single lift chart, which retlects
the offer as a composition of the segments.

The targeting engine 422 then provides the following addi-
tional functionality:

1. Select fields from the account profile of the selected
accounts that will be inserted to the mail file 434. For
example, the name, address, and other information about the
account may be extracted.

2. The mail file 434 1s then exported to a usetul word
processing or bulk mailing system.

3. Instruct the reporting engine 426 to generate reports that
have summary and cumulative frequencies for select account
fields, such as including purchase, debit, cash advance, or any
other account data.

4. Instruct the reporting engine 426 to generate lift charts
for the targeting population in the segment, and for over-
lapped (combined) segments.

K. Segment Transition Detection

As 1s now apparent, the system of the present invention
provides detailed mnsight into which merchant segments a
consumer 1s associated with based on various measures of
membership, such as dot product, predicted spending, and the
like. Further, since the consumers continue to spend over
time, the consumer accounts and the consumers’ associations
with segments are expected to change over time as their
individual spending habits change.

The present invention allows for detection of the changes in
consumer spending via the segment transition detection
engine 420. In a given data period (e.g. next monthly cycle or
multiple month collection of data) a set of membership values
for each consumer 1s defined as variously described above,
with respect to each segment. Again, this may be predicted
spending by the consumer in each segment, dot product
between the consumer vector and each segment vectors, or
other membership functions.

In a subsequent time 1nterval, using additional spending
and/or predicted data, the membership values are recom-
puted. Each consumer will have the top P and the bottom Q)
increases 1n and decreases in segment membership. That 1s,
there will be two changes of interest: the P (e.g. 5) segments
with the greatest increase 1n membership values for the con-
sumer; the Q segments with the greatest decrease 1n segment
membership.

An increase 1n the membership value for a segment 1ndi-
cates that the consumer 1s now spending (or predicted to
spend) more money 1n a particular segment. Decreases show
a decline 1n the consumer’s iterest 1n the segment. Either of
these movements may reflect a change in the consumer’s
lifestyle, income, or other demographic factors.

Significant increases 1n merchant segments that previously
had low membership values are particularly useful to target
promotional offers to the account holders who are moving
into the segment. This 1s because the significant increase 1n
membership indicates that the consumer 1s most likely to be
currently receptive to the promotional offers for merchants 1n
the segment, since they are predicted to be purchasing more
heavily 1n the segment.

Thus, the segment transition detection engine 420 calcu-
lates the changes 1n each consumer’s membership values
between two selected time periods, typically using data in a
most recent prediction window (either ending or beginning,
with a current statement date) relative to memberships in
prior time intervals. The financial institution can define a
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threshold change value for selecting accounts with changes in
membership more significant than the threshold. The selected
accounts may then be provided to the reporting engine 426 for
generation of various reports, including a segment transition
report 432, which 1s like the general segment report except
that 1t applies to accounts that are considered to have transi-
tioned to or from a segment. This further enables the financial
institution to selectively target these customers with promo-
tional offers for merchants 1n the segments in which the
consumer had the most significant positive increases in mem-
bership.

L. Nearest-Neighbor Techniques

In another embodiment, the present invention employs
nearest-neighbor techmques to predict responses to offers or
to determine other marketing-related value of consumers.
Referring now to FIG. 14, there 1s shown a flowchart depict-
ing a nearest-neighbor technique for predicting a response
rate for a consumer with regard to a particular offer. One
skilled 1n the art will recognize that the technique shown 1n
FIG. 14 can be applied to predicting other types of market
value associated with 1identifiable consumers.

Once consumer vectors have been developed as discussed
above, a reference set of consumers 1s selected 1401, the
consumers 1n the reference set having known response rates
to offers (or having other characteristics that are known to be
related to or good predictors of response rates). The reference
set typically includes consumers who have been presented
with an offer and given a chance to respond. It offer history
data for consumers 1s not available, the reference set may
include consumers for whom other relevant data 1s available.
Preferably, the available data provides some degree of pre-
dictive accuracy concerning the likelithood of a positive
response to an oifer. For example, 11 response history data 1s
unavailable, the system might instead use a sample of con-
sumers, and consider those who have purchased the product
to have accepted the offer, and those who have not purchased
the product to have rejected the offer.

Once the set of reference consumers has been established,
the system obtains 1402 a consumer vector for each consumer
in the reference set, as well as a value describing the known or
predicted response rate relevant to the offer being analyzed.

The consumer vector for a proposed target consumer 1s
then obtained 1403, and the nearest neighbors 1n the reference
set are 1dentified 1404. The nearest neighbors may be 1denti-
fied, for example, by performing dot-product operations on
the target consumer vector with reference consumer vectors,
and selecting those reference consumer vectors that provide
the highest dot-product value (1.¢., those that are closest to the
target consumer vector). In one embodiment, the nearest-
neighbor set 1s defined according to a threshold dot-product
value; 1n another embodiment, a fixed number N of consumer
vectors 1s 1dentified, selected among those that are closest to
the target consumer vector.

In one embodiment, hierarchical clustered searches are
used 1n determining and identifying nearest neighbors. Such
an approach can save computation time by obviating the need
to compute dot-product results imnvolved each vector in the
entire set of consumer vectors. As 1s known 1n the art, a
hierarchical clustered search improves efficiency of such
operations by breaking down the reference population into
groups according to a hierarchy, so that dot products need
only be computed for those vectors within the relevant
group(s).

The response rate among the nearest neighbors 1s aggre-
gated 1405 and used as a predictor of the likely response rate
tor the target consumer. For example, for the consumers inthe
nearest-neighbor set, the system determines the ratio of those
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who responded positively to those who responded negatively
(or did not respond at all). Thus ratio 1s the target consumer’s
score with respect to the offer, and may be provided as output
1406 by the system. Based on this score for a number of
potential target consumers, the marketing effort can be tar-
geted at those consumers most likely to respond favorably,
thus improving the etficiency of the marketing campaign.

Using the techniques of FIG. 14, the present invention 1s
able to generate recommendations as to which offers to
present to which consumers. Examples of the types of rec-
ommendations mnclude:

recommend offers to which the consumer 1s mostly likely

to respond positively (highest score);

recommend offers that are likely to achieve the highest

profit (maximizing scorexproduct profitxcost of making
the offer);

recommend offers that are optimal based on some other

measure, taking into account any other relevant factors,
such as product availability, portfolio risk, and the like.

In one embodiment, the nearest-neighbor response rate
may be fused with other data for more advanced analysis. For
example, the aggregated response rate could be provided as
an mput to a second-level predictive model, along with other
input data (such as demographic information, for example).
The second-level predictive model could be trained on the
input data, using techniques known in the art, in order to
improve response prediction accuracy for target consumers.

In one embodiment, in developing consumer vectors for
the reference set, the present invention excludes purchases of
the target product itself. IT such purchases are included in
developing the reference set vectors, the vectors for consums-
ers who purchased the product will by definition differ from
vectors for desirable target consumers (since those target
consumers have not yet purchased the target product), so that
a systemic bias results. What 1s desired 1s an indication of
which target consumers are most similar to consumers in the
reference set except for the fact that they have not yet pur-
chased the product being targeted. Thus, exclusion of target
product purchases may provide more accurate predictions.

In one embodiment, the selection of reference consumers
in step 1401 1s performed by random selection means among
a representative population, so as to obtain a random sample
including those that responded positively and those that
responded negatively (or did not respond at all). Often, how-
ever, truly representative selection 1s not possible, since pre-
vious ollers of the product or service may have been targeted
at selected populations, so that the data set from which the
sample 1s being obtain may itself be skewed. Accordingly, 1t
may be difficult to obtain a random selection from a repre-
sentative population.

In addition, random sampling tends to yield many more
non-responders and negative responders than positive
responders, by virtue of the fact that, in general, the vast
majority ol people respond negatively (or not at all) to offers.
Thus, random selection of reference consumers tends to result
in an undue emphasis on non-responders and negative
responders, with a corresponding lack of predictive data
points for positive responders. This 1s an unfavorable result,
since 1t weakens the ability of the system to develop suilicient
numbers of vectors for the very population segment that 1s of
the most mterest, namely those who responded positively in
the past.

Accordingly, the present imnvention may select reference
consumers by some non-random means. If non-random
selection 1s employed, the effect of the non-randomness 1s
reversed so that the score developed by the system 1s a true
probability estimate. For example, 11 the number of positive
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responders 1s over-represented in the reference set by a factor
of 10, the resulting score 1s divided by 10 to compensate for
the bias towards positive responders.

M. Supervised Segmentation of Consumer Vectors

Supervised segmentation of merchant vectors 1s described
above as a technique for developing merchant segments that
are of interest. In one embodiment, the present invention
employs supervised segmentation of consumer vectors as an
alternative to the nearest-neighbor technique described above
for predicting response rates of consumers. Such a technique
may be performed, for example, using an LVQ methodology
similar to that described above 1n connection with merchant
vectors.

Retferring now to FIG. 15, there 1s shown a flowchart
depicting a technique of supervised segmentation of con-
sumer vectors for predicting a response rate for a consumer
with regard to a particular offer. A set of reference consumers
1s labeled 1501 according to their response history for an
offer. For each product offer, there are two classes of 1ndi-
viduals—responders (those who responded positively) and
non-responders (those who responded negatively or did not
respond at all). Alternatively, multiple segment vectors can be
trained with different ratios (or ranges of ratios) ol responders
to non-responders 1n order to model the response likelithood
contours in the feature space.

A set of segment vectors are mitialized 1502 for the speci-
fied consumer segments. The 1nitial segment vectors may be
orthogonal to one another, or randomly assigned. Typically,
the segment vectors occupy the same space as do consumer
vectors, so that memberships, degrees of similarity, and
allinities between consumers and segments can be defined
and quantified. In another alternative embodiment, more than
one segment vector may be assigned to each segment in order
to 1dentity discontinuous regions of high response likelithood
and to better approximate the decision boundaries.

A labeled reference consumer 1s selected 1503. A con-
sumer vector 1s obtained for the selected reference consumer,
and a segment 1s selected 1504 for the consumer based on the
consumer vector. As described previously, segment selection
may be performed according to any one of several methods,
including for example determining which segment vector 1s
most closely aligned with the consumer vector. I, in 1505, the
selected segment does not correspond to the segment label
that has been assigned to the consumer, one or more segment
vectors are adjusted 1506 1n an effort to “train” the segment
vectors. Either the segment vector for the assigned segment 1s
moved farther from the consumer vector, or the “correct”
segment vector (1.e., the segment vector closest to the con-
sumer vector) 1s moved closer to the segment vector, or both
vectors are adjusted. Examples discussed above 1n connec-
tion with FIGS. 11A through 11C and 12A through 12C are
applicable.

Once segments have been adjusted (if appropriate), a deter-
mination 1s made 1507 as to whether more training 1s
required. This determination 1s made based on known con-
vergence determination methods, or by reference to a pre-
defined count of training 1terations, or by another other appro-
priate means. One advantage to the present invention 1s that
not all consumer vectors need be manually labeled 1n order to
cifectively train the vector set; once the segment vectors are
suificiently trained, consumers will automatically become
associated with appropriate segments based on the position-
ing of their vectors.

Thus, the present invention provides a technique for devel-
oping segment vectors such that probability of response for
cach region of feature space may be determined. For a new
target customer, the consumer vector 1s compared with seg-
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ment vectors; based on a determination of response rate for a
corresponding segment vector, the estimated response prob-
ability for the target customer can be generated. Such a tech-
nique 1s advantageous in that 1t results 1n reduced search time
over a nearest-neighbor technique, and 1s more likely to pro-
vide accurate results in the present of abrupt response likeli-
hood boundaries 1n the feature space.

In summary then, the present invention provides a variety
of powertul analytical methods for predicting consumer
financial behavior in discretely defined merchant segments,
and with respect to predetermined time intervals. The clus-
tering of merchants 1n merchant segments allows analysis of
transactions ol consumers in each specific segment, both
historically, and 1n the predicted period to 1dentily consumers
ol interest. Identified consumers can then be targeted with
promotional offers precisely directed at merchants within
specific segments. Supervised segmentation techniques may
be employed to facilitate definition and analysis of particular
market segments. Nearest-neighbor techniques may be used
in place of segment-based models to develop predictions of
consumer behavior.

Appendix I: N-Gram Matching Algorithm

1. A set of training examples 1s presented to the algorithm. In
this case, the training examples are all the merchant names
that are being processed.

2. Each training example 1s broken down into all possible
n-grams, for a selected value of n (n=3 for trigrams) E.g.
the merchant name “wal-mart” yields the trigrams w, “wa,
wal, al-, 1-m, -ma, mar, art, rt", t, where ~ 1s an “end of
string”” token.

3. The frequencies with which each trigram appears any-
where 1n the training examples are counted.

4. In the preferred embodiment, each trigram 1s assigned a
weight, given by[>I
where xyz indicates the particular trigram, F__ 1s the num-
ber of times the trigram appeared anywhere 1n the training
examples, and N 1s the maximum value of F for all tri-
grams. Thus, frequently occurring trigrams are assigned
low weights, while rare trigrams are assigned high weights.
Other weighting schemes, including uniform weights, are
possible.

5. A high dimensional vector space 1s constructed, with one
dimension for each trigram that appears 1n the set of train-
ing examples.

6. To compare two particular strings of characters (merchant
names), string1 and string2, each string is represented by a
vector 1in the vector space. The vector for a stringl 1s
constructed by:

a) counting the frequency of each trigram 1n the string,

b) assembling a weighted sum of unit vectors,[><I

where Xyz ranges over all trigrams in string1, and u,_,,, is

a unit vector 1n the direction of the xyz dimension in the

vector space.
¢) normalizing V..., to length a length of one (preferred

embodiment), or utilizing another normalization, or pro-

viding no normalization at all.

d) construct the similar vector corresponding to the other
string, V

Strivig2

e) take the dot product of V.., and V.. A high dot
product (near one) indicates that the two strings are
closely related, while a low dot product (near zero) indi-

cates that the two strings are not related.
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7. Two merchant names are equivalenced 11 their vectors’ dot
product 1s greater than a particular threshold. This thresh-
old 1s typically 1n the range of 0.6 to 0.9 for the preferred
embodiment.

Appendix II: Geometrically Derived Vector Training,
Algorithm
Initialize:
For each stem, ie{all stems in corpus}
V =rand_vector //random vector for stem i
Normalize V, to length 1
AV =0, //zero 1nitialized update vector for stem 1
END
For each stem, ie{all stems in corpus}
Calculate Updates:
For each stem, je{all stems that co-occurred with stem
if, j=i
We wish to calculate a new vector, U, that 1s the 1deal
position of V; with respect to V. In other words, we
want the dot product of U, with V to be d,;, we want
U;; to have unit length, and we want U, ; to lie in the
plane defined by V, and V..
D=V,-V_ /lvector difference between vectors for
stems 7 and 1.
0=D-V,-dot(V,,D) //0 is vector of components of D
which are orthogonal to V3. This defines a plane
between Vi and 0 1n which Vi lies.
g = — // normalize 6
16l
ﬂ[l - d;.] -
| =sq >— | //11s weight for 6
&z
IF d,>0 THEN /i1t positive relationship between
stems ] and 1
U, =V +l-0
ELSE IF d,,<0 THEN //if negative relationship
U,V +l-6
END IF
U,=U,i|[Uj;|// normalize
We construct a weighted sum of the U,; for all j to
derive an estimate of where V, should be.
IF weight_mode==LOG_FREQ THEN
AV =AV+U, [ 1-dot(Uy, V,) ]| 1+log F|j]]
ELSE IF weight mode=—=FREQ THEN
AV ~AV AT, 1-dot(T,,, V) JFj ]
ELSE
AV ~AV AT, 1-dot(U, V)
END IF
END j
Perform Update:
V,/=(1-gamma)-V,+gamma-AV,
Vz_n w:vinw Avinwu
END 1
Notes:
1) Stems here are root merchant names.

2) The list of stems 7 (merchant names) that co-occur with
stem 1 1s known from the co-occurrence data.
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3) dyj 1s relationship strength measure, calculated by UDLI1,
UDL2, or UDL3.

4) F[1] 1s the frequency at which stem 7 appears in the data.

5) Weight_mode 1s a user-controlled value that determines the
influence that F[1] has on the U. If weight_mode 1s FREQ
then the frequency of stem 7 directly effects U, so that
higher frequency stems (merchant names) strongly influ-
ence the resulting merchant vector of merchant 1. A slower
influence 1s provided by weight_mode=L.OG FREQ,
which uses the log of F[1]. If weight_mode 1s not set, then
the default 1s no influence by F[1].

6) Gamma 1s a learning rate 0-1, typically 0.5 to 0.9

Appendix III: Algebraically Derived Vector Training
Algorithm

Initialize:
For each stem, ie{all stems in corpus}

V =rand_vector //initialize a random vector for stem i

Normalize V, //normalize vector to unit length

AV =0, // define a zero initialized update vector for stem
1

END
For each stem, ie{all stems in corpus}

Calculate Updates:

For each stem, je{all stems that co-occurred with stem
i}, j=i // this is all merchants j that co-occur with
merchant 1 We wish to calculate a new vector, U, that
i1s the 1deal position of V,; with respect to V. In other
words, we want the dot product ot U, with V to bed,,
we want U ; to have unit length, and we want U ; to lie
in the plane defined by V, and V. B
U,; can be expressed as a linear combination of V; and

V., where:

1 —d%y"*
i
g = dot(V;, V), Pij = [ ] , and

l—sﬁ-

—_—k

Uy = (dij —&ip,)Vj + p; Vi

We construct a weighted sum of the U, for all j to

derive an estimate of where V, should be. IF
weight_mode==LOG_FREQ THEN

AV =AV+U; |1 —dmt(Uzj, V) || 1+log Flj]]

ELSE IF weight_mode==FREQ THEN
AV A=AV AU |11 —dot(U,, V}) |F|j]

ELSE

AV =AYV 4T, 1-dot(T,, V)

END IF
END 3
Pertorm Update:

V. =(1-gamma)-V ,+gamma-AV,

Ve e [V e

I

END 1

Notes:

1) Stems here are root merchant names.

2) The list of stems 7 (merchant names) that co-occur with
stem 1 1s known from the co-occurrence data.

3) dij 1s relationship strength measure, calculated by UDIL1,
UDL2, or UDLS3.
4) F[1] 1s the frequency at which stem j appears in the data.
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5) Weight_mode1s a user-controlled value that determines the

influence that F[j] has on the U. If weight_mode 1s FREQ
then the frequency of stem j directly effects U, so that
higher frequency stems (merchant names) strongly influ-
ence the resulting merchant vector of merchant 1. A slower

influence 1s provided by weight_mode=L.LOG FREQ,
which uses the log of F[j]. If weight_mode 1s not set, then

the default 1s no 1nfluence by F[j].

6) Gamma 1s a learming rate 0-1, typically 0.5 to0 0.9

We claim:
1. A computer implemented method of predicting financial

behavior of a target consumer with respect to an oifer or
merchant, comprising:

for a reference set of consumers, obtaining consumer vec-
tors and data describing financial behavior;
obtaining a consumer vector for the target consumer;
1dentifying at least one nearest neighbor to the target con-
sumer vector among the reference set of consumers; and
generating a financial behavior prediction for the target
consumer by aggregating the financial behavior data of
the consumers corresponding to the 1dentified consumer
vectors;
wherein generating a behavior prediction comprises:
training a predictive model using a plurality of con-
sumer vectors, corresponding financial behavior
data, and merchant vectors;
using an unexpected deviation learning approach to
determine values of the merchant vectors;
wherein said unexpected deviation learning approach
comprises comparing co-occurences of merchant
descriptions in said financial behavior data to deter-
mine 1f a pair of merchants are either positively or
negatively concurrent wherein either the positive or
negative concurrency 1s used to determine values
for the merchant vectors; and
applying the predictive model to the consumer vector
of the target consumer to output for said target
consumer a predicted spending amount; and
wherein identifying at least one nearest neighbor com-
prises 1dentifying consumer vectors having a dot prod-
uct between the consumer vector and the target con-
sumer vector that exceeds a predetermined threshold.
2. A computer implemented method of predicting financial

behavior of a target consumer with respect to an offer or
merchant, comprising;

for a reference set of consumers, obtaining consumer vec-
tors and data describing financial behavior;
obtaining a consumer vector for the target consumer;
identifying at least one nearest neighbor to the target con-
sumer vector among the reference set ol consumers; and
generating a financial behavior prediction for the target
consumer by aggregating the financial behavior data of
the consumers corresponding to the 1dentified consumer
vectors;
wherein generating a behavior prediction comprises:
training a predictive model using a plurality of con-
sumer vectors, corresponding financial behavior
data, and merchant vectors;
using an unexpected deviation learning approach to
determine values of the merchant vectors;
wherein said unexpected deviation learning approach
comprises comparing co-occurences of merchant
descriptions in said financial behavior data to deter-
mine 1 a pair of merchants are either positively or
negatively concurrent wherein either the positive or
negative concurrency 1s used to determine values
for the merchant vectors; and
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applving the predictive model to the consumer vector
of the target consumer to output for said target
consumer a predicted spending amount; and
wherein i1dentifying at least one nearest neighbor com-
prises 1dentifying a predetermined number of consumer
vectors having the highest dot products between the
consumer vector and the target consumer vector.

3. A computer implemented method of predicting financial
behavior of a target consumer with respect to an offer or
merchant, comprising;

for a reference set of consumers, obtaining consumer vec-

tors and data describing financial behavior;

obtaining a consumer vector for the target consumer;

identifying at least one nearest neighbor to the target con-

sumer vector among the reference set of consumers; and
generating a financial behavior prediction for the target
consumer by aggregating the financial behavior data of
the consumers corresponding to the 1dentified consumer
vectors;
wherein generating a behavior prediction comprises:
training a predictive model using a plurality of con-
sumer vectors, corresponding financial behavior
data, and merchant vectors;
using an unexpected deviation learning approach to
determine values of the merchant vectors;
wherein said unexpected deviation learning approach
comprises comparing co-occurences ol merchant
descriptions 1n said financial behavior data to deter-
mine 1f a pair of merchants are either positively or
negatively concurrent wherein either the positive or
negative concurrency 1s used to determine values
for the merchant vectors; and
applying the predictive model to the consumer vector
of the target consumer to output for said target
consumer a predicted spending amount; and
further comprising fusing the generated behavior predic-
tion with additional data to generate a second-level
behavior prediction.

4. The method of claim 3, wherein fusing comprises:

training a second-level predictive model with generated

behavior predictions and additional data; and

applying the generated behavior prediction and additional

data to the trained second-level predictive model to
obtain a second-level behavior prediction.

5. A computer implemented method of predicting financial
behavior of a target consumer with respect to an offer or
merchant, comprising;

for a reference set of consumers, obtaining consumer vec-

tors and data describing financial behavior;

obtaining a consumer vector for the target consumer;

identifying at least one nearest neighbor to the target con-

sumer vector among the reference set of consumers; and
generating a financial behavior prediction for the target
consumer by aggregating the financial behavior data of
the consumers corresponding to the 1dentified consumer
vectors;
wherein generating a behavior prediction comprises:
training a predictive model using a plurality of con-
sumer vectors, corresponding financial behavior
data, and merchant vectors;
using an unexpected deviation learning approach to
determine values of the merchant vectors;
wherein said unexpected deviation learning approach
comprises comparing co-occurences ol merchant
descriptions 1n said financial behavior data to deter-
mine 1f a pair of merchants are either positively or
negatively concurrent wherein either the positive or
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negative concurrency 1s used to determine values
for the merchant vectors; and
applying the predictive model to the consumer vector
of the target consumer to output for said target
consumer a predicted spending amount; and
wherein the consumer vectors for the reference set exclude
target product purchases.

6. A computer implemented method of predicting financial
behavior of a target consumer with respect to an oifer or
merchant, comprising:

for a reference set of consumers, obtaining consumer vec-

tors and data describing financial behavior;

obtaining a consumer vector for the target consumer;

identifying at least one nearest neighbor to the target con-

sumer vector among the reference set of consumers; and
generating a financial behavior prediction for the target
consumer by aggregating the financial behavior data of
the consumers corresponding to the 1dentified consumer
vectors;
wherein generating a behavior prediction comprises:
training a predictive model using a plurality of con-
sumer vectors, corresponding financial behavior
data, and merchant vectors;
using an unexpected deviation learning approach to
determine values of the merchant vectors;
wherein said unexpected deviation learning approach
comprises comparing co-occurences ol merchant
descriptions 1n said financial behavior data to deter-
mine 1f a pair of merchants are either positively or
negatively concurrent wherein either the positive or
negative concurrency 1s used to determine values
for the merchant vectors; and
applying the predictive model to the consumer vector
of the target consumer to output for said target
consumer a predicted spending amount; and
wherein the reference set of consumers 1s selected ran-
domly.

7. A computer implemented method of predicting financial
behavior of a target consumer with respect to an oifer or
merchant, comprising:

for a reference set of consumers, obtaining consumer vec-

tors and data describing financial behavior;

obtaining a consumer vector for the target consumer;

identifying at least one nearest neighbor to the target con-

sumer vector among the reference set of consumers; and
generating a financial behavior prediction for the target
consumer by aggregating the financial behavior data of
the consumers corresponding to the 1dentified consumer
vectors;
wherein generating a behavior prediction comprises:
training a predictive model using a plurality of con-
sumer vectors, corresponding financial behavior
data, and merchant vectors;
using an unexpected deviation learning approach to
determine values of the merchant vectors;
wherein said unexpected deviation learning approach
comprises comparing co-occurences ol merchant
descriptions 1n said financial behavior data to deter-
mine 1f a pair of merchants are either positively or
negatively concurrent wherein either the positive or
negative concurrency 1s used to determine values
for the merchant vectors; and
applying the predictive model to the consumer vector
of the target consumer to output for said target
consumer a predicted spending amount; and
wherein the reference set of consumers 1s selected non-
randomly, and further comprising adjusting the gener-
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ated behavior prediction to compensate for the non-
randommness of the reference set selection.

8. A computer implemented method of predicting financial
behavior of a target consumer with respect to an offer or
merchant, comprising;

generating consumer vectors for a plurality of consumers;

defiming at least one consumer segment having predicted

financial behavior data;

determining a consumer segment for the target consumer;

and

based on the determined consumer segment, generating

predicted financial behavior for the target consumer;
wherein generating a behavior prediction comprises:
training a predictive model using a plurality of con-
sumer vectors, corresponding financial behavior
data, and merchant vectors;
using an unexpected deviation learning approach to
determine values of the merchant vectors;
wherein said unexpected deviation learning approach
comprises comparing co-occurences ol merchant
descriptions 1n said financial behavior data to deter-
mine 1f a pair of merchants are either positively or
negatively concurrent wherein either the positive or
negative concurrency 1s used to determine values
for the merchant vectors; and
applving the predictive model to the consumer vector
of the target consumer to output for said target
consumer a predicted spending amount; and
wherein defining at least one consumer segment com-
Prises:
initializing a set of consumer segment vectors;
accepting at least one segment label for at least one of the
CONSUMErs;
for each of at least a subset of the labeled consumers:
selecting at least one consumer segment vector for a
consumer;
determining whether the selected consumer segment
vector matches the segment label for the consumer;
and
responsive to the determination, adjusting zero or
more of the consumer segment vectors.

9. A computer implemented method of predicting financial
behavior of a target consumer with respect to an offer or
merchant, comprising:

generating consumer vectors for a plurality of consumers;

defiming at least one consumer segment having predicted

financial behavior data;

determining a consumer segment for the target consumer;

and

based on the determined consumer segment, generating

predicted financial behavior for the target consumer:
wherein generating a behavior prediction comprises:
training a predictive model using a plurality of con-
sumer vectors, corresponding financial behavior
data, and merchant vectors;
using an unexpected deviation learning approach to
determine values of the merchant vectors;
wherein said unexpected deviation learning approach
comprises comparing co-occurences ol merchant
descriptions 1n said financial behavior data to deter-
mine 1i a pair of merchants are either positively or
negatively concurrent wherein either the positive or
negative concurrency 1s used to determine values
for the merchant vectors; and
applying the predictive model to the consumer vector
of the target consumer to output for said target
consumer a predicted spending amount; and
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wherein the target consumer 1s associated with a target
consumer vector, and wherein determining a consumer
segment for the target consumer comprises selecting a
consumer segment corresponding to a consumer seg-
ment vector having the highest dot product between the
consumer segment vector and the target consumer vec-
tor.

10. A system for predicting financial behavior of a target

consumer with respect to an offer or merchant, comprising:
a merchant vector build module, for generating one or more
merchant vectors for at least a subset of merchants:
a segmentation module for applying segmentation to said
one or more merchant vectors to provide at least one
merchant segment;
an mput device for obtaining, for a reference set of con-
sumers, consumer vectors and data describing financial
behavior; and
at least one merchant segment predictive model, corre-
sponding to said at least one merchant segment, said
model coupled to the build module and the input device,
for identilying at least one nearest neighbor consumer
vector to a target consumer vector among the reference
set consumer vectors, and generating a financial behav-
10r prediction for the target consumer by aggregating the
financial behavior data of the consumers corresponding,
to the 1dentified consumer vectors:
said system configured for:
training a predictive model using a plurality of consumer
vectors, corresponding financial behavior data, and
merchant vectors:

using an unexpected deviation learning approach to
determine values of the merchant vectors:

wherein said unexpected deviation learning approach
comprises comparing co-occurences of merchant
descriptions in said financial behavior data to deter-
mine 1f a pair of merchants are either positively or
negatively concurrent wherein either the positive or
negative concurrency 1s used to determine values for
the merchant vectors; and

applying the predictive model to the consumer vector of
the target consumer to output for said target consumer
a predicted spending amount; and

wherein the merchant segment predictive model 1dentifies
at least one nearest neighbor by identifying consumer
vectors having a dot product between the consumer vec-
tor and the target consumer vector that exceeds a prede-
termined threshold.

11. A system for predicting financial behavior of a target

consumer with respect to an offer or merchant, comprising:

a merchant vector build module, for generating one or more
merchant vectors for at least a subset of merchants:

a segmentation module for applying segmentation to said
one or more merchant vectors to provide at least one
merchant segment;

an mput device for obtaining, for a reference set of con-
sumers, consumer vectors and data describing financial
behavior; and

at least one merchant segment predictive model, corre-
sponding to said at least one merchant segment, said
model coupled to the build module and the mput device,
for identilying at least one nearest neighbor consumer
vector to a target consumer vector among the reference
set consumer vectors, and generating a financial behav-
1or prediction for the target consumer by aggregating the
financial behavior data of the consumers corresponding
to the 1dentified consumer vectors;
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said system configured for:

training a predictive model using a plurality of consumer
vectors, corresponding financial behavior data, and
merchant vectors;

using an unexpected deviation learning approach to
determine values of the merchant vectors;

wherein said unexpected deviation learning approach
comprises comparing co-occurences of merchant
descriptions in said financial behavior data to deter-
mine if a pair of merchants are either positively or
negatively concurrent wherein either the positive or
negative concurrency 1s used to determine values for
the merchant vectors; and

applying the predictive model to the consumer vector of
the target consumer to output for said target consumer
a predicted spending amount; and

wherein the merchant segment predictive model 1dentifies
at least one nearest neighbor by 1dentifying a predeter-
mined number of consumer vectors having the highest
dot products between the consumer vector and the target
consumer vector.

12. A system for predicting financial behavior of a target

consumer with respect to an offer or merchant, comprising:
amerchant vector build module, for generating one or more
merchant vectors for at least a subset of merchants:
a segmentation module for applying segmentation to said
one or more merchant vectors to provide at least one
merchant segment;
an mput device for obtaining, for a reference set of con-
sumers, consumer vectors and data describing financial
behavior; and
at least one merchant segment predictive model, corre-
sponding to said at least one merchant segment, said
model coupled to the build module and the mnput device,
for 1identifying at least one nearest neighbor consumer
vector to a target consumer vector among the reference
set consumer vectors, and generating a financial behav-
10r prediction for the target consumer by aggregating the
financial behavior data of the consumers corresponding
to the 1dentified consumer vectors;
said system configured for:
training a predictive model using a plurality of consumer
vectors, corresponding financial behavior data, and
merchant vectors:

using an unexpected deviation learning approach to
determine values of the merchant vectors:

wherein said unexpected deviation learning approach
comprises comparing co-occurences of merchant
descriptions in said financial behavior data to deter-
mine if a pair of merchants are either positively or
negatively concurrent wherein either the positive or
negative concurrency 1s used to determine values for
the merchant vectors; and

applying the predictive model to the consumer vector of
the target consumer to output for said target consumer
a predicted spending amount; and

wherein the merchant segment predictive model fuses the
generated behavior prediction with additional data to
generate a second-level behavior prediction.

13. A system for predicting financial behavior of a target

consumer with respect to an offer or merchant, comprising:

a merchant vector build module, for generating one or more
merchant vectors for at least a subset of merchants:

a segmentation module for applying segmentation to said
one or more merchant vectors to provide at least one
merchant segment;
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an mput device for obtaining, for a reference set of con-
sumers, consumer vectors and data describing financial
behavior; and
at least one merchant segment predictive model, corre-
sponding to said at least one merchant segment, said
model coupled to the build module and the mput device,
for identilying at least one nearest neighbor consumer
vector to a target consumer vector among the reference
set consumer vectors, and generating a financial behav-
1or prediction for the target consumer by aggregating the
financial behavior data of the consumers corresponding
to the 1dentified consumer vectors:
said system configured for:
training a predictive model using a plurality of consumer
vectors, corresponding financial behavior data, and
merchant vectors;

using an unexpected deviation learning approach to
determine values of the merchant vectors:

wherein said unexpected deviation learning approach
comprises comparing co-occurences of merchant
descriptions in said financial behavior data to deter-
mine 1f a pair of merchants are either positively or
negatively concurrent wherein either the positive or
negative concurrency 1s used to determine values for
the merchant vectors; and

applying the predictive model to the consumer vector of
the target consumer to output for said target consumer
a predicted spending amount; and

wherein the consumer vectors for the reference set exclude
target product purchases.

14. A system for predicting financial behavior of a target

consumer with respect to an offer or merchant, comprising:
a merchant vector build module, for generating one or more
merchant vectors for at least a subset of merchants:
a segmentation module for applying segmentation to said
one or more merchant vectors to provide at least one
merchant segment;
an input device for obtaining, for a reference set of con-
sumers, consumer vectors and data describing financial
behavior; and
at least one merchant segment predictive model, corre-
sponding to said at least one merchant segment, said
model coupled to the build module and the input device,
for identifying at least one nearest neighbor consumer
vector to a target consumer vector among the reference
set consumer vectors, and generating a financial behav-
10r prediction for the target consumer by aggregating the
financial behavior data of the consumers corresponding
to the 1dentified consumer vectors:
said system configured for:
training a predictive model using a plurality of consumer
vectors, corresponding financial behavior data, and
merchant vectors;

using an unexpected deviation learning approach to
determine values of the merchant vectors;

wherein said unexpected deviation learning approach
comprises comparing co-occurences ol merchant
descriptions 1n said financial behavior data to deter-
mine 1f a pair of merchants are either positively or
negatively concurrent wherein either the positive or
negative concurrency 1s used to determine values for
the merchant vectors; and

applying the predictive model to the consumer vector of
the target consumer to output for said target consumer
a predicted spending amount; and

wherein the reference set of consumers 1s selected ran-
domly.
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15. A system for predicting financial behavior of a target
consumer with respect to an offer or merchant, comprising:
amerchant vector build module, for generating one or more
merchant vectors for at least a subset of merchants:
a segmentation module for applying segmentation to said
one or more merchant vectors to provide at least one
merchant segment;
an mput device for obtaining, for a reference set of con-
sumers, consumer vectors and data describing financial
behavior; and
at least one merchant segment predictive model, corre-
sponding to said at least one merchant segment, said
model coupled to the build module and the input device,
for 1identifying at least one nearest neighbor consumer
vector to a target consumer vector among the reference
set consumer vectors, and generating a financial behav-
10r prediction for the target consumer by aggregating the
financial behavior data of the consumers corresponding
to the 1dentified consumer vectors;
said system configured for:
training a predictive model using a plurality of consumer
vectors, corresponding financial behavior data, and
merchant vectors;

using an unexpected deviation learning approach to
determine values of the merchant vectors;

wherein said unexpected deviation learning approach
comprises comparing co-occurences ol merchant
descriptions 1n said financial behavior data to deter-
mine 1f a pair of merchants are either positively or
negatively concurrent wherein either the positive or
negative concurrency 1s used to determine values for
the merchant vectors; and

applying the predictive model to the consumer vector of
the target consumer to output for said target consumer
a predicted spending amount; and

wherein the reference set of consumers 1s selected non-
randomly, and wherein the predictive model adjusts the
generated behavior prediction to compensate for the
non-randomness of the reference set selection.

16. A computer-readable medium comprising computer-
readable code for predicting financial behavior of a target
consumer with respect to an offer or merchant, comprising:

computer-readable code adapted to, for a reference set of
consumers, obtain consumer vectors and data describing
financial behavior:;

computer-readable code adapted to obtain a consumer vec-
tor for the target consumer;

computer-readable code adapted to identify at least one
nearest neighbor to the target consumer vector among,
the reference set consumer vectors; and

computer-readable code adapted to generate a financial
behavior prediction for the target consumer by aggregat-
ing the financial behavior data of the consumers corre-
sponding to the identified consumer vectors;
wherein the computer-readable code adapted to generate

a behavior prediction comprises:

computer-readable code to train a predictive model
using a plurality of consumer vectors, correspond-
ing financial behavior data, and merchant vectors;

computer-readable code to use an unexpected devia-
tion learning approach to determine values of the
merchant vectors:

wherein said unexpected deviation learning approach
comprises comparing co-occurences ol merchant
descriptions 1n said financial behavior data to deter-
mine 1f a pair of merchants are either positively or
negatively concurrent wherein either the positive or
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negative concurrency 1s used to determine values
for the merchant vectors; and

computer-readable code to apply the predictive model
to the consumer vector of the target consumer and
output a predicted spending amount for said target
consumer; and

wherein the computer-readable code adapted to identify at

least one nearest neighbor comprises computer-readable
code adapted to identily consumer vectors having a dot
product between the consumer vector and the target
consumer vector that exceeds a predetermined thresh-
old.

17. A computer-readable medium comprising computer-
readable code for predicting financial behavior of a target
consumer with respect to an offer or merchant, comprising:

computer-readable code adapted to, for a reference set of

consumers, obtain consumer vectors and data describing
financial behavior:;

computer-readable code adapted to obtain a consumer vec-

tor for the target consumer;

computer-readable code adapted to i1dentily at least one

nearest neighbor to the target consumer vector among
the reference set consumer vectors; and
computer-readable code adapted to generate a financial
behavior prediction for the target consumer by aggregat-
ing the financial behavior data of the consumers corre-
sponding to the identified consumer vectors;
wherein the computer-readable code adapted to generate
a behavior prediction comprises:
computer-readable code to train a predictive model
using a plurality of consumer vectors, correspond-
ing financial behavior data, and merchant vectors;
computer-readable code to use an unexpected devia-
tion learning approach to determine values of the
merchant vectors;
wherein said unexpected deviation learning approach
comprises comparing co-occurences ol merchant
descriptions in said financial behavior data to deter-
mine 1f a pair of merchants are either positively or
negatively concurrent wherein either the positive or
negative concurrency 1s used to determine values
for the merchant vectors; and
computer-readable code to apply the predictive model
to the consumer vector of the target consumer and
output a predicted spending amount for said target
consumer; and

wherein the computer-readable code adapted to identify at

least one nearest neighbor comprises computer-readable
code adapted to identily a predetermined number of
consumer vectors having the highest dot products
between the consumer vector and the target consumer
vector.

18. A computer-readable medium comprising computer-
readable code for predicting financial behavior of a target
consumer with respect to an offer or merchant, comprising:

computer-readable code adapted to, for a reference set of

consumers, obtain consumer vectors and data describing,
financial behavior;

computer-readable code adapted to obtain a consumer vec-

tor for the target consumer;
computer-readable code adapted to i1dentily at least one
nearest neighbor to the target consumer vector among
the reference set consumer vectors; and

computer-readable code adapted to generate a financial
behavior prediction for the target consumer by aggregat-
ing the financial behavior data of the consumers corre-
sponding to the 1dentified consumer vectors;
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wherein the computer-readable code adapted to generate

a behavior prediction comprises:

computer-readable code to train a predictive model
using a plurality of consumer vectors, correspond-
ing financial behavior data, and merchant vectors;

computer-readable code to use an unexpected devia-
tion learning approach to determine values of the
merchant vectors:

wherein said unexpected deviation learning approach
comprises comparing co-occurences ol merchant
descriptions 1n said financial behavior data to deter-
mine 1f a pair of merchants are either positively or
negatively concurrent wherein either the positive or
negative concurrency 1s used to determine values
for the merchant vectors; and

computer-readable code to apply the predictive model
to the consumer vector of the target consumer and
output a predicted spending amount for said target
consumer; and

further comprising computer-readable code adapted to

fuse the generated behavior prediction with additional
data to generate a second-level behavior prediction.

19. The computer-readable medium of claim 18, wherein
the computer-readable code adapted to fuse comprises:

computer-readable code adapted to train a second-level

predictive model with generated behavior predictions
and additional data; and

computer-readable code adapted to apply the generated

behavior prediction and additional data to the trained
second-level predictive model to obtain a second-level
behavior prediction.

20. A computer-readable medium comprising computer-
readable code for predicting financial behavior of a target
consumer with respect to an offer or merchant, comprising:

computer-readable code adapted to, for a reference set of

consumers, obtain consumer vectors and data describing
financial behavior;

computer-readable code adapted to obtain a consumer vec-

tor for the target consumer;

computer-readable code adapted to identity at least one

nearest neighbor to the target consumer vector among
the reference set consumer vectors; and
computer-readable code adapted to generate a financial
behavior prediction for the target consumer by aggregat-
ing the financial behavior data of the consumers corre-
sponding to the 1dentified consumer vectors;
wherein the computer-readable code adapted to generate
a behavior prediction comprises:
computer-readable code to train a predictive model
using a plurality of consumer vectors, correspond-
ing financial behavior data, and merchant vectors;
computer-readable code to use an unexpected devia-
tion learning approach to determine values of the
merchant vectors;
wherein said unexpected deviation learning approach
comprises comparing co-occurences ol merchant
descriptions 1n said financial behavior data to deter-
mine 1f a pair of merchants are either positively or
negatively concurrent wherein either the positive or
negative concurrency 1s used to determine values
for the merchant vectors; and
computer-readable code to apply the predictive model
to the consumer vector of the target consumer and
output and predicted spending amount for said tar-
get consumer; and

wherein the consumer vectors for the reference set exclude

target product purchases.
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21. A computer-readable medium comprising computer-
readable code for predicting financial behavior of a target
consumer with respect to an offer or merchant, comprising:

computer-readable code adapted to, for a reference set of

consumers, obtain consumer vectors and data describing,
financial behavior;

computer-readable code adapted to obtain a consumer vec-

tor for the target consumer;

computer-readable code adapted to i1dentily at least one

nearest neighbor to the target consumer vector among
the reference set consumer vectors; and
computer-readable code adapted to generate a financial
behavior prediction for the target consumer by aggregat-
ing the financial behavior data of the consumers corre-
sponding to the identified consumer vectors;
wherein the computer-readable code adapted to generate
a behavior prediction comprises:
computer-readable code to train a predictive model
using a plurality of consumer vectors, correspond-
ing financial behavior data, and merchant vectors;
computer-readable code to use an unexpected devia-
tion learning approach to determine values of the
merchant vectors;
wherein said unexpected deviation learning approach
comprises comparing co-occurences ol merchant
descriptions 1n said financial behavior data to deter-
mine 1f a pair of merchants are either positively or
negatively concurrent wherein either the positive or
negative concurrency 1s used to determine values
for the merchant vectors; and
computer-readable code to apply the predictive model
to the consumer vector of the target consumer and
output a predicted spending amount for said target
consumer; and

wherein the reference set of consumers 1s selected ran-

domly.

22. A computer-readable medium comprising computer-
readable code for predicting financial behavior of a target
consumer with respect to an offer or merchant, comprising:

computer-readable code adapted to, for a reference set of

consumers, obtain consumer vectors and data describing,
financial behavior;

computer-readable code adapted to obtain a consumer vec-

tor for the target consumer;

computer-readable code adapted to i1dentily at least one

nearest neighbor to the target consumer vector among
the reference set consumer vectors; and
computer-readable code adapted to generate a financial
behavior prediction for the target consumer by aggregat-
ing the financial behavior data of the consumers corre-
sponding to the 1dentified consumer vectors;
wherein the computer-readable code adapted to generate
a behavior prediction comprises:
computer-readable code to train a predictive model
using a plurality of consumer vectors, correspond-
ing financial behavior data, and merchant vectors;
computer-readable code to use an unexpected devia-
tion learning approach to determine values of the
merchant vectors:
wherein said unexpected deviation learning approach
comprises comparing co-occurences of merchant
descriptions in said financial behavior data to deter-
mine 1 a pair of merchants are either positively or
negatively concurrent wherein either the positive or
negative concurrency 1s used to determine values
for the merchant vectors; and
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computer-readable code to apply the predictive model
to the consumer vector of the target consumer and
output a predicted spending amount for said target
consumer; and

wherein the reference set of consumers 1s selected non-

randomly, and further comprising computer-readable
code adapted to adjust the generated behavior prediction
to compensate for the non-randomness of the reference
set selection.

23. A computer-readable medium comprising computer-
readable code for predicting financial behavior of a target
consumer with respect to an offer or merchant, comprising:

computer-readable code adapted to generate consumer

vectors for a plurality of consumers;
computer-readable code adapted to define at least one con-
sumer segment having predicted financial behavior data;
computer-readable code adapted to determine a consumer
segment for the target consumer; and
computer-readable code adapted to, based on the deter-
mined consumer segment, generate predicted financial
behavior for the target consumer;
wherein the computer-readable code adapted to generate
a behavior prediction comprises:
computer-readable code to train a predictive model
using a plurality of consumer vectors, correspond-
ing financial behavior data, and merchant vectors;
computer-readable code to use an unexpected devia-
tion learning approach to determine values of the
merchant vectors;
wherein said unexpected deviation learning approach
comprises comparing co-occurences ol merchant
descriptions 1n said financial behavior data to deter-
mine 1i a pair of merchants are either positively or
negatively concurrent wherein either the positive or
negative concurrency 1s used to determine values
for the merchant vectors; and
computer-readable code to apply the predictive model
to the consumer vector of the target consumer and
output a predicted spending amount for said target
consumer; and

wherein the computer-readable code adapted to define at

least one consumer segment comprises:

computer-readable code adapted to imtialize a set of

consumer segment vectors;
computer-readable code adapted to accept at least one
segment label for at least one of the consumers;
computer-readable code adapted to, for each of atleast a
subset of the labeled consumers:
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select at least one consumer segment vector for a
consumer;

determine whether the selected consumer segment
vector matches the segment label for the consumer;
and

responsive to the determination, adjust zero or more
of the consumer segment vectors.

24. A computer-readable medium comprising computer-
readable code for predicting financial behavior of a target
consumer with respect to an offer or merchant, comprising:

computer-readable code adapted to generate consumer

vectors for a plurality of consumers;
computer-readable code adapted to define at least one con-
sumer segment having predicted financial behavior data;
computer-readable code adapted to determine a consumer
segment for the target consumer; and
computer-readable code adapted to, based on the deter-
mined consumer segment, generate predicted financial
behavior for the target consumer;
wherein the computer-readable code adapted to generate
a behavior prediction comprises:
computer-readable code to train a predictive model
using a plurality of consumer vectors, correspond-
ing financial behavior data, and merchant vectors;
computer-readable code to use an unexpected devia-
tion learning approach to determine values of the
merchant vectors;
wherein said unexpected deviation learning approach
comprises comparing co-occurences ol merchant
descriptions in said financial behavior data to deter-
mine 1f a pair of merchants are either positively or
negatively concurrent wherein either the positive or
negative concurrency 1s used to determine values
for the merchant vectors; and
computer-readable code to apply the predictive model
to the consumer vector of the target consumer and
output a predicted spending amount for said target
consumer; and

wherein the target consumer 1s associated with a target

consumer vector, and wherein the computer-readable
code adapted to determine a consumer segment for the
target consumer comprises computer-readable code
adapted to select a consumer segment corresponding to
a consumer segment vector having the highest dot prod-
uct between the consumer segment vector and the target
consumer vector.
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