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METHOD FOR ILLUMINATION
INDEPENDENT CHANGE DETECTION IN A
PAIR OF REGISTERED GRAY IMAGES

Matter enclosed in heavy brackets | ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue.

FIELD AND BACKGROUND OF THE
INVENTION

Change detection between a pair of digital images 1s used
for automatic detection of new blobs appearing 1n a given
scene. A blob 1s a connected component that has visible local
saliency. An object includes one or more blobs. Therefore, 1n
the context of the present invention blob extraction includes
extraction of parts or the entire object. In other words, the
term object extraction 1s also covered by the term “blob
extraction” as used herein.

The problem of change detection that 1s addressed herein 1s
defined as follows: a pair of registered gray-level images of
the same scene, with different illumination, where each image
may contain blobs that are not contained 1n the other, 1s given
as input. The set of all blobs that do not exist in both 1mages
1s defined as the change. Prior knowledge about the image, 1ts
statistics, and the changes 1s not given. A typical example 1s
demonstrated 1n FIG. 1. FIG. 1 shows a pair of images used as
inputs to the change detection method. Each image contains a
blob that 1s not contained 1n the other (e.g. a vehicle 102 1n (a)
and 104 in (b)). Notice that the images contain the same
scenery, under different 1llumination. I the same blob exists
in both images in different locations, it 1s regarded as a
change, since each image contains a blob that 1s not included
in the other. One constraint of the problem 1s that one would
like to locate even small blobs that are composed of ca. 30
pixels.

It 1s 1mportant to emphasize that since non-constant (1.¢.
different) 1llumination 1s assumed between 1mages, methods
that are based on 1mage subtraction will yield many false
alarms. More sophisticated methods that are based on gray-
level surface approximation may fail to detect changes that
are caused because of small blobs, since surface approxima-
tions tend to smooth the boundaries of the blobs and reduce
the ability to detect small blobs
1. Prior Art Methods

Most of the prior art dealing with the problem of 1dentifi-
cation of change detection does not address the situation of
existing non-constant (different) illumination between two
images. Many of the prior art works focus on situations of
change detection 1n video. Usually, the 1llumination 1n the two
images 1s assumed to be 1dentical. When the change detection
in moving video 1s motivated by compression, the goal 1s to
detect areas of change, and not blobs of change. An area of a
change can include parts of a complete blob.

The known techniques for change detection can be classi-
fied into the following categories:

Pixel-level change detection.

Surface modeling.

Comparison among derivative images.

Contrast mvariant representation.

Region based comparison of first or higher order statistics.
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All these methods are region based, 1n contrast with the
method of the present invention, which 1s blob based. The
regions are independent of the image content. It 1s important
to note that none of the reviewed prior art methods use seg-
mentation, since exact image segmentation of noisy scenes 1s
very complicated, and 1t 1s still considered a difficult problem.
Many of the reviewed prior art methods use polynomial
approximation on the image surface. This 1s another draw-
back, since this approximation smoothes the image, which
leads to less accurate results than a blob-based approach.
1.1. Pixel-Level Change Detection

Change between two 1images or frames can be detected by
comparing the differences in intensity values of correspond-
ing pixels 1n the two frames. An algorithm counts the number
of the changed pixels, and a camera break 1s declared 1if the
percentage of the total number of pixels changed exceeds a
certain threshold [R. Kastur1 and R. Jain, “Dynamic Vision”,
Computer Vision: Principles, Eds. R. Kasturi, R. Jain, IEEE
Computer Society Press, Washington, pp. 469-480, 1991
(heremaiter KAS91); A. Nagasaka, and Y. Tanaka, “Auto-
matic Video Indexing and Full-Video Search for Blob
Appearances”, Visual Database Systems, 11, Eds. E. Knuth,
and L. M. Wegner, Elsevier Science Publishers B. V., IFIP, pp.
113-1277, 1992 (heremnatter NAG92); H. J. Zhang, A. Kan-
kanhalli, and S. W. Smoliar, “Automatic Partitioning of Full-
Motion Video”, ACM/Springer Multi-media Systems, Vol. 1,
No. 1, pp. 10-28, 1993 (heremaiter ZHA93)].

Mathematically, the difference 1n pixels and the threshold
calculation can be represented by Egs. 1 and 2.

1 (1)
DP;(x, y) = { . it |[F(x, y) = Fir1 (%, y)| >

otherwise

X

¥
> DPix, )

x,v—1

XAXY

(2)

In Eq. 1, F.(X,y) 1s the intensity value of the pixel 1n frame 1 at
the coordinates (x,y). If the diflerence between the corre-
sponding pixels in the two consecutive frames 1s above a
certain minimum 1intensity value, then DP,(X,y), the differ-
ence picture, 1s set to one. In Eq. 2, the percentage difference
between the pixels 1n the two frames 1s calculated by sum-
ming the difference picture and dividing by the total number
of pixels 1 a frame. If this percentage 1s above a certain
threshold T, a camera break 1s declared.

Camera movement, e.g., pan or zoom, can have an effect of
a large number of pixel changes, and hence a segment will be
detected. Fast moving blobs also have the same effect. If the
mean 1intensity values of the pixels and their connected pixels
are compared [ZHA93], then the effects of the camera and
blob motion are reduced.
1.2. Surface Modeling

Here the 1dea 1s to model the gray-level surface of a pair of
images such that the surface of the errors between the images
1s negligible. Hsu Y. Z., Nagel H. H, and Rekers G., “New
likelihood test methods for change detection 1n image
sequences’’, Computer Vision Graphics Image Processing,
vol. 26, pp. 73-106, 1984 (heremnatter HSUR84)] model the
gray-level surface by patches of a second order bivariate
polynomial 1n the pixel coordinates. Given two correspond-
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ing regions, R, (X,.y,) in the image 1"’ and R, (x,,y,) in I,
they represent each region by a set of seven parameters—the
s1x coellicients of the quadratic polynomial patch, and the
sum of square differences between the polynomial patch and
the gray-levels. Under the assumption that the approximating,
patch represents the gray-level surface up to uncorrected
noise errors, a likelihood test to the two hypotheses 1s made:

H,: R,(X,,¥,) and R,(X,,y,) come from the same gray-
value distribution.

H,: R,(X5,¥,) and R,(X,,y,) come from different gray-
value distributions.
This method 1s not adequate to handle changes in 1llumination
in the pair of 1mages, as shown in Skifstad Kurt and Jain
Ramesh, “Illumination Independent Change Detection for

Real World Image Sequences”, Computer Vision, Graphics,
and Image Processing, Vol. 46, pp. 387-399, 1989 (hereinat-
ter SKI89).

1.3. Comparison among Derivative Images

These methods are based on the dervative images instead
of working on the original gray-level images. A version of this
concept 1s used by [SKI89]. They partition the image into
regions, and each surface 1n each region i1s approximated by
polynomials. Then, the dertvatives of each patch are com-
puted. If the images of the derivatives are denoted by 1"’ and
[?) then a threshold is used in order to create a binary image
from the image of differences, [V ~’%) Areas of change are
supposed to be white regions 1n this binary image. This
method 1s 1nadequate for noisy inputs.

1.4. Contrast—Invariant Representation

Another method that can be used to perform change detec-
tion 1s described 1n P. Monasse, F. Guichard, “Fast Compu-
tation of a Contrast-Invariant Image Representation”, IEEE
Trans. on Image Processing, Vol. 9, No. 5, 860-872, 2000
(heremaiter MONOO). This paper sets out a new representa-
tion of an 1mage, which is contrast-independent. The 1image 1s
decomposed 1nto a tree of “shapes™ based on connected com-
ponents of level sets, which provides a full and un-redundant
representation of the image. This method, which 1s based on
invariance under change of contrast, can be used to perform
some kind of change detection between images that have
different 1llumination. However, the formulation of the solu-
tion using a level set method cannot handle etficiently many
blobs at the same time.

1.5. Region Based Comparison of First or Higher Order Sta-
tistics

The mput images are divided into regions, usually squares
of mxm pixels. Denote by R, (X,,v,) the square 1n the image
I that its center is the pixel with coordinates (x,,y,), and
similarly denote by R, (X,,y,) the corresponding square in the
image 1®. The gray-levels in the region R, (X,,V,) are nor-
malized such that the mean gray-level and the variance of the
gray-levels of R, (X,,y,) are the same as the mean and vari-
ance gray-level of R,(X,,y,). Then, the image I'® is compare
to the image 1", The normalization process of this statistical
method 1s supposed to be a vanation of 1llumination correc-
tion.

The shading model method was suggested by SKI89. Each
gray-level 1s basically the product of two components: (1) the
amount of source light incident on the scene and (2) the
amount of light reflected by the blobs 1n the scene. The
amount of source light incident on a small region of the scene
1s approximately uniform, but the retlected light of two adja-
cent blobs may be different. Denote by 1(x,,,y,) the amount of
source light incident on point (Xx,,y,) 1n the scene, and by
r(X,,¥,) the amount of reflected light from the point (x,,y,) in
the scene. Let I and 1*® be two images with corresponding,
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functions, 1,(X,v), 1,(X,y), r,(X,y) and r,(X,y). IT at pixel (x,,
y,) both images contain the same blob, then the following 1s
satisfied:

[V(xg, ¥o) ~ 11(Xo, Vo) T ) (xo, ¥o) (3)
[D(x0,y,) i2(Xo, Yo) T2} 12(%0, ¥p)

since the amount of reflected light from point (x,,y,) depends
on the blob 1tself. Let F be the image of real numbers that 1s
the result of the division of the two images, I and I'*, that is:

(4)

where F 1s assumed to have accuracy of real numbers. Let
R ~(Xq,V5) be a small neighborhood around the point (x,,y,) 1n
the image F. Then, for a point (x0,y0) that belongs to the same
blob in both images, I and I'®’, the surface patch that is
composed of the values 1n the region R .(x,,y,) 15 expected to
be a smooth and slow varying surface, since the change of the
illumination 1n a small region 1s slow-varying. On the other
hand, for a pixel (x,,y,) that belongs to a different blob 1n each
image, the surface patch that 1s composed of the values 1n
R -(X,,¥,) 18 expected to be much less smooth, since the region
R ~(X,,¥5) can include a transition from one blob to another.
The method 1n [SKI89] proposes to examine the variance 1n
cach pixel (x,,y,) of the region R ~(X,,y,). If the vanance 1s
higher than some pre-specified threshold, then the pixel 1s
considered as belonging to a region of change. The change

detection mask of this method is defined for each pixel by the
following formula:

E(c?) =E{ — L _ vl L
7= *NZ_(IIZ ’“*)}‘N

where L, 1s the average value of the ratio of intensities, E 1s the
expectation, N 1s the size of the image, and “A” 1s a 5x5
region. Among all the other reviewed methods, this method,
and the statistical method that will be imtroduced 1n the next
paragraph, are the only ones that address directly the problem
of change in illumination. This method 1s based on the
assumption that the division of the images cancels the differ-
ence 1n the 1llumination between the two 1mages, which does
not always hold 1n practice. Moreover, the variance inside a
region R ~(X,,¥,), whose size 1s not based on the 1mage con-
tent, adds 1inaccuracies of its own.

Another method of statistical model-based change detec-
tion was proposed by Til Aach, Andre Kaup and Rudolf
Mester, “Statistical model-based change detection in moving
video™, Signal Processing, Vol. 31, pp. 163-180, 1993 (here-
inafter AKM93). Given two successive frames I,  and 1, 5.
et

(6)

denote the image ot gray level ditferences between frames I,
and I, ,,,. Under the

d;=(X, )=l (X, Y)+HLX, V)

4
1 .
p(d (x, y)[Ho = e

\/2“ o2

hypothesis than no changes occurred at position (X,y) (the
null hypothesis H,), the corresponding difference d, (x,y) fol-
lows a zero-mean Gaussian distribution
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where the noise variance o~ is equal to twice the variance of
the camera noise, assuming that the camera noise 1s white.
Rather than performing the significance test on the values
d.(x,y), 1t 1s better to evaluate a local sum of normalized
differences:

i (x, y) (8)

o2

&k (Ka y) —

2

',y ewix,y)

where w(x,y) 1s a window of observation centered at (X,y).
Under the assumption that no changes occur within the win-
dows, the normalized differences d,/o obey a Gaussian dis-
tribution N(O, 1) and are spatially uncorrelated. Thus, the local
sum A, (x,y) follows a x* distribution with N degrees of free-
dom, N being the number of pixels within the windows w(x,
y). With the distribution p(A,(x,y)) known, a decision rule for
each pixel can obtained by a significance test on A, (X,y). For
a specilic level a one can compute a corresponding threshold
T, using:

=P, AAX, ¥)> T imof (9)

The significance level a.1s 1n fact the false alarm rate associate
with the statistical test. The higher the value of o, the more
likely 1s the classification of unchanged pixels as change. It1s
obvious that the significance test depends on the noise vari-
ance o.”. Thus, an accurate estimate of the noise variance is
crucial for performance of the test. To ensure that, the vari-
ance 1s estimated only within the background region of the
current frame, to remove the influence change region. The
background regions are determined according to the tracked
mask of the previous frame. One of the problems of this
conceptis the imtial step when the background regions are not
yet known: 1t requires a heuristics method that 1s strongly
based on a threshold for estimating the background region.
The likelihood ratio approach 1s suggested based on the
assumption ol uniform second-order statistics over a region
|[KAS91; N. H. Nagel, “Formulation of a blob concept by
analysis of systematic time variation in the optically percep-
tible environment”, Computer Graphics and Image Process-
ing, Vol. 7. pp. 149-194, 1978 (hereinafter NAG78); ZHA93].
The frames can be subdivided into blocks, and then the blocks
are compared on the basis of the statistical characteristics of
their intensity levels. Eq. (10) represents the formula that
calculates the likelihood function. Let u, and p _ , be the mean
intensity values for a given region 1n two consecutive frames,
and o, and o,_, be the corresponding variances. The number
of the blocks that exceed a certain threshold t are counted. If
the number of blocks exceeds a certain value (dependent on
the number of blocks), a segment 1s declared. A subset of the
blocks can be used to detect the difference between the
images so as to expedite the process of block matching.

([G"f'l-ﬂ'm

+(p,5
A = 2

— Hir1 27 (10)
Hy)

a; Xy

| if
O A>t
0 otherwise

Z Dp;(x, y)

xyl

AxXY

Dp; (k, 1) = {

« 100 > T

a camera break 1s declared. This approach increases the tol-
erance against noise associated with camera and blob move-
ment. It 1s possible that even though the two corresponding,
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blocks are different, they can have the same density function.
In such cases no change 1s detected.

Another method based on statistical computations was
suggested by Sze-Chu Liu, Chang-Wu Fu, and Shyang
Chang, “Statistical change detection with moments under
time-varying illumination”, IEEE Transactions On Image
Processing, Vol. 7, No. 9, September 1998 (hereinafter
SZE98). The proposed method consists of two parts. First,
based on the defined circular shift moments, this method tries
to distinguish the structural changes from those caused by
illumination 1 a noise-free case, which 1s mentioned by
|SKI89]. Moreover, the amount of computation in calculating
higher-order circular shift moments can be reduced via a set
of tterative formulae. Therefore, the time required for the
computation 1s less than that of the shading model [SKI89].
Second, 1n accordance with the characteristics of the defined
moments, SZE98 also propose a statistical decision rule to
cope with the effects of noise. The change detection problem
can be treated as one of hypothesis testing. Critical values are
determined according to the desired level of significance.
This does not perform change detection well, and there are
many “false alarms”.

There 1s thus a widely recognized need for, and 1t would be
highly advantageous to have, a fast and robust 1llumination-
insensitive method for extracting blobs that appear 1n only
one of a pair of 1mages, a method that has a low time com-

plexity, and 1s exact, robust and fast.

SUMMARY OF THE INVENTION

According to the present invention there 1s provided a
method for i1llumination-independent change detection
between a pair of registered images, comprising: a) providing
a first original gray-level image, a second original gray-level
image, a first negative image related to the first original image
and a second negative images related to the second original
image, b) extracting respective pluralities of blobs from each
of the first and second original images and each of the first and
second negative 1mages, ¢) matching each extracted blob 1n
the first original and negative images with each extracted blob
in the second original and negative images to obtain matched
and unmatched blobs, and d) testing all the unmatched blobs
to 1dentify blobs of change, whereby the blobs of change
indicate a change detected by a method that i1s exact, fast,
robust, 1llumination-insensitive and has low time-complexity.

According to the present invention there 1s provided a
method for change detection 1n 1mages, comprising: a) pro-
viding a pair of first and second registered gray level images,
b) extracting respective first and second pluralities of blobs
from each of the images using a modified connectivity along
gray levels (CAG) analysis, ¢) locating at least one
unmatched blob in at least one of the images, and d) identi-
tying at least one blob of change related to the images by
applying a test on the at least one unmatched blob.

BRIEF DESCRIPTION OF THE DRAWINGS

The mvention 1s herein described, by way of example only,
with reference to the accompanying drawings, wherein:

FIG. 1 shows a pair of images used as iput to the change
detection method. The 1mages contain the same scenery,
under different 1llumination, and each image contains a blob
that 1s not contained in the other;

FIG. 2 shows (a) the original input image and (b) extracted
blobs bounded by white curves;
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FIG. 3 shows (a) an exemplary gray-level image, (b) its
binary image I, ,,, (¢) its binary image I,,, and (d) 1ts binary
1mage I, 50

FI1G. 4 1llustrates a weight function that corresponds to blob
304 in FIG. 3. The local maximum 1s achieved with a thresh-
old t=142;

FIG. 5 1s a block diagram showing a preferred embodiment
of the method for change detection of the present invention;

FIG. 6 shows the outputs of the algorithm for extracted
blobs of the present invention, for the images in FIG. 1.

FI1G. 7 1s an illustration of a problem of a lack of matching
between blobs, as demonstrated by synthetic blobs that might
not be matched 1n the first step of the matching process of the
change detection method

FIG. 8 shows an exemplary pair I’ and I'® of infrared
input 1mages.

FIG. 9 shows the absolute differences between the images
[ and I of FIG. 8.

F1G. 10 shows the blobs that belong to the SOL' and SOL~
lists, drawn on the FIG. 8.

FI1G. 11 shows the boundary of a blob 1n FIG. 10, marked
by a dotted line, laid over the gradient magnitudes of I*®.

FI1G. 12 shows the result of the change detection method
after comparison between I’ and I’ from FIG. 8.

FIG. 13 shows another example 1llustrating the effect of

difterent illumination between two 1mages.
FI1G. 14 shows a difference image [1""-1®| related to FIG.

13;

F1G. 15 shows the outputs SOL' and SOL? relating to FIG.
13 marked on 1" and I, respectively;

FIG. 16 shows the output from the change detection
method after its application on FIG. 15;

FIG. 17 shows another example of two input images 1"
and 1

F1G. 18 shows on the x-axis the index of a blobin SOL* and
on the y-axis the ratio between the fitness measures of this
blob in image 1**’ and in image I’ of FIG. 17;

FIG. 19 shows the output of the change detection method
applied on the images 1n FIG. 17;

FIG. 20 shows a comparison between results of change
detection using the method of the present invention, and

results of the Shading Model algorithm.

DESCRIPTION OF THE PR
EMBODIMENTS

FERRED

L1

The present 1nvention 1s of a method to extract blobs that
appear 1n only one of two 1mages of any registered pair of
images. Specifically, the present invention can be used for
illumination-independent change detection in a pair of gray
images based on connectivity analysis along gray-levels. The
principles and operation of a method to extract blobs that
appear 1n only one of two 1mages according to the present
invention may be better understood with reference to the
drawings and the accompanying description.

The first step (the blob extraction step) of the present inven-
tion 1s preferably based on algorithm for blobs extraction
based on connectivity analysis along gray-levels (CAG) as
shown 1n Pikaz Arie, “Connectivity Analysis in Digital Gray-
Levels Images and Its Applications”, Ph.D. thesis, Tel-Aviv
University, Israel, February 1998 (heremafter PIK98). The
original CAG algorithm 1s preferably used herein as a starting
point for detecting, with an appropriate set of parameters, all
visually conspicuous blobs. It 1s worthwhile pointing out that
the CAG algorithm does not deal with change detection.
Thus, all the steps of the present method beyond the blob
extraction step are novel.

The change detection method of the present invention
works in general as follows: Let I'Y and I'® be the input

oray-level images. Denote by {C,*’}._ 1. the set of N, blobs
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that where detected and extracted by the blobs extracting
algorithm in image I, and similarly by {C '} _ *?the set of
N, blobs that were detected and extracted in I*®). The blobs
that define the change belong to either {C,V}._ " or
{C/2} ™. The original problem of change detection is
reduced to the problem of detecting blobs in the set
{C?},_,™ that are not included in the set {C,"},_,* and
vice versa. A perfect match between corresponding blobs 1s
not expected. More than that, several blobs from one 1mage
may be connected or united into a big blob 1n the other image
(thus, even 1 no change occurred, the values N, and N, might

be different). For each blob in {C,'”}._ " the change detec-

tion method searches for a corresponding blob in {Cj(z) fm 2,
and vice versa. Recall that the pair of 1mages 1s registered,
thus the coordinates of the corresponding blobs should be the
same 1n both images. If sullicient number of pixels of both
blobs has the same coordinates (“sufficient” 1s determined by
a pre-defined parameter), the examined pair of blobs 1s con-
sidered as a match. I not, then the blob from one image 1s
“marked” 1n the second 1mage. The image gradients along 1ts
boundary are examined. A measure of saliency 1s defined
according to the distribution of the magnitudes of these gra-
dients. I1 this saliency measure 1s suificiently high, then the
blob 1s classified as existing 1n both 1mages. Otherwise, 1t
represents a change. The proposed change detection method
1s very ellicient and robust, and 1t 1s adequate for real-time
applications.

2. The Original CAG Blob Extraction Algorithm

G1ven a digital gray-level image I, I denotes a binary image
that 1s the result of thresholding image I with a threshold t. In
a binary image, a segment 1s defined as a set of black pixels 1n
which there exists a 4-connected path of black pixels between
cach two pixels of the set. It 1s clear that a binary image can be
represented by the set of all segments that 1t contains. A
gray-level image I with G gray-levels can be represented by
the set {I.} _,, ..., of G binary images.

FIG. 2 (taken from PIK98) shows (a) an original input
image and (b) extracted blobs bound by white curves. We call
the blobs, which are the outputs of the CAG algorithm, sig-
nificant blobs.

Generally, a blob 1n a gray-level image 1s visually con-
spicuous 11 one or more of the following exist:

1. The gray-levels inside the blob are considerably different
from the gray-levels of the local background of the blob.

2. Most of the magmitudes of the gradients that correspond to
pixels along the blob boundary, are higher than the magni-
tudes of the gradients that correspond to pixels in the local
background.

3. The texture inside the blob 1s considerably different from
the texture of the local background of the blob.

The CAG algorithm deals with blobs that satisty the first two

conditions. It 1s assumed that for each significant blob there

exists a threshold value t such that the blob 1s a connected

segment 1n 1.

Let C,"” bethei” connected-segment in the binary image I,
For a value t>t there exists a (single) connected segment Cj@
in the binary imageL;,, . . .9 Ifweconsidertasa time
parameter, connected segments spread out as the time
advances. As t increases, connected segments are united into
larger connected segments until finally, for t=G-1, the whole
image becomes one connected segment.

For any given significant blob O there exists a sequence of
segments (C”) ~ s where C®is a connected segment in] ,
that satisfies the following:

1. If t'<t" then C*’ = C"" _
2. There exists a value t=t, such that O = C®.
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There 1s a value of t (or sub-interval of values) for which
C™ represents best the significant blob. If t is too small, the
corresponding segment C'” is only an inner part of the blob. If
t is too large, the blob is an inner part of C'”. The spread-out
of connected segments of I, as t 1s increased 1s demonstrated
in FIG. 3, which is also taken from |PIK98A|[. FIG. 3(a)
presents a binary image I,,, (that 1s, t=120) that contains
segments that are only part of “real” blobs 302 and 304. The
binary image in FIG. 3(c), I,,,, corresponds to a value of
t—140, for which I, best represents the two significant blobs
302 and 304 from FIG. 3(a). FIG. 3(d) presents I,,, that
contains segments that are larger than the “real” blobs 302
and 304.

As part of the blob extraction process, the threshold value
t that corresponds to each significant blob has to be detected
automatically. For this purpose, we define a weight function
that 1s attached to each segment. The weight 1s a function of
the threshold parameter t. It1s denoted by w _(t), where C 1s the
relevant segment. The function w _(t) 1s defined as follows: in
the binary image I, there exists at most a single segment C' that
satisfies C'MC=A. The value of w _(t) 1s defined as the average
value of the gradient magnitudes along the boundary of the
segment C'.

We choose the gradient magnitude as the weight of each
pixel. The weight of a blob 1s defined as the average weight of
the pixels along the blob boundary. This weight 1s expected to
be proportional to the blob saliency, defined hereinbelow. Let
C™ be a segment that corresponds to a “real blob”. Its weight
1s expected to be the maximal weight among the weights ot all
the clusters that are not disjoint to C'”. Any connected cluster
C? satisfies one of the following: C?NCY=@, or C¥ = C?
and then t=t or C? = C? and then t=t. o

The weight function w_(t) is expected to have local maxima
at values of t that correspond to the binary image I, that
contains the significant blob. For illustration, the weight func-
tion that corresponds to blob 304 1n FIG. 3(a) 1s presented in
FIG. 4.

A weight 1s attached to each pixel 1n the mput gray-level
image 1. The weight that 1s attached to a pixel 1s a measure of
edge saliency. In particular, a pixel that resides on an edge
gets assigned a higher weight than a non-edge pixel. A rea-
sonable choice for the image of weights 1s the magnitudes of
the gradients of I. There are many ways to compute an
approximation of the gradient at a pixel. We preferably
approximate the gradient vector at a pixel (u,v) according to

(11)

(f(u+l, v)—ftu, v)+fu+1l, v+ 1) -1t(u, v+ 1)
2 3

flu, v+ D) —-tfu,v)+tfu+l, v+ 1) —-ft{u+1, V)]
2

where f(u,v)is the gray-level of the pixel at column u and row
v 1n the 1image 1. Denote the image of the magnitudes of the
gradients by 1“*%) For a given pixel p,=(u,, v,) let w(p,) be
the intensity value at column u, and now v, in the image
[#4S) The weight of a given segment C is defined by

def (12)

1
wO'= om ), W@

gedC

where AC 1s the set of boundary pixels of the segment C and
|2CI 1s the size of this set. A pixel q i1s defined as a boundary
pixel of the segment C if it belongs to C and at least one of its
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four nearest neighbors does not belong to C. The definition 1n
Eq. 13 has the following convenient property. The weight of
the union of a segment C with a segment that 1s composed of
a single pixel can be computed 1n a constant number of
operations. Let p be a pixel that 1s united with the segment C.
Let C' be the result of the union between the segment C and

{p}. The weight of C' satisfies

w(C)-s(C) + w(p) — (13)

> W@

gedC and gedC’

s(C) + 1

w(C) =

where s(C) 1s the number of pixels that are contained in
segment C. It is clear that the set {qlqedC and qedC'} is
composed only of pixels that are nearest-neighbors of the

pixel p. Therefore, only a constant number of operations 1s
required to compute

2,

gEﬂszdggﬁC’

w(q).

The same 1s true for w(C").

If an examined blob O corresponds to a connected segment
C 1n a binary image I, then 1ts gray-levels must differ from the
gray-levels of its local background. From the definition of the
function w_(t) we conclude that 1f a local maximum of w _(t)
ex1sts at point t, then the blob O 1s salient related to 1ts local
background. Thus, the combination of connectivity and gra-
dients along the boundary of the connected segments 1s a

poweriul measure of the significance of a given blob.
3. The Change Detection Algorithm

3.1 Modifications of the CAG Blob Extraction Algorithm
The change detection starts with a novel and much more
eificient method and algorithm of the present invention dis-
close a much more efficient way to extract blobs than the
original CAG algorithm in PIK98. The present mvention
significantly adds to, and substantially enhances the capabili-
ties of the onginal CAG algorithm with the following fea-
tures: 1) the CAG of the present invention selects the con-
spicuous blobs based on local considerations; 2) local
considerations are added to the original algorithm so that the
analysis of the 1image 1s more reliable; 3) the present algo-
rithm 1s more robust, this being achieved by changing the
formulae and computations of local weights. 4) the compu-
tation of connected components 1s based herein on lower and
upper bounds, which increases the accuracy of the detected
blobs. In the original CAG algorithm, this computation was
based only on a lower bound, which could not guarantee the
accuracy of the detected blobs. The use of lower and upper
bounds yields an enhanced detection capability for very small
blobs, on the order of ca. 30 pixels. As suggested in the
original CAG algorithm, the lower bound 1s computed by
increasing the value of the threshold t from 0. This yields a
binary image according to the threshold t. Then a weight 1s
computed according to Eqgs. 11 and 12. As t increases, one
gets a monotonically increasing function until t reaches the
maximum. This 1s 1llustrated in FIG. 4. This maximum 1s the
value of the final threshold, but may be wrong because 1t 1s
based on gray level values to which 1t 1s very sensitive. In
order to eliminate this sensitivity, in the algorithm of the
present invention we compute the threshold t in the same way
as above, but starting from 2535 and decreasing the value by 1
cach time step; and 5) major data structures are herein modi-
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fied and added to support the above enhancements, and to
increase the efliciency of the algorithms. For example, for the
task of a much more efficient search, we preferably use herein
the data structure of “Union-find for handling set disjoint
structures” [Cormen Thomas, Leiserson Charles, Rivest

Ronald, Introduction to ALGORITHMS, The MIT Press,
1990, chapter 22 (hereinaiter COR90)]. The construction and
analysis of all the connected segments through the G gray-
levels 1s done 1n a worst case time complexity of O(a(n,n)n),
where o.(n,n) 1s the mverse of the Ackerman function, which
1s almost a constant [COR90], and n 1s the number of pixels 1n
the image I. Therefore, we devise an almost linear time com-
plexity algorithm.
3.2—Steps of the Change Detection Method

Within the change detection method of the present mven-
tion, the modified blob extraction algorithm 1s first applied on
two mput images I, and I,(herein “original” images), and on
their negatives I, and I,, The outputs are four lists of blobs,
SOL,, SOL,, SOL, and SOL,. The upper bar means “nega-

tive”. SOL! is a first unified list that contains the union
SOL,USOL, (i.e. all extracted blobs in SOL, and SOL,) and

SOL” is a second unified list that contains the union SOL,U
SOL,. The lists SOL" and SOL” contain all the candidate

blobs of change that exist in images I’ and I®, respectively.
The idea is to find for each blob in SOL' a matched blob in
SOL?, and then for each blob in SOL* a matched blob in
SOL". The method for change detection of the present inven-
tion 1s presented first in general steps 1n a block diagram in
FIG. 5, with a detailed description of each step given later.

FIG. 5 shows a block diagram of a preferred embodiment
of the method of the present invention. There are no 1mput
parameters, and no need for any other prior knowledge
regarding the mput images. The change detection 1s per-
tormed between two 1mages I, and I,. Theretore, the inputs
are four images 20: I,, I, and their negatives I, and L, respec-
tively.

A blob extraction step 22 1s separately applied on each of
the input images I,, I, and their negatives I,, and I,. Each

application produces as output a list of extracted significant
blobs 24. Thus, there are four lists denoted by SOL,=

{Ci(l)}i—lﬂlﬂ SOLIZ{CI' : }i—lmla SOLEZ{Ci(z)}i—lﬂza SOL.’Z:
{C @) _ ™ resulting from the application of the blob extrac-

tiononI,, I,, I,, and I, respectively. Note that the connected

segments 1n each of the four lists are disjoint, but there might
be a pair of connected segments from SOL, and SOL, (and

similarly, from SOL, and SOL., with non-empty intersection.

The assumption 1s that each blob of change exists in one of the
four lists, SOL,, SOL,, SOL, and SOL,. Each list of extracted

blobs contains information, for example geometrical infor-
mation 1n the form of pixel locations, on each blob 1n the list.
An example 1s shown 1n FIG. 6.

FIG. 6 shows the four output lists (“outputs™) of the blob
extraction step for the pair of images of FIG. 1. The extracted
blobs are bound by white curves. r 1s the radius of the search,
s _ands___arethe mimmimum and maximum of the size of the
blob, respectively and w 1s the weight of the blob computed
by Eqg. 13. In the particular example shown here, the param-
eters value are: r=4, s . =10 pixels, s __-1000 pixels, and
w—-20. The algorithm 1s stable and insensitive to the exact
choice of the parameters: FIG. 6 shows 1n (a) all the extracted

blobs from the nght image of FIG. 1 (list SOL,); 1 (b) all the
extracted blobs from the left image of FIG. 1 (list SOL,); 1in

(c) same as (a), but performed on a negative 1mage (list
SOL,); and 1n (d) same as (b), but performed on a negative

image (list SOL,). Note that SOL , (a) and similarly SOL, (b)
contain blobs that have no corresponding blob in SOL, (¢)
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and SOL, (d). As explained below in section 3.3, the lists

contain only blobs that are candidates for being classified as
“blobs of change™.
Next, in a first unification step 26, lists SOL; and SOL, are

preferably united in into first unified list SOL"'=SOL, USOL,
that contains the blobs from both lists SOL, and SOL, . Simi-

larly, lists SOL, and SOL, are preferably united in a second

unification step 28 into second unified list SOL*=SOL,U
SOL, that contains the blobs from both lists SOL., and SOL.,.

Next we follow one path relating to matching blobs in SOL'
with blobs in SOL? after step 26, with the understanding that
the same procedure 1s applicable atfter step 28, for each blob
O,* in SOL?, while replacing the roles of the list SOL' with
the list SOL”.

In a matching step 30, unique to the present invention, each
blob O,*" in SOL' is trial matched with a blob O,** in SOL>.

If blobs O, and O,**’ overlap (have the same coérdinates) by
at least a % of pixels (where a ranges typically from 75% to
100%, and preferably between 90-100%, 1.e. where prefer-
ably the lower bound of o 1s about 90%) then a logical check
step 32 checks that blob O, also exists in SOL>. A logical
yes answer 1n checking step 32 leads to a “no change” step 34
that determines that this 1s not a blob of change. This leads
back (loop) to step 30 where another blob 1s taken from the
list. If the answer 1n step 32 1s a logical no, the algorithm
proceeds to another novel step, unique to the present mnven-
tion: a fitness-measuring step 36, which computes a fitness
measure fmﬂl(f L2 of blob O, in SOL?. The fitness measure
1s then compared to a pre-defined parameter (threshold) yin a
comparison step 38. IT fmGI(II’IZ)<y,, then blob O, is deter-
mined as existing in both 1images (yes), 1.e. this 1s not a blob of
change, and the algorithm proceeds back to step 30 to process
another blob. If fmﬂl(ifﬁ)w (no) then the blob 1s declared 1n a
step 40 as a blob that exists 1n one list and not 1n the other.
Theretore, this 1s a blob of change, and the algorithm returns
to process another blob 1n step 30.

The parameter v 1s preferably between 0 and 1, and most
preferably about 0.6.
3.3. Determination of Match Between Corresponding Blobs

In the following there 1s a detailed description of a pre-
ferred embodiment of a process of matching blobs in SOL'
with blobs in SOL>. The same procedure is valid for the match
among blobs in SOL? and blobs in SOL'. Let O,'" be a blob
from SOL'. The matching procedure is composed of two
phases.

Phase 1 (Steps 30 and 32 in FIG. 1)—O,"" has a
Corresponding Blob in SOL?

We look for a matched blob Oj(z) in SOL”. In an ide%
situation, each pixel of Oj(z) has a corresponding pixel in O
with 1dentical coordinates, but usually this 1s not t}%e case. In
our implementation we claim that the two blobs O and O,V
match i1f the coordinates of atleast o % of the pixels from both
blobs are 1dentical. In real experiments, a 1s typically chosen
to be 90.

It is possible that the blob O, has no matching blob in
SOL? but it has a corresponding blob in the image I®. An
example for such a case 1s shown 1n FI1G. 7 that presents a pair
of images with synthetic blobs 1n (a) and (b), in which there
are no “blobs of change”. FIG. 7 1s an 1illustration of the
problem as demonstrated by synthetic blobs that might not be
matched 1n the first step of the matching process of the change
detection algornithm (step 30). As can be seen, no change
exists 1n the given pair of gray-level images, but the images
are not exactly the same. The output of the blob extraction
algorithm for the left image (a) will contain three blobs—a
circle 702, an ellipse 704 and a background 706. On the other
hand, the output of the blob extraction algorithm for the right
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image (b) will contain only two blobs—one blob 708 com-
posed of the circle, the ellipse and the very thin line that
connects them, and another blob 710 representing the back-
ground. Thus, blob 702 from the rnght 1mage has no matching
blob, according to matching step 30 of the matching process.

Phase 2 (Steps 36 and 38 in FIG. 5)—A
Corresponding Blob not Found in SOL>

Next, we deal with all the blobs that remain unmatched
alter the first step. IT a blob 1n one 1image exists also 1n the
other 1mage, then its saliency measure must be suificiently
high also in the second 1image. The saliency measure of a blob
1s a Tunction of the magnitudes of the gradients of 1ts bound-
ary pixels. In the original CAG algorithm, the saliency mea-
sure of a blob O with boundary 30 was defined as:

Def (14)

salO; D) 'F ao| D, VI, y)

(x,V)=d0

where |20 1s the number of boundary pixels, VI(X,y) 1s the
gradient vector of the image I at pixel (x,y) and IVI(x,y)l 1s the
magnitude of the gradient. The saliency measure of a blob
O, in an image 1*® is computed according to the gradient
values of the pixels (x,y)e30,"” in image I**. In the example
of FIG. 7, the saliency measure of each of the two blobs 702
and 704 1n the left image (a) will be also high in right 1mage
(b). Then, the value sal(Q, ;1" is expected to be close to
sal(O, 1(2)) and similarly, the value sal(O,"; IV) is
expected to be close to sal(Q, ;1.

For each blob O, of SOL* that remains unmatched after
the first step, we perform the fellewmg assume, without loss
of generality, that O," is contained in SOL". Compute the
values sal(O,";1\V) and sal(O,"; 1)), If the ratio

a1y sal(Of; T4 (15)
ST =

: - sal(OE”; )

1s sulliciently high (above some pre-defined threshold), the
blob O, is declared as an “blob of change”. Otherwise,
analysis of a second order statistic 1s required.
3.4 The use of Gradient Distribution Vector for the Matching
Process

Assume [90I=n. Let {i, ...,1,} be the indices of the pixels
in 0O with gradient magnitude greater than the sal(O;I). Then,
the indices of the m pixels, 1., . . . should be uniformly

? m!

distributed.
I et:
P, Def M+l — X ~ 1 a1
n
and
Def N—1—1,+1;
— 11 =1L
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E the entropy of p,, ..., P_, that is:

Denote by

E = —i Py - logpy .

The maximal entropy 1s achieved when p, are uniformly
distributed: p,=1/m. Denote by E_ this maximal entropy
value, that 1s:

i

1

1
— -log—.
m m

When there are more p, s that are uniformly distributed we get
higher value for the gradients distribution and 1t 1s denoted by:

) Dgf E (16)

E(p;. ... .Dp,)
1 1
dsth) = — =

Z— s

m/n>y where ve[0,1]. We preferably choosevyto be 0.6. Eq. 15
enables to determine whether the blob 1s a change when the
sm_ Y% function yields a value that is less than {8, hence the
“distribution-measure” of the gradients 1s defined as:

f
( dsty!

dsts (fg)

i) (17)
S, |

<p

Ay

(Ly.In)
dmﬂllz—

| else

where the ratio in dm_ “**? (Eq. 17) along the gradients
boundary pixels 1s e0n31dered only if sm_ “#2 (Eq. 15)is less

than {§ and 3€[0,1]. We preferably eheese 3 to be 0.6.
3.5 The Fitness Measure

The fitness measure, denoted by fm, constitutes the foun-
dation for the second phase of the matching phase, and con-
tains the functions 1 Eqns. 15 and 17 above:

fmﬂl(f 1J2):Smﬂl(f 1,72 )% dmﬂl(‘r 1,12) (18)

fm enables to decide whether blobs exist 1n both 1mages or
only 1n one of them. According to the definition of (Eq. 17),
when the value of sm (Eq. 15) 1s higher than 1m will be based
only on the ratio of the sm_“**? functions. Otherwise, the
multiplication of dm (Eq. 17) with sm (Eq. 13) intends to
offset the outcome of sm 2 when two blobs are attached to
cach other, and thus prevent a misdetection of the attached
blob. This happens only when the value of sm_“"? is low.
Therefore, the fitness measure 1s defined as fm (Il "2 which
verifies whether the blob O(1) in IV also exists in 12

4. Implementation of the Change Detection Algorithm

4.1 The Pseudo-code
Input: Let I and I® be the inputs pair of registered gray-

levels images. Let I and I be the negative images.
Output: SOL““? are the list of the output blobs, that is, the
final list of “blobs of change”. SOL®*? is initialized to be an
empty list.
Process:
1. Apply the blob extraction algorithm (section 3) on 1images

[V and I in order to get the output lists of significant
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blobs, SOL, and SOL, respectively. Denote the unified list

SOL,USOL, by SOL"'. Similarly, construct unified list
SOL”>.
2. For each blob O, in SOL" do:

2.1. Let p=(X,,y,) be a representative pixel of O\, Assume,
without loss of generality, that O,'") was extracted from
I (and not from I'V) Let O,*’ be the blob in I® that
contains the pixel p.

2.2. If the blobs O, "and Oj(z) are overlapped by at least o
% of pixels (chose preferably a=90) then blob O," also

exists 1n Oj(z).

2.3. Else, compute fm_ Y2 (the fitness measure of blob
O, in image I'*). The values of sal(O,"":1*)) and sal
(0.1 1) are computed by using the contour following,
algorithm [Jain Anil K., Fundamentals of Digital Image
Processing, Prentice-Hall, 1989, chapter 9.5 (hereinat-
ter( 2.'I)A189)],J starting with a boundary pixel of O\’ and
O ).

It fmﬂl(f L)<y where is a pre-defined parameter valued
between O and 1, and preferably about 0.6, then blob
O, exists in both images.

; g

Else (thatis, if fm_ “**?=vy) mark blob O,"” as a blob that

apgf?ars in image 1V and not in image 1**. Then, insert

OI'

into SOL*?,
3. Repeat step 2 for each blob O, in SOL?, while replacing

the roles of image I’ with image 1**’.

The worst-case complexity of this pass 1s linear in the
number of pixels of the blob.

4.2. Complexity Analysis

The overall time complexity of the algorithm 1s almost
linear 1n the 1mage size, n. Specifically, 1t 1s O(n-a(n,n)),
where a(n,n) 1s the mverse of the Ackermman function
|[COR90, chapter 22.4], which 1s almost a constant. Following
1s the time complexity analysis of each of the three steps listed
above 1n 5.1. The numbers correspond to the step numbers
that appeared 1n the pseudo-code description.

The construction of each of the four SOL lists takes O(n-c.
(n,n)) operations 1n the worst-case, where a.(n,n) 1s the inverse
of the Ackermman function. Therefore, the worst-case time
complexity for the creation of SOL' and SOL? is O(n-a.(n,n)).
1. In the following we compute the complexity analysis of
steps 30 and 32 in FIG. 5. The computations are related to all
the blobs of SOL" and SOL" are linear in the total number of
pixels. Since the union of all the blobs 1n one 1mage 1s not
larger than the 1mage size, the time complexity of all the
iterations of this step will be O(n). Following 1s a detailed
description of the time complexity of all stages of this part:

1.1. Given a pixel p, the blob that contains i1t can be found
in O(1) operations by simply keeping an array of n
entries such that entry 1 points to the pixel who 1s the
head of the class.

1.2. In order to find the percentage of matching pixels
between two blobs, a single pass on both of them 1s
required. This pass 1s linear in the number ol pixels of the
blob.

1.3. The boundary of each blob 1s extracted by a single pass
on the boundary pixels, using the contour-following
algorithm [JAI89, chapter 9.5). All that 1s required 1s a
pixel that 1s known to reside on the boundary. Such a
pixel 1s attached 1n advance to each blob, as part of the
output of the blob extraction algorithm. The worst-case
time complexity of computing the saliency/fitness mea-
sure of blob O,'" in the image I’ is linear in the number
of boundary pixels.

2. As 1n part 2, the worst-case time complexity 1s O(n).
5. Experimental Results

In this section we present four examples, and analyze the
performance of the change detection algorithm. The first
example, 1n section 3.1, presents the complete process of the
change detection algorithm. In section 5.2 we demonstrate

10

15

20

25

30

35

40

45

50

55

60

65

16

the robustness of the algorithm, and its insensitivity to change
in the illumination. In section 3.3, we focus on step 36, FIG.
5 of the matching procedure. In section 5.4 the proposed
method 1s compared to the “Shading Model” method, which
1s one of the methods that explicitly deal with significant
changes 1n the luminance, as reviewed above.

5.1 Example I

FIG. 8 shows a pair of InfraRed registered mput images.
The left image I** in (a) contains two blobs (a bus 802 at the

bottom and a vehicle 804 at the top) that are not contained in
the right image 1 in (b). Image I'® contains two blobs (a
vehicle 806 at the toP and a vehicle 808 in the middle) that are
not contained in I'Y; These are four potential “blobs of
change”.

F1G. 9 shows a difference image of images I and I from
FIG. 8 in which 1t 1s seen that the change 1n the 1llumination
between I and I® is significant

FIG. 10 shows the blobs that belong to the lists SOL"' and
SOL?, drawn on FIG. 8. The two vehicles of I (802' and
804") and the top vehicle of I (806") are pointed by the
arrows. The list SOL' also contains a blob 1002. We can see
in the same location in I’ the same blob (marked as blob
810). However, blob 810 was not found by the blob extraction
that was applied on I*’. In other words, the blob correspond-
ing to blob 1002 was not detected at all by the blob-extraction
algorithm, even though it appears in I**.

Blobs in SOL' that have no corresponding blobs in SOL>
(e.g. blob 1002) with o % (0=90) of overlap (the first step 1n
the matching phase) are passed to step 36 1n FIG. 5. The same
is done with blobs in SOL~ that have no corresponding blobs
in SOL'. In step 36, FIG. 5, saliency and fitness measures for
each blob in SOL' are computed in I, and vice-versa. If the
saliency measure of any blob from IV is sufficiently high in
[, (e.g. blob 1002) then this saliency measure is represented
in the image of gradient magnitudes of I'® by a dotted con-
tour, e.g. adotted contour 1102 1n FIG. 11, which corresponds
to blob 810 in FIG. 10.

In view of the test above (step 36), the blobs that corre-
spond to the two vehicles in 1" (802 and 804 in FIG. 8) have
no matched blobs since their saliency measure in I*’ is low.
Theretore, they output as “blobs of change”. FIG. 12 shows
the result of the change detection algorithm that represents
the changes in 1) relatively to I'*). The two blobs in IV,
which do not exist in I'®, are marked 1202 and 1204.

5.2. Example II

This example demonstrates the robustness and the mnsen-
sitivity of the algorithm of the present invention to change 1n
illumination. Two generated images I (a) and I’ (b) having
extreme differences between their 1lluminations are shown 1n
FIG. 13. A capital letter “A” 1s indicated by an arrow 1302 1n
(b). Capital letter “A” was omitted from I*’ (an arrow 1004 in
(a)) 1n order to make it the “blob of change™.

FIG. 14 shows a difference image I11'’-1*’| related to FIG.
13. The subtraction between the two input images I and I*®
demonstrates a significant difference in the 1llumination.

Step 24 (FIG. 5) of the change detection algorithm outputs
the extracted blobs. FIG. 15 shows the outputs (a) SOL' and
(b) SOL” relating to FIG. 13, marked on 1" (a) and I® (b),
respectively. Letters 1502 that compose the word “DISK 2/2”
in I'" were deliberately omitted from SOL" in order to dem-
onstrate the robustness of the change detection algorithm.

In matching step 30, each blob in SOL' is searched for a
corresponding blob in SOL?, and vice versa. Seven blobs that
correspond to the letters “DISK 2/2”, and the blob for capital
letter “A” in SOL? (FIG. 15b) have no corresponding blobs
found 1 SOL, (FIG. 15a). Each of these eight blobs 1is
checked again 1n step 36. In this step, the saliency and the
fitness measures in I" for each “non-matched” blob in SOL2
is computed. The only blob in SOL~ that has saliency and
fitness measures in I’ with a higher value than v (section 5.1),
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is the capital letter “A”. This blob indeed does not exist in I*V.
Thus, the output of the change detection 1s the blob composed
of the pixels of the letter “A”. This 1s shown 1n FIG. 16, which
shows the capital letter “A” as a blob of change 1602.
5.3. Example III

In this example we focus on the “fitness measure™ as
described above. FIG. 17 shows two input images I’ in (a)

and I in (b). The blobs of change are a vehicle 1702 in IV,
and three vehicles 1704, 1706 and 1708 in I®. The outputs
SOL" and SOL? (not shown) of each image contain 116 blobs.
In this example we show that the fitness measure for blobs 1n
SOL* that also appear in SOL*, is much higher than the fitness

measure in SOL' of blobs that appear only n SOL2 We

compute the fitness measure of the blob O, in SOL", _m(f( 2))
(O;), and the fitness measure of the blob O in SOL?, fim m"
(O,), for each blob O, ofthe 116 blobs 1n SOL2 For 1—0 115

we compute fm' o ))(O ) usmg Eq. 18.
FI1G. 18 shows on the x-axis the ordinal number of the blob
(index 1) in SOL* and on the y-axis the ratio between the

fitness measure of this blob in image I and in image 1"’ of
FIG. 17, the ratio computed using Eq. 18. The three peaks
1802, 1804 and 1806 correspond to the three vehicles 1704,
1706 and 1708 that appear in I*> and not in I'V;

FI1G. 19 shows the output of the change detection algorithm
applied on the images 1n FIG. 17. The three extracted “blobs
of change” from 1®’ (1704, 1706 and 1708) are marked by
curves 1902, 1904 and 1906.

5.4 Example IV: Comparison with the “Shading Model”
Method

This example demonstrates the difference between the
method of the present invention and the prior art “Shading
Model” described above. FIG. 20 shows a comparison
between the results obtained with the two methods on a pair of
images: in (a) a blob of change 2002 that appears in 1" and
not in I after the application present method; in (b) a blob of
change 2004 that appears in I** and not in I* after the appli-
cation of present method; 1n (¢) the image of variances, which
1s the output of the Shading Model method, and 1n (d) the
binary image of (¢) derived by choosing the most appropriate
threshold to extract blob of change 2002. From FIGS. 20(c)
and (d) we can see that the Shading Model method fails to
detect the change because there too many blobs that do not
have a match. This happened because of the abrupt and
extreme changes 1n i1llumination. The “Shading Model”
method computes the variance over a window with pre-de-
fined size. In case of a blob of change that 1s considerably
larger than the window size, only part of the blob boundary
will be detected.

In summary, the present invention introduces an efficient
and robust method that provides a novel algorithm for per-
forming change detection between a pair of registered gray-
level images, under severe differences in the 1llumination of
the 1mages. The output of the algorithm 1s a set of connected
components, where each component describes a “blob of
change”, which 1s a blob that exists 1n only one of the two
1mages.

The time complexity of the change detection algorithm 1s
almost linear in the 1image size. Therefore, 1t 1s suitable for
real-time applications. The examples detailed above demon-
strate 1ts robustness even when extreme changes 1n the 1llu-
mination exist. The main advantages of the method disclosed
herein mclude:

a. Exact detection of the change. The method works also
for noisy iputs with very small “blobs of change” (ca.

30 pixels).

b. The input images can contain several “blobs of change”

with a considerable difterence in their sizes. This 1s a
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consequence of the fact that the disclosed method does
not use a window with pre-defined size, but works
directly on the extracted blobs.

¢. The detection of change 1s robust and 1nsensitive to noise
as long as the change 1s a connected blob.

All publications, patents and patent applications men-
tioned 1n this specification are herein incorporated 1n their
entirety by reference into the specification, to the same extent
as 11 each individual publication, patent or patent application
was specifically and individually indicated to be incorporated
herein by reference. In addition, citation or identification of
any reference 1n this application shall not be construed as an
admission that such reference 1s available as prior art to the
present invention.

While the mvention has been described with respect to a
limited number of embodiments, 1t will be appreciated that
many variations, modifications and other applications of the
invention may be made.

What 1s claimed 1s:

1. A method for illumination-independent change detec-
tion between a pair of registered 1mages, comprising:

a. providing a first original gray-level image, a second
original gray-level images, a first negative image related
to said first original 1mage and a second negative image
related to said second original image,

b. extracting by a computer respective pluralities of blobs
from each of said first and second original 1mages and
cach of said first and second negative 1mages,

c. matching by a computer each extracted blob in said first
original and negative images with each extracted blob 1n
saild second original and negative images to obtain
matched and unmatched blobs, and

d. testing by a computer all said unmatched blobs to 1den-
tify blobs of change.

2. The method of claim 1, wherein said step of extracting,

turther includes:

1. extracting a first plurality of blobs from said first original
image, a second plurality of blobs from said second
original image, a third plurality of blobs from said first
negative image and a fourth plurality of blobs from said
second negative 1image,

11. Torming a first unified blob list by unifying said first
plurality with said third plurality of blobs, and

111. forming a second unified blob list by unifying said
second plurality with said fourth plurality of blobs.

3. The method of claim 1, wherein said step of extracting 1s
accomplished using a modified connectivity analysis along
gray-levels algorithm.

4. The method of claim 2, wherein said step of matching
turther includes determining 1f each blob 1n said first unified
blob list has a corresponding blob 1n said second unified blob
list, and 1t each blob 1n said second unified blob list has a
corresponding blob 1n said first unified blob list.

5. The method of claim 4, wherein said determining
includes checking overlaps of pixels.

6. The method of claim 5, wherein said overlap 1s about
90%.

7. The method of claim 2, wherein said step of testing
includes calculating for each said unmatched blob a fitness
measure, and comparing said fitness measure with a prede-
termined threshold to establish whether each said unmatched
blob 1s a said blob of change.

8. The method of claim 7, wherein said substep of calcu-
lating said fitness measure includes: for each said unmatched
blob:

1. calculating a first and a second saliency 1n each of said

first and second original images respectively,
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1. dividing said first saliency by said second saliency to
obtain a saliency ratio,

111. calculating a gradient distribution measure, and

1v. setting said fitness measure being to be equal to said
saliency ratio 1t said saliency ratio 1s larger than or equal
to said threshold, and setting said fitness measure to be
equal to the product of said saliency ratio and said gra-
dient distribution measure 1t said saliency ratio 1s
smaller than said threshold.

9. The method of claim 6, wherein said threshold has a

value of about 0.6.

10. The method of claim 8, wherein said substep of calcu-
lating said first and said second saliency includes using a
contour-following algorithm.

11. A method for change detection 1n 1mages, comprising:

a. providing a pair of first and second registered gray level
images, wherein said step of providing further includes
providing respective negative first and second images;

b. extracting by a computer respective first and second
pluralities of blobs from each of said images using a
modified connectivity along gray levels (CAG) analysis,
wherein said step of extracting further includes extract-
ing a third plurality of blobs from said negative first
image and a fourth plurality of blobs from said second
negative 1mage;

c. locating by a computer at least one unmatched blob 1n at
least one of said images, wherein said step of locating at
least one unmatched blob further includes:

1. comparing each blob from said first and third plurali-
ties of blobs with each blob from said second and
fourth pluralities of blobs,

11. locating corresponding blobs based on said compari-
son, and

111. 1dentifying said at least one unmatched blob based on
a pixel overlap between each pair of said correspond-
ing blobs; and

d. identitying by a computer at least one blob of change
related to said images by applying a test on said at least
one unmatched blob.

12. The method of claim 11, wherein said step of identily-
ing said at least one blob of change by further includes check-
ing a fitness measure to said at least one unmatched blob.

13. The method of claim 12, wherein said substep of check-

ing said fitness measure ncludes: for each said at least one
unmatched blob
1. calculating a first and a second saliency in each of said
first and second gray level images respectively,
1. dividing said first saliency by said second saliency to
obtain a saliency ratio,
111. calculating a gradient distribution measure, and
1v. setting said fitness measure being to be equal to said
saliency ratio 1t said saliency ratio 1s larger than or equal
to a predetermined threshold, and setting said fitness
measure to be equal to the product of said saliency ratio
and said gradient distribution measure if said saliency
ratio 1s smaller than said threshold.
14. The method of claim 13, wherein said threshold has a
value of about 0.6.
15. The method of claim 14, wherein said substep of cal-
culating said first and said second saliency includes using a
contour-following algorithm.

16. A method for change detection between a pair of

images, the method comprising:
extracting by a computer respective pluralities of blobs
from each of a first grav-level image, a second gray-level
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image, a first negative image related to the first gray-
level image, and a second negative image rvelated to the
second gray-level image,

comparing by a compuiter extracted blobs in the first gray-
level image and first negative image with extracted blobs
in the second gray-level image and second negative

image to obtain matched blobs and unmatched blobs,
and

testing by a computer a plurality of the unmatched blobs to

identify blobs of change.
17. The method of claim 16, further comprising generating

each of the first and second negative images.

18. The method of claim 16, further comprising outputting

a list of the blobs of change.

19. The method of claim 16, wherein said testing further
comprises calculating a fitness function of a first unmatched
blob of the first gray-level and first negative images in a
unified list of the extracted blobs from the second gray-level
and second negative images.

20. The method of claim 16, wherein the first grey-level
image and the second grey-level image comprise different
illumination.

21. A method for change detection between a pair of
images, the method comprising.

accessing by a computer a first grav-level image, a second

grayv-level image, a first negative image rvelated to the
first gray-level image and a second negative image
related to the second gray-level image, and

extracting by a computer vespective pluralities of blobs

from each of the first and second gray-level images and
each of the first and second negative images.

22. The method of claim 21, wherein said extracting
respective pluralities of blobs further comprises:

extracting a first plurality of blobs from the first gray-level

image, a second plurality of blobs from the second gray-
level image, a thivd plurality of blobs from the first nega-
tive image and a fourth plurality of blobs from the sec-
ond negative image;

generating a first unified blob list by unifving the first

plurality of blobs with the thivd plurality of blobs; and
generating a second unified blob list by unifving the second
plurality of blobs with the fourth plurality of blobs.

23. The method of claim 22, further comprising identifving
each blob in the first unified blob list that has a corresponding
blob in the second unified blob list, and identifving each blob
in the second unified blob list that has a corresponding blob
in the first unified blob list.

24. The method of claim 21, wherein said extracting
respective pluralities of blobs comprises using a modified
connectivity along gray levels (CAG) analysis.

25. The method of claim 21, wherein said extracting
respective pluralities of blobs comprises excluding from the

first, second, thivd and fourth pluralities of blobs blobs having

a pixel size less than a minimum pixel threshold or greater
than a maximum pixel threshold.
26. A method for change detection between a pair of
images, the method comprising:
comparing by a computer first extracted blobs in a first
image and a first negative image rvelated to the first
image with second extracted blobs in a second image
and a second negative image related to the second image
to obtain matched blobs and unmatched blobs, and
testing by a computer a plurality of the unmatched blobs to
identify blobs of change.

27. The method of claim 26, wherein said comparing com-

prises determining if each of the first extracted blobs has a
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corresponding blob in the second extracted blobs and if each
of the second extracted blobs has a corresponding blob in the
fivst extracted blobs.

28. The method of claim 27, wherein said determining
comprises determining if an overlap of pixels of each of the 5
first extracted blobs with the corresponding blob exceeds a
threshold amount.

29. The method of claim 28, whevein the threshold amount
is approximately 75%.

30. The method of claim 28, whevein the threshold amount 10
is approximately 90%.

31. The method of claim 28, wherein the plurality of
unmatched blobs comprises certain first and second extracted
blobs that do not have an overlap of pixels with any corre-
sponding blob that exceeds the threshold amount. 15

32. The method of claim 31, wherein said testing the plu-
rality of unmatched blobs comprises for each of the plurality
of unmatched blobs:

calculating a fitness measure; and

comparing the fitness measure with a second threshold 20

amount.

33. The method of claim 32, whevein the fitness measure is
based at least on a rvatio of first and second saliency gradients
associated with, vespectively, the first and second images.

34. The method of claim 33, whevein the fitness measure is 25
further based at least on a product of the vatio and a gradient
distribution measure.

35. The method of claim 33, further comprising calculating
the first and second saliency gradients using a contour-fol-
lowing algorithm. 30

36. The method of claim 33, further comprising assigning
aweight to each pixel in the first and second images indicative
of an edge saliency.

22

37. A system for detecting changes between a pair of
images, the system comprising:

a processor configured to

extract a first plurality of blobs from a first gray-level
image and a first negative image related to the first
gray-level image,

extract a second plurality of blobs from the second gray-
level image and a second negative image related to the
second gray-level image,

compare each of the first plurality of blobs with each
blob in the second plurality of blobs to identify
matched blobs and unmaitched blobs, and

test the unmatched blobs to identify blobs of change; and

an output configured to genervate a list of the blobs of

change.

38. The system of claim 37, wherein the matched blobs
comprise:

identified ones of the first plurality of blobs that have a

corresponding blob in the second plurality of blobs,; and

identified ones of the second plurality of blobs that have a

corresponding blob in the first plurality of blobs.

39. The system of claim 38, wherein each of the matched
blobs and its corresponding blob comprise a particular num-
ber of pixels that have the same coordinates.

40. The system of claim 38, wherein the processor is further
configured to test the unmatched blobs by computing a fitness
measure of each of:

the unmatched blobs of the first plurality of blobs in the

second graylevel image; and

the unmatched blobs of the second plurality of blobs in the

first gray-level image.

% o *H % x
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INVENTOR(S) . Averbuch et al.

It is certified that error appears in the above-identified patent and that said Letters Patent is hereby corrected as shown below:

Title page, item (54), under “Title”, in Column 1, Lines 1-2, delete “ILLUMINATION
INDEPENDENT” and 1nsert -- ILLUMINATION-INDEPENDENT --.

Title page, item (57), under “Abstract”, in Column 2, Lines 14-15, delete “time-complexity” and
Insert -- time-complexity. --.

Column 1, lines 1-2, delete “ILLUMINATION INDEPENDENT"” and 1nsert
-- ILLUMINATION-INDEPENDENT --.

Column 18, lines 60-61, in Claim 7, delete “predetermined™ and insert -- pre-determined --.
Column 19, line 17, in Claim 11, delete “gray level” and insert -- gray-level --.

Column 19, line 47, 1n Claim 13, delete “blob” and insert -- blob: --.

Column 19, line 49, in Claim 13, delete “gray level” and insert -- gray-level --.

Column 20, lines 21-22, 1n Claim 20, delete “first grey-level image and the second grey-level” and
insert -- first gray-level image and the second gray-level --.

Column 22, line 29, n Claim 40, delete “graylevel” and insert -- gray-level --.
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