USOORE42287E
(19) United States
a2) Reissued Patent (10) Patent Number: US RE42,287 E
Apodaca et al. 45) Date of Reissued Patent: Apr. 12, 2011
(54) STOCHASTIC LEVEL OF DETAIL IN OTHER PUBLICATIONS

COMPUTER ANIMATION International Search Report, International Application No.

PCT/US99/03742, Mar. 16, 1999.
Apodaca, Tony, et al., “Stochastic Level of Detail,” SIG-
GRAPH (unpublished submission 1997), pp. 1-5.

Certain A. et al., “Interactive Multiresolution Surface View-

ing,” Computer Graphics Annual Conlference Series (1996),
pp. 91-98.

Clark, J.H., “Hierarchical Geometric Models for Visible Sur-
face Algorithms,” Comm. ACM, 19(10):547-554 (Oct.

(75) Inventors: Anthony A. Apodaca, San Rafael, CA
(US); Mark T. Vande Wettering, El
Sobrante, CA (US); Larry L. Gritz,
Berkeley, CA (US)

(73) Assignee: PIXAR, Emeryville, CA (US)

(21) Appl. No.: 10/684,320 1976).
(22) Filed: Oct. 9, 2003 Cook, R. L. et al., “The Reyes Image Rendering Architec-
ture,” Computer Graphics 21 (4):95-102, (1987).
Related U.S. Patent Documents Funkhouser, Thomas A. et al., “Adaptive Display Algorithm
Reissue of for Interactive Frame Rates During Visualization of Com-
(64) Patent No.: 6,300,956 plex Virtual Environments,” Computer Graphics Annual
Tssued: Oct. 9, 2001 Conference Series (1993), pp. 247-254.
Appl. No.: 09/040,175 Haeberli, Paul et al., “The Accumulation Butfter: Hardware
Filed: Mar. 17, 1998 Support for High Quality Rendering,” Computer Graphics
24(4), pp. 309-318, (Aug. 1990).
(31) Imt. CL Hoppe, Hugues, “Progressive Meshes,” Computer Graphics
G061 15/00 (2006.01) Annual Conference Series (1996), pp. 99—108.
Hoppe, Hugues et al., “Mesh Optimization,” Computer
(52) US.CL ..., 345/619; 345/581; 345/428 Graphics Annual Conierence Series (1993), pp. 19-26.
(58) Field of Classification Search .................. 345/428,  lurk, Greg, “Re-tiling Polygonal Surfaces,” Computer
345/418, 433, 434, 435, 619, 419, 421, 581  Graphics 26(2):55-64, (Jul. 1992).
See application file tor complete search history. * cited by examiner
_ Primary Examiner—Phu K Nguyen
(56) References Cited (74) Attorney, Agent. or Firm—Philip H. Albert; Kilpatrick
U S PATENT DOCUMENTS Townsend & Stockton, LLP
4,897,806 A * 1/1990 Cooketal. ................. 345/426 (57) ABSTRACT
5,025,400 A * 6/1991 Cooketal. ................. 345/611 A method for smoothly transitioning between different
5,239,624 A : 81993 Cooketal. .....ccceeee. 345/611 object representations in computer animation using stochas-
g’gg;’g (1); i . 1 égggg ?;(Ei?y etal. s gjgﬁgg tic sampling. The method allows for level of detail transi-
6.483,507 B2 * 11/2002 Osbome etal. ............ 345/419 ~ 1ons between object representations made up of difierent
2002/0196251 Al * 12/2002 Duluketal. ............... 345/420 ~ geometric primitives, of different types, with different ren-
dering attributes, and even different topologies without
FOREIGN PATENT DOCUMENTS “popping” or other visual artifacts.

GB 2284526 A 6/1995 40 Claims, 5 Drawing Sheets




U.S. Patent Apr. 12, 2011 Sheet 1 of 5 US RE42,287 E

0.1

F

S 3 8
DISK MAIN
6

1
FRAME
BUFFER
7
FILM
4

2 9




U.S. Patent Apr. 12, 2011 Sheet 2 of 5 US RE42,287 E




U.S. Patent Apr. 12, 2011 Sheet 3 of 5 US RE42,287 E




U.S. Patent Apr. 12,2011 Sheet 4 of 5 US RE42.287 E

Fig.7
ALTERNATIVE
LOW TRANSITION
FOR LOW DETAIL
MODEL ALLOWING 'fﬁfﬁé'm on
FOR FADE OUT OF AL OF
SMALL OBJECTS CURRENT DETAL"™__,_ | HIGH DETAIL
1 MODEL
72~ _81
RELATIVE
IMPORTANCE OF
HIGH DETAIL MODEL
08 | oo N . g4 HIGH DETAIL
MED DETAIL MODEL MODEL
~77 80~
= LOWER  UPPER
W TRANSITION TRANSITION TRANSITION
=h REGION OF LOW REGION OF REGION OF
59 DETAIL MODEL MED DETAIL MED DETAIL
T = MODEL MODEL
-3 RELATIVE
1 e B R L LT <« IMPORTANCE
OF MED
DETAIL
MODEL
0
71~ 74~ 75~ 78- 82~ 79-
=l 13~ — — - =
— — X <t = - a =
28 8 Ek g LE B Es
= £2 Q= > o O = X
=S =22 ~- oL L T OCw o -
ES == wi — =g = >= &2
~ - = nZ ey <L 3> 2c
>89 < =1 S R <ow
=0 =5 as RL=E3o
=0 = = wio

RANGE OF CURRENT DETAIL (e.g., SQUARE PIXELS)



U.S. Patent Apr. 12, 2011 Sheet 5 of 5 US RE42,287 E

Fig.9




US RE42,287 E

1

STOCHASTIC LEVEL OF DETAIL IN
COMPUTER ANIMATION

Matter enclosed in heavy brackets [ ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue.

BACKGROUND OF THE INVENTION

The ivention relates generally to the art of computer
graphics and computer generated animation. More
particularly, the invention relates to the use of, and means for
smoothly transitioning between, different representations of
objects depending on the object’s visibility and importance
in the rendered scene.

In computer rendering (digital image synthesis) objects in
the synthesized image must be mathematically represented
in three dimensional object space. This 1s achieved by mod-
cling the object’s bounding surfaces as a collection of geo-
metric primitives. Typically, the primitives are simple poly-
gons or more complicated surface elements defined by non-

linear paramatized curves (e.g. NURBS (Nonuniform
Rational B-Splines)).

The realism obtainable 1n the resulting 1mage depends to a
large degree on the number and complexity of the primitives
used to represent the objects. The flip side 1s that more., and
more complex primitives require more computations, 1.¢.,
more time and memory. A given object, depending on its
position 1 a scene and distance from the viewer, need not
always be represented with the same level of detail. Thus, 1t
1s possible to use multiple representations of a given object
with varying levels and types of primitives. One can use only
a Tew simple primitives to describe an object when 1t 1s far
away 1n a scene and a more complex description when 1t 1s
viewed up close.

The technique of matching the complexity of the object
description to the object’s visibility and the limits of resolu-
tion 1s known generally as level-of-detail (LOD) computa-
tion. LOD schemes eliminate geometric primitives that are
too small to make a significant individual color contribution
to the final 1mage, 1n some cases by replacing large collec-
tions of such primitives by a smaller collection of larger
primitives that will generate approximately the same aggre-
gate color contribution to the final image. A particular object
representation may have a finely detailed version for close-
ups, a simple version for distant shots, and perhaps several
levels 1n between.

This has two obvious benefits to the rendering system: 1t
reduces the total number of geometric primitives to process
and 1t replaces tiny subpixel primitives with larger primitives
that are easier to antialias because the tenderer’s sampling,
rate 1s less likely to be below their Nyquist limit. An early
description of the usefulness of having multiple representa-
tions of a single object 1s found 1n Clark, J. H., “Hierarchical
Geometric Models for Visible Surface Algorithms™, Comm.
ACM, 19(10):547-554 (October 1976). Flight simulators
have used multiple levels of detail for many years to reduce
scene generator workload. These simulators select among
several object representations on-the-tly based on the objects
actual or foveal (centrality in the pilots field of view) dis-
tance from the viewer. Similarly, Funkhouser and Sequin
used multiple levels of detail to maintain a constant frame
rate for interactive walkthroughs, using a cost/benefit analy-
s1s ol perceived scene quality verses frame rate to select
among detail levels. Funkhouser, Thomas A. and Sequin,
Carlo H., “Adaptive Display Algorithm for Interactive
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Frame Rates During Visualization of Complex Virtual
Environments”, Computer Graphics Annual Conference

Series 1993, pp. 247-254.

In both the flight simulators and Funkhouser and Sequin
walkhrough, the transition between object representations 1s
instantaneous and discrete resulting i “popping”, a visual
artifact that 1s unacceptable for high quality computer ani-
mation. Attempts to smooth these transitions have focused
on mterpolating between the geometric representations. See,
¢.g., Certain A., J. Popovic, T. DeRose, T. Duchamp, D.
Salesin, W. Stuetzle, “Interactive Multiresolution Surface
Viewing’, Computer Graphics Annual Conference Series
1996, pp. 91-98; Hoppe, Hugues, “Progressive Meshes”,

Computer Graphics Annual Conference Series 1996, pp.
99-108, 1996; Turk, Greg, “Re-tiling Polygonal Surfaces”,

Computer Graphics 26(2):55-64, July 1992; Hoppe,
Hugues, T. DeRose, T. Duchamp, J. McDonald, W. Stuetile,
“Mesh Optimization”, Computer Graphics Annual Confer-
ence Series 1993, pp. 19-26. All of these methods depend,
however, on particular geometric representations which
must be used to represent the models at all detail levels. The
object representations must also retain the identical
topology, so that they can be related to each other by smooth
interpolations. None of the prior methods allows one to cre-
ate smooth transitions between representations with arbi-
trary modeling primitives, topologies, and shading
paradigms, mcluding smooth transitions between arbitrary
three dimensional geometric representations and approxima-
tions of them using displacement or texture maps.

Another techmque to obtain smooth transitions between
different object representations requires rendering the
images using both representations and cross-dissolving
between the 1mages at the pixel level. This technique 1s
inellicient, requiring multiple renderings of each object, and
results 1n poorer image quality because the visibility compu-
tation 1s only approximate at the whole pixel level and does
not fully account for antialiasing, reconstruction filters, or
motion blur already applied to these pixels. Moreover, cross
dissolving between rendered scenes at the pixel level
requires that all objects 1n the scene transition in the same
manner, or else one must render a multitude of scenes with
various combinations of different object representations and
somehow cut and paste between them to form the desired
cross dissolve.

SUMMARY OF THE INVENTION

The present invention solves the “popping problem”™ eifli-
ciently with results suitable for high quality animation. It
allows the rendering of smooth transitions between different
object representations of arbitrary type and topology without
visual artifacts or discontinuities and without the need for
pixel level post processing. The present invention 1s an
extension of the elegant and powerful stochastic sampling
techniques used 1n many high quality renders to perform
spatial antialiasing, and produce motion blur, depth of field
and soit shadows. These methods are described 1n U.S. Pat.
Nos. 4,897.806; 5,025,400 and 5,239,624 entitled “Pseudo-
Random Point Sampling Techniques in Computer Graphics™
which are assigned to Pixar, and are incorporated herein by
reference.

The conceptual underpinning of the present invention 1s
the treatment of the level of detail (or other range over which
one characterizes differing object representations) as an
additional “dimension” like screen position, lens position or
time, over which one approximates mtegration by stochastic
sampling. In the disclosed embodiment, this 1s done by asso-
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ciating with each screen space sample of the object scene an
additional random variable, the representation dimension
deviate m. In a transition region 1 which more than one
object representation may contribute, the object representa-
tion sampled depends on the random variable m and the
welghting of the object representations within the ensemble
depends on an 1image based selection criteria, e.g., the screen
s1ze of the object.

By combining the techniques of the present invention with
those of Cook et al. one can, in a unified way without post
processing or pixel level manipulations, produce smooth
cificient animation incorporating multiple levels of detail,
antialiasing, motion blur, depth of field and soit shadows 1n
which visibility 1s correctly determined at each sub-pixel
sample location.

Because in the present method individual samples are
evaluated against a single LOD representation for each
object, and visibility 1s computed correctly for each subpixel
sample, 1t 1s more eificient and produces better images than
can be obtained by cross-dissolving at the pixel level images
separately rendered from different object representations. In
addition, because the present invention does not depend on,
or constrain, the details of the geometric representations of
the objects, 1t allows one complete freedom in the definition
and representation of objects. One can, for instance, transi-
tion between entirely different representations of individual
objects, e.g., a highly detailed, texture mapped and trimmed
NURB representation of a leaf on the one hand, and a green
square on the other.

Moreover, one has complete freedom in defining the
“object” for LOD purposes, and one 1s iree to vary the defi-
nition throughout the animation. For example, one may cre-
ate and store a hierarchy of different LOD representations of
a forest, a tree 1in the forest, a branch on the tree, or a leal on
the branch, and choose independently and consistently
importance criteria and detail ranges for “objects™ 1n each
level of the hierarchy. In one group of scenes the rendered
object may be a tree represented by one or several LOD
representations. In another group of scenes the rendered
object may be a leat on the tree. In both cases the present
invention allows one to incorporate and smoothly transition
between different LOD representations of either object.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows generally the elements of a computer system
suitable for carrying out the present invention.

FIG. 2 shows a representation of an object as a collection
ol geometric primitives.

FIG. 3 shows a more complicated representation of the
same object using a larger set of geometric primitives.

FIG. 4 shows a bounding box used to used to calculate the
current detail, dc of the enclosed object.

FIG. 5 shows a projection of the bounding box onto the
image plane and the resulting current detail, dc.

FIG. 6 shows the same object in a different location in the
scene giving rise to a different value for the current detail,

dc

FI1G. 7 1s a sample graph of the LOD transitions for three
representations of varying detail.

FIG. 8 shows a jittered subpixel sampling pattern.

FIG. 9 shows a ray drawn from one of the subpixel sam-
pling points intersecting a particular representation of an
object.

FIG. 10 shows a ray from a different subpixel sampling
point intersecting a different representation of the same
object.
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DETAILED DESCRIPTION OF AN EXEMPLARY
EMBODIMENT

FIG. 1 shows a computer system suitable for carrying out
the ivention. A main bus 1 i1s connected to one or more
CPUs 2 and a main memory 3. Also connected to the bus 1s a
keyboard 4 and large disk memory 5. The frame builer 6
receives output information from the main bus and sends 1t
through another bus 7 to either a CRT or another peripheral
which writes the image directly onto film.

FIG. 2 shows a simple object represented as a collection
of geometric primitives. In this illustration the primitives are
polygons but 1n practice they could be NURBs, etc. FIG. 3
shows a more detailed representation of the same object
using more primitives. To determine the desired level of
detail with which to represent an object 1n a particular scene
one needs to determine an 1image based importance criteria.
In one embodiment this 1s done by defining a bounding box
(1n practice, an axis-aligned bounding box in the current
active coordinate system) for the object by specitying the

coordinates [ xmin xmax ymin ymax zmin zmax | as shown in
FIG. 4.

FIG. 5 shows the area of this bounding box, in pixels
when projected onto the 1image plane. In the current exem-
plary embodiment, the raster area of this projected boundary
box 1s the importance criteria which 1s defined as the current
detail, dc. FIG. 6 shows dc for the same object 1n a different
scene, when viewed from a different location.

One next defines the range of dc for which a specific LOD
representation of an object 1s to be used. This can be done by
speciiying four values which define the Detail Range for that
representation: minivisible, lowertransition, uppertransition,
maxvisible. Three regimes are possible depending on the dc
of the object 1n a given scene: (1) If dc<minivisible or
dc>maxivisible, then that LOD representation of the object
will not be used at all in rendering the scene; (2) 1f
lowertransition<=dc<=uppertransition the LOD representa-
tion under consideration will be the only one used to render
the object 1n the given scene; (3) 1T
minivisible<dc<lowertransition or uppertransition<
dc<maxvisible, dc 1s 1 a transitional region and the LOD
representation under consideration will be one of those used
to represent the object. Alternatively instead of defining dif-
ferent 1mportance criteria for each object, one could use a
common 1mportance criteria for all objects or some set of
objects, e.g., the raster area of the projected bounding box
surrounding a particular preferred object or a feature of a
particular object.

FIG. 7 shows how the current detail determines each rep-
resentation’s importance, defined as the relative contribution
of a particular LOD representation of an object compared to
other LOD representations of the same object. Where the
importance 1s O that representation will not be considered,
1.e., that representation’s primitives will not be rendered.
Where the importance 1s 1, only that representation and pre-
sumably no other will be considered, 1.e. only its geometric
primitives will be rendered. Finally, where there 1s a transi-
tion region and the importance of a given representation 1s
between 0 and 1 that representation will contribute to the
image as will one or more lower or higher detailed represen-
tations. FIG. 7 illustrates the case of three possible represen-
tations of the object of varying levels of detail and in which
the transitions receive contributions from only two represen-
tations.

One may use as few or as many levels as desired, but the
sum of the importances for all representations should be 1.0
over the entire range of potential current detail values. This
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requirement prevents the object from being over or under
represented 1n any particular image. In practice, 1t 15 some-
times usetul to under represent the low transition of the low-
est level representation in order to have the object fade out
below some minimum size.

Returming to FIG. 7 and the exemplary transition func-
tions represented therein, the range of possible current detail
1s plotted on the x-axis. In the described embodiment, this 1s
the range of raster areas (in square pixels) which could be
occupied by an object 1n a scene and can take any value from
0 to the number of square pixels 1n the image. Marked along
the x-axis are the points which determine the range of cur-
rent detail over which the various object representations are
to be utilized. 71 shows the minimum visible and low transi-
tion points for the low detail representation at 0 pixels. With
this choice, the low detail representation contributes at full
strength until the object disappears from the image. As dis-
cussed above, one can instead have the object fade out before
it disappears by placing the low detail low transition point
above zero as shown at 72 and add a low transition function
as shown at 73. Because the “sum to one” rule 1s violated 1n
this region, the object will be underrepresented compared to
others 1n the scene and will thus appear to fade out belore 1t
disappears.

74 marks the minmimum visible point of the medium detail
representation and the upward transition point of the low
detail representation. These two must occur at the same
point so that the combined 1mportance of both representa-
tions remains unity. 75 marks the maximum visible point of
the low detail representation and the low transition point of
the medium detail representation. For the same reason, these
should be at the same point. 76 shows the importance of the
low detail representation 1n the upper transition region. It
slopes downwardly from 1 at the low detail upper transition
point to O at the maximum visible point of the low detail
representation. Sumilarly 77 shows the lower transition func-
tion for the medium detail representation. Again the function
1s linear sloping upward from O at the mimimum visibility
point of the medium detail representation to 1 at the low
transition point for the medium detail representation. 78 to
81 show the corresponding points and functions for the
medium to high detail transition.

In the simple implementation shown 1n FIG. 7, the transi-
tion functions are linear and have the same magnitude slope.
Though we have found these simple functions to be
satisfactory, one need not be so constrained. More compli-
cated nonlinear (e.g., higher level polynomial or
exponential) “ease-in/ease-out” transition functions may be
used instead. Ditlerent transition functions may also be used
for different transitions, e.g., the low to medium detail tran-
sition may use a different function than that used in the
medium to high detail transition. Similarly, the range of
detail values over which the transition occurs may vary
depending on the transition. It may be advantageous, for
instance, to have the medium to high transition be more
gradual, 1.e., have a contribution from both representations
over a larger range of detail values, than the medium to low
detail or low detail to zero transition. Additionally, though
one would need a more complicated graphical
representation, transitions in which more than two different
object representations contribute are also possible. One need
only define relative importance functions for all representa-
tions which one desires to contribute to the image in a par-
ticular current detail range. And, 1f a consistent representa-
tion of the object 1s desired, require that the importances of
all representations sum to 1 for all values of the current
detaul.
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82 m FIG. 7 shows an exemplary value of the current
detail within the transition region between the medium and
high detail representations. 83 shows the intersection of the
current detail with the upper transition function of the
medium detail representation. The y coordinate of that inter-
section point gives the importance of the medium detail rep-
resentation at the current detail. Similarly 84 shows the inter-
section of the current detail with the lower transition of the

high detail representation. The y coordinate of that intersec-
tion point gives the contribution of the high detail represen-
tation for that value of current detail.

Because most renderers process primitives independently,
the primitives corresponding to a given object representation
are tagged with the importance I of the object representation
to which they belong as determined above based on the level
of detail and detail range of the object representation. Primi-
tives with values of 1 are rendered conventionally and those
with values o1 O are trivially rejected.

One important insight of the present invention 1s that for
primitives 1n the transition region one can think of the level
of detail as an additional dimension, along with screen space
position (X,y); lens position (Ix,ly) and time (t) over which
one integrates the 1image function with a metric defined by
the detail ranges and transition functions shown 1n FIG. 7 in
order to calculate the color and intensity of the image ele-
ment (pixel). One can then approximate this extended inte-
gral with Monte Carlo techniques, similar to those used by
Cook et al., 1.e., by stochastically sampling independently 1n
the various dimensions to determine visibility at a set of
sample points and then filtering the samples to yield image
pixels.

In the method of Cook et al., screen space positions are
chosen from a distribution of points 1n a jittered or Poisson-
disc pattern. FIG. 8 shows a jittered distribution of 4 samples
per pixel. Lens positions and times (within a single frame)
are suitably stratified and distributed to reduce sampling dis-
crepancy. Good sampling patterns strive to eliminate any
correlation between the random variables of the various
dimensions.

The present mnvention extends this random sampling tech-
nique and provides for smooth LOD transitions by associat-
ing an additional random variable with each screen space
sample, the representation dimension deviate m which takes
random values uniformly distributed between O and 1. Each
incoming primitive 1n a transition region 1s tagged with an
upper and lower range of valid m values. If, for a primitive,
minivisible 1s<dc<maxvisible than the range 1s (lower=0,
upper=I), and if uppertransition<dc<maxvisible, the range 1s
(1-1, 1). Only primitives whose range encompasses that
sample’s m can contribute. In the example illustrated in FIG.
7, the current detail specifies that the high detail representa-
tion has importance 0.8 giving a range (0,0.8) and the
medium detail representation has importance 0.2 giving a
range (0.8, 1). So for a uniformly distributed m, 80% of the
sample points will see the high detailed representation and
20% will see the medium detail representation.

The present invention can be implemented with all types
of renderers. In a ray tracer, the screen and lens positions are
combined to give the position and orientation of a ray which
will be traced to vield the color for that sample. The ray 1s
also tagged with a time, which 1s used when performing ray
object intersection tests for moving geometry. Additionally
cach ray 1s given a representation dimension deviate m. Each
ray 1s only tested against primitives whose upper and lower
tags are such that lower<=m<upper for that ray.

Scanline and z-buffer algorithms (See, e.g., Cook, R. L.,
Carpenter, L. and Catmull, E., “The Reyes Image Rendering




US RE42,287 E

7

Architecture”, Computer Graphics 21 (4):95-102, 1987) can
be enhanced 1n a similar fashion. As primitives are loaded
into the database, they are tagged with lower and upper
detail ranges for which they are valid. Each subpixel sample
1s tagged with a representation dimension deviate m. As
primitives are scanned into subpixels, they are only added to
those subpixels for which the lower and upper tags are such
that lower<=m<upper.

The present mvention can also be used 1 conjunction
with an accumulation bufter (See Haeberl1, Paul and Akeley,
Kurt, “The Accumulation Buffer: Hardware Support for
High Quality Rendering”, Computer Graphics 24 (4), pp.
309-318. August 1990) 1n which the final 1image 1s an aver-
age of a number of 1mages that are separately rendered with
the time, lens and spatial position independently jittered.
One may extend use of the accumulation buifer so that dif-
ferent representations of the object are chosen for the differ-
ent subimages randomly with a weighted distribution as
described above. Care should be taken to so that the repre-
sentation chosen for each subimage 1s uncorrelated with the
other dimensions being varied.

In the described embodiment, a single current detail was
defined per object per scene. In situations with large
intraframe motion, the current detail size for an object could
change radically 1nside a frame time. In that situation 1t may
be usetul to store each primitive’s upper and lower range
tags as a function of time and evaluate them at the sample
time prior to comparison with the sample m.

Also 1n the described embodiment, the selection among
representations was based solely on the raster space area of
the projected object. Other factors may be used to determine
the visibility or importance of an object to a scene such as
viewing angle, orientation, or cost/benefit metrics as in
Funkhouser and Sequin. The only change 1n the implemen-
tation of the invention would be the substitution of a new
definition for dc.

Finally and importantly, the present invention 1s not lim-
ited to transitions between differing levels of detail. The
invention provides for the implementation of smooth
transitions, based on any desired image criteria, between
object representations which vary in arbitrary ways. For
instance, 1n representing a building 1 a video game one
could have dc depend on the angle between the viewer and
the normal to the building’s surface. For small values of that
angle, the building could be efficiently represented as a sur-
face map on a single polygon. As the angle increases, e.g., as
the viewer flies by the side of the building, one could transi-
tion to a more complicated three dimensional representation
of the building using the techniques described above. More
generally the present invention can also be used to smoothly
transition between different representations of different
objects, 1.¢., morphing. In that case dc could depend on time
(frame sequence) or other parameter controlling the mor-
phing transition being ammated.

Although the various aspects of the present invention have
been described with respect to an exemplary embodiment, it
will be understood that the invention 1s entitled to protection
within the fill scope of the appended claims.

What 1s claimed 1s:

1. A method for computer rendering an 1mage, compris-
ng:

storing a plurality of different representations of an object

1n a scene to be rendered;

selecting a plurality of sample locations within an area of
a pixel of an 1mage;

associating with each of said sample locations one of said
plurality of different representations, wherein each of
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said plurality of diffevent representations is pseudoran-
domly associated with one of said sample locations;

computing an 1mage contribution at each of said sample
locations based on the associated one of said plurality
of different representations; and

combining said image contributions computed at each of

said sample locations to form the image.

2. The method of claim 1 wherein each of said plurality of
different representations of an object comprises a set of geo-
metric primitives.

3. The method of claim 2 wherein a plurality of said sets
of geometric primitives are of different types.

4. The method of claim 3 wherein said sets of geometric
primitives are bound with differing rendering attributes.

5. The method of claim 1 wherein a first of said difierent
object representations has a first topology and a second of
said different object representations has a second topology
different from said first topology.

6. The method of claim 1 wherein two or more of said
plurality of different representations correspond to different
level of detail representations.

7. The method of claim 2 wheremn a different level of
detail representation 1s represented by each of said sets of
geometric primitives.

[8. The method of claim 1 wherein said sample locations
are pseudorandomly distributed within said area of said
pixel.]

9. The method of claim 1 wherein [each of said plurality
of different representations is] said sample locations are
pseudorandomly [associated with one of said sample loca-
tions] distributed within said arvea of said pixel.

10. The method of claim 1 wherein [the] a probability that
cach of said plurality of different representations 1s pseudo-
randomly associated with a particular one of said sample
locations varies responsive to image based selection criteria.

11. The method of claim 1 further comprising;:

defining an 1mage based selection criteria for said object
in said scene;

defining overlapping ranges of the selection criteria for
which alternative ones of said plurality of different rep-
resentations of the object may be utilized;

defining, 1n said overlapping ranges of the selection
criteria, transition functions that prescribe the impor-
tance of said alternative representations as a function of
the selection criteria; and

wherein each of said plurality of different representations
1s associated with said sample locations with probabil-
ity proportional to said importance of said different rep-
resentations.

12. The method of claim 11 wherein the selection criteria
1s the projected raster area of the object’s bounding box.

13. The method of claim 11 wherein the transition func-
tions are piecewise linear.

14. The method of claim 11 wherein 1n overlapping ranges
the importance of alternative representations sum to 1 so that
the object 1s not over or under represented in the transition
region.

15. The method of claim 1 further comprising;:

establishing partitions of a range of a random variable,

cach of said partitions associated with one of said dii-
ferent representations of said object;

determining a value of said random variable for each of
said sample locations; and

wherein associating with each of said sample locations
one of said plurality of different representations com-
Prises:
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associating each of said sample locations with one of
said plurality of different representations based on
the one of said partitions in which said value of said
random variable associated with said sample location

falls.
16. The method of claim 11 wherein 1n overlapping ranges
the importance of alternative representations sum to less
than 1 for smoothing a transition to a state where the object

1s not visible.
17. The method of claim 11 further comprising:

establishing partitions of a range of a random variable,
cach of said partitions associated with one of said dif-

ferent representations of said object;

determining a value of said random variable for each of
said sample locations; and

wherein associating said plurality of different representa-

tions with said sample locations with probability pro-

portional to said importance of said difierent represen-
tations comprises:

associating each of said sample locations with one of

said plurality of different representations based on

the one of said partitions in which said value of said

random variable associated with said sample location
falls.

18. The method of claim I

wherein the plurality of different representations of an
object comprise a first vepresentation and a second

representation,
wherein the plurality of sample locations comprise a first

10

15

25

plurality of sample locations and a second plurality of 4,

sample locations,

wherein associating with each of said sample locations
comprises associating the first plurality of sample loca-
tions with the first vepresentation and the second plu-
rality of sample locations with the second representa-
tion;

wherein computing the image contribution comprises

computing sample values from the first plurality of

sample locations and computing sample values from
the second plurality of sample locations, and

wherein combining said image contributions comprises

combining the sample values from the first plurality of

sample locations and the sample values from the sec-
ond plurality of sample locations to determine a value
of the pixel in the image.

19. The method of claim 18 wherein a number of sample
locations in the first plurality of sample locations is deter-
mined in response to a variable selected from the group
consisting of: viewing angle with respect to a surface of the
object, importance of the object in a scene, vrendering perfor-
mance cost for venderving the object using the first vepresen-
tation of the object, orientation of the object.

20. The method of claim 18 wherein the first representa-
tion and the second vepresentation have differences selected
from the group consisting of.: different shading paradigms,
different texture maps, different surface properties, displace-
ment maps.

21. The method of claim 18 wherein the first representa-
tion and the second representation have differences selected
from the group consisting of. different geometric primitives,
different geometric topologies, diffevent levels of detail, dif-

Jerent bump maps.
22. The method of claim 18 wherein the first representa-

tion of the object and the second vepresentation of the object

have differences selected from the group consisting of: differ-
ent camera times, differvent lens characteristics, different ovi-

entation of the object.
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23. A memory for a computer system including a

processor, the memory comprising:

code that divects the processor to determine a first plural-
ity of sampling locations pseudovandomly associated
with at least a portion of a first vepresentation of an
object and to

determine a second plurality of sampling locations pseu-
dorandomly associated with at least a portion of the
second vepresentation of the object stove a plurality of
different representations of an object in a scene to be
rendered;

code that directs the processor to render locations in the
portion of the first vepresentation of the object associ-
ated with the first plurality of sampling locations to
obtain first sampled values select a plurality of sample
locations within an area of a pixel of an image;

code that divects the processor to render locations in the
portion of the second representation of the object asso-

ciated with the second plurality of sampling locations
to obtain second sampled values associate with each of

said sample locations one of said plurality of different
representations, wherein each of said plurality of differ-
ent vepresentations is pseudovandomly associated with
one of said sample locations;

code that directs the processor to combine the first
sampled values for the first plurality of sampling loca-
tions and the second sampled values for the second

plurality of sampling locations to form at least one

sampled value for the portion of the object compute an
image contribution at each of said sample locations

based on the associated one of said plurality of diffevent
representations,; and

code that divects the processor to recovd the at least one
sampled value as part of an image combine said image
contributions computed at each of said sample loca-
tions to form the image;

wherein the first plurality of sampling locations ave not
identical to the second plurality of sampling locations;

wherein the codes reside on a tangible media.

24. The memory of claim 23 wherein the code that directs
the processor to pseudovandomly locations select the plural-
ity of sample locations within the area of the pixel comprises
code that divects the processor to stochastically determine
the plurality of sampling locations.

25. The memory of claim 23 wherein the plurality of dif-

Jerent vepresentations includes a first vepresentation of the

portion of the object and a second representation of the por-
tion of the object that are different; and

wherein the first vepresentation of the portion of the object
and the second representation of the portion of the
object comprise different geometric characteristics
selected from the group comnsisting of: geometric
primitives, geometric topology, displacement maps.

26. The memory of claim 23 wherein the plurality of dif-
Jerent vepresentations includes a first vepresentation of the
portion of the object and a second representation of the por-
tion of the object that are different; and

wherein the first vepresentation of the portion of the object

and the second representation of the portion of the
object comprise different levels of detail.

27. The memory of claim 23 wherein the plurality of dif-

Jerent vepresentations includes a first vepresentation of the

portion of the object and a second representation of the por-

65 tion of the object that are different; and

wherein the first representation of the portion of the object
and the second vepresentation of the portion of the
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object comprise different shading paradigms selected
from the group comsisting of: texture maps, colors,
materials, surface maps, displacement maps.

28. The memory of claim 23 wherein the plurality of dif-
Jerent vepresentations includes a first vepresentation of the
portion of the object and a second representation of the por-
tion of the object that are different; and

wherein code that directs the processor to associate with
each of said sample locations one of said plurality of
different representation comprises code that directs the
processor to determine a weighted distribution for a
first plurality of sampling locations associated with the
first vepresentation of the portion of the object and a
second plurality of sampling locations associated with
the second vepresentation of the portion of the object
from the plurality of sampling locations in response to a
Jactor selected from the group consisting of: a size of
the portion of the object in a scene, a viewing angle
with respect to the portion of the object.

29. The memory of claim 23 whevein the plurality of dif-
Jerent rvepresentations includes a first vepresentation of the
portion of the object and a second representation of the por-
tion of the object that arve different; and

wherein code that directs the processor to associate with
each of said sample locations one of said plurality of
different vepresentation comprises code that dirvects the
processor to determine a number of sampling locations
for a first plurality of sampling locations associated
with the first representation of the portion of the object
from the plurality of sampling locations in response to
importance of the object in a scene.

30. The memory of claim 23 wherein the plurality of dif-
Jerent rvepresentations includes a first vepresentation of the
portion of the object and a second representation of the por-
tion of the object that are different; and

wherein code that divects the processor associate with
each of said sample locations one of said plurality of
different vepresentation comprises code that dirvects the
processor to determine a number of sampling locations
for a first plurality of sampling locations associated
with the first representation of the portion of the object
from the plurality of sampling locations in vesponse to a
rendering performance cost for venderving the sampling
locations.
31. The memory of claim 23 wherein the plurality of dif-
Jerent vepresentations includes a first vepresentation of the

portion of the object and a second representation of the por-
tion of the object that are different; and

wherein the first vepresentation of the portion of the object
and the second representation of the portion of the
object are associated with properties selected from the
group consisting of: chronological times, camera
characteristics, object orvientations.

32. The memory of claim 23 whevrein the code that dirvects
the processor to determine the first plurality of sampling
locations associated with at least the portion of the first
representation of an object and to determine the second plu-
rality of sampling locations associated with at least the por-
tion of the second representation of the object associate with
each of said sample locations one of said plurality of differ-
ent representation comprises.:

code that directs the processor to determine a plurality of
sampling locations associated with a portion of an
object; and

code that divects the processor to determine a first plural-
ity of sampling locations and a second plurality of sam-
pling locations from the plurality of sampling locations.

12

33. An apparatus comprising.

a memory configured to stove a first representation of a
portion of an object and to storve a second representa-
tion of the portion of the object; and

5 a processor coupled to the memory, wherein the processor
is configured to determine locations within an area of a
pixel, wherein the processor is configured to pseudo-
randomly associate a first vepresentation of the portion
of the object with a first plurality of locations to deter-
mine a first plurality of sampled values, wherein the
processor is configured to pseudorandomly associate a
second representation of the portion of the object with a
second

plurality of locations to determine a second plurality of
sampled values, wherein the processor is configure to

15 combine the first plurality of sampled values and the

second plurality of sampled values to determine a value
for a pixel associated with the object;

wherein the processor is configured to pseudo-randomly
determine the plurality of locations of the object asso-

20 ciated with the pixel in the image;

wherein the first plurality of locations are not identical to
the second plurality of locations; and
wherein the memory is also configured to storve the value
Jor the pixel in an image.
25 34. The apparatus of claim 33

wherein the processor is also configured to determine the
plurality of locations of the object, and

wherein the processor is configured to determine the first
plurality of locations from the plurality of locations.
30 35, The apparatus of claim 34 wherein the processor is

also configured to determine a ratio between a number of
locations in the first plurality of locations and a number of
locations in the second plurality of locations.

36. The apparatus of claim 34 wherein the processor is

35 also comfigured to determine a number of locations in the
first plurality of locations from a number of locations from
the plurality of locations in vesponse a factor selected from
to one of the group consisting of: viewing angle with vespect
to at least the portion of the object, importance of the object

40 in a scene, rendering performance cost for vendering the
object at the first plurality of locations.

37. The apparatus of claim 34 wherein the first vepresen-
tation of the portion of the object and the second representa-
tion of the portion of the object are different and are com-

45 prise selected from the group consisting of: different
geometric primitives, different geometric topologies, differ-
ent levels of detail, different bump maps.

38. The apparatus of claim 34 wherein the processor is
also configured to rvender the first vepresentation of the

50 object and vender the second vepresentation of the object.

39. The apparatus of claim 38 wherein the first represen-
tation of the portion of the object and the second vepresenta-
tion of the portion of the object are different and are com-
prise differences selected from the group of properties

55 comsisting of. times, camera characteristics, object posi-
tions.

40. The apparatus of claim 34 wherein the first vepresen-
tation of the portion of the object and the second representa-
tion of the portion of the object are different and comprise

60 different shading parameters selected from the group con-
sisting of. texture maps, colors, materials, surface maps,
displacement maps.

41. The apparatus of claim 33 wherein the plurality of
sample locations are associated with sub-pixel locations in

65 the pixel.
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