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(57) ABSTRACT

A memory device with a nonvolatile memory and RAM {for
accessing the nonvolatile memory 1s generally provided with
a table to convert a logical address to a physical address,
however, 1n the invention, the table 1s divided to a first table
on RAM and a second table on the nonvolatile memory. The
first table converts specific bits of the logical address to a
first physical address indicating a location of the second
table. The second table converts the other bits of the logical
address to a physical address of a representative page of
pages contained 1n a storage area corresponding to the logi-
cal address. A unit operable to access data (a writing unit
operable to, a reading unit operable to, and an erasing unit
operable to) reaches a target physical address based on the
logical address. Such configuration can reduce the capacity
of each conversion table.

23 Claims, 17 Drawing Sheets
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ADDRESS CONVERSION UNIT FOR
MEMORY DEVICE

Matter enclosed in heavy brackets [ ] appears in the
original patent but forms no part of this reissue specifica- 5
tion; matter printed in italics indicates the additions
made by reissue.

BACKGROUND OF THE INVENTION

1. Field of the Invention 1

The present invention relates to an address conversion unit
for a memory device provided with a nonvolatile memory
such as a flash memory capable of rewriting data therein.

2. Description of Related Art 15

The portable device for music data and video data has
begun using a memory device provided with a nonvolatile
memory such as a flash memory. The flash memory allows
data to be rewritten, has a high portability, and requires no
back-up power such as a battery or the like. 20

However, the speed of writing data into the flash memory
1s slower than the speed of transierring data to a butler 1n the
memory device, whereby a wait time 1s generated.

A conventional method of efficiently writing data into the

flash memory 1s disclosed 1n Japanese Laid open Publication
No. 06-301601, 1n which the data 1s written 1n parallel into a
plurality of physical blocks.

25

In addition, 1n order to access a data stored in the flash
memory, the physical address of the data should be specified 5
by means of the logical address. For this purpose, RAM in
the memory device 1s provided with a table to convert the
logical address of the stored data in the tlash memory to the
physical address in the flash memory.

In recent years, there 1s a tendency that information 35
handled by the portable device has increased 1n volume. And
in order to process such mass of information, 1t 1s designed
so that the memory device increases the storage capacity by
adding more nonvolatile memories.

However, the more the storage capacity increases, the Y
larger the table becomes 1n size. This causes the increase of
the RAM’s capacity and physical volume.

For example, in a case where the storage capacity of the
memory device 1s 1 gigabyte and the size of the logical block
in the memory device 1s 16 kilobytes, the number of logical
blocks formed on the memory device becomes 2°16;
therefore, an address to specity a logical block can be repre-
sented by 16 bits. That 1s, the table to convert a logical
address to a physical address on a flash memory must have a
capacity of 16 bitsx2"16=128 kilobytes. Besides, the logical
block 1s a data block specified by the logical address.

45

50

Furthermore, the effective writing method for the flash
memory has been disclosed in the aforementioned prior art,
while no prior art discloses a method for writing data which

: : 55
a reading means can access at high-speed.

In the conventional writing method, for example, where
the data 1s written 1n consecutive physical blocks from a first

to a fifth 1n order, the data in the fifth physical block can be
accessed as tollows. 60

First of all, the reading means reads the first physical
block and obtains the second physical block’s address stored
in the last section of the first physical block, and then reads
the second physical block. Likewise, the reading means
reads the third physical block after the second physical 65
block, obtains the fourth physical block’s address stored in
the third physical block, and accesses the fourth physical

2

block. And at last, the reading means obtains the fifth physi-
cal block’s address stored 1n the fourth physical block, and
accesses the fifth physical block. In such way, 1n order to
access the fifth physical block, the reading means must read
all the physical blocks from the first to the fourth. This was a
factor to 1ncrease the access time.

Additionally, the data stored 1n the flash memory 1s to be
erased 1n physical blocks. Therefore, regarding a physical
block in the flash memory, when the data in the physical
block 1s erased, 11 the physical block stores both invalid data
and valid data, the valid data stored 1n the same block 1s also
crased at the same time. To avoid this problem, a data erasing
means saves the valid data in the other storage medium, and
then erases the data of the physical block, namely, the saving
1s to be executed 1n the prior art. Therefore, the saving must
be improved more than ever, in order to perform the data
crasing with high efliciency.

SUMMARY OF THE INVENTION

The present invention 1s proposed to settle the abovemen-
tioned problems, and has an object to provide a address con-
version unit for a memory device that can control the mass of
the storage medium by a compact control circuit, and access
written data at high speed.

In order to achieve the object, the present invention adopts
the following means. A logical address 1s converted to a
physical address using a first table on RAM and a second
table on the non-volatile memory.

An access means (a writing means, a reading means, and
an erasing means) obtains a first physical address from the
first table based on specific bits included 1n an imparted
logical address, and specifies the second table by means of
the obtained first physical address. The access means obtains
a second physical address from the specified second table
based on the other bits included in the imparted logical
address, and accesses the nonvolatile memory by means of
the obtained second physical address.

The logical address 1s converted to the physical address by
using the above two tables, so that the capacity of the first
table can be reduced.

Moreover, in order to promote efficiency to form the logi-
cal blocks containing data blocks, and read or erase the logi-
cal block, the present invention 1s provided with a physical
block table, a logical block table, an entry counter, and an
address register.

r

T'he physical block table indicates a state whether a physi-
cal block 1s occupied or blank. The address register indicates
a target physical block for writing. The entry counter indi-
cates a data volume of the logical blocks formed on the
physical blocks. The logical block table indicates states of
the logical blocks.

For example, at the time of forming on the nonvolatile
memory the logical blocks specified by the imparted logical
addresses, the writing means registers in the physical block
table as an occupied block the physical blocks on which the
logical blocks are formed, updates the address register based
on the pages contained 1n the logical block, and updates the
entry counter based on the data amount of the logical block.

In order to achueve the high speed access to the logical
blocks on the nonvolatile memory by the reading means and
etc., the writing means, at the time of forming the logical
blocks, writes chain information into, for example, a repre-
sentative page of the pages in the logical block, the chain
information 1s for speciiying the physical addresses of the
other pages. In the nonvolatile memory, data 1s written 1n
pages, and a logical block 1s formed over plural pages.
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Moreover, the writing means registers in the second table
the information for specifying the physical address of the
representative page in the logical block on the nonvolatile
memory.

As described above, upon receipt of a request to read the
logical block specified by the specific logical address, the
reading means reads the information stored in the second
table by means of the logical address, and then obtains the
physical address of the representative page. According to the
obtained physical address of the representative page, the
reading means reads chain information which was written
into the representative page. The chain information is the
physical address of the other page contained 1n the same
logical block as the representative page. After reading the
chain information, the reading means obtains the physical
address of the other page. According to the obtained physical
address of the other page, the reading means reads the chain
information written into the other page and then obtains the
physical address of the different other page. In this way, the
reading means can obtains the physical addresses of all the
pages contained 1n the logical block corresponding to the
read request.

Besides, the chain information written 1n the representa-
tive page may be mmformation for specifying physical
addresses of all the other pages contained 1n the same logical
block as the representative page. In this case, by reading the
chain information on the representative page, the read means
can obtain the physical addresses of all the pages contained
in the logical block corresponding to the read request.

After obtaining the physical addresses of the pages as
mentioned above, the reading means reads the data stored in
the pages.

The erasing means erases the data stored 1n the selected
physical blocks as follows. The erasing means refers to the
physical block table, the logical block table, and the address
register, and then determines the physical blocks on which a
small number of the valid logical blocks are formed. The
crasing means determines the physical blocks to be erased,
and copies the valid logical blocks formed on the erase-
target physical blocks to the other physical blocks. And then
the erase-target physical blocks are erased. By determining,
the erase-target physical blocks 1n this way 1t 1s possible to
decrease the volume of the valid logical blocks to be copied

at erasing the data. Therefore, the data erasing can be pro-
cessed at high speed.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a schematic block diagram showing a memory
device;:

FIG. 2 1s an 1llustration showing a structure of a nonvola-
tile memory;

FIG. 3 1s a flowchart showing a concrete example of a
procedure for preparing a physical block table;

FI1G. 4 1s an illustration showing a physical block table;

FIG. 5 1s a flowchart showing a concrete example of a
procedure for preparing a logical block table;

FIG. 6 1s an illustration showing a logical block table;

FIG. 7 1s a flowchart showing a concrete example of a
procedure for preparing a first table;

FI1G. 8 1s an illustration showing a first table;

FIGS. 9A and 9B are illustrations for an address register
and an entry counter, respectively;

FI1G. 10 1s a flowchart showing a procedure of writing data
in a nonvolatile memory;
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FIG. 11 1s a flowchart showing a procedure of writing data
in a nonvolatile memory;

FIG. 12 1s an 1llustration showing a concrete example of a
flash memory 1n which chain information has been written;

FIG. 13 1s a conceptual 1llustration showing a procedure
for obtaiming a physical address of a representative page;

FIG. 14 1s a flowchart showing a procedure of reading
data;

FIG. 15 1s a flowchart showing a procedure of erasing
data;

FIG. 16 1s a flowchart showing a concrete example of a
procedure for preparing a logical block table; and

FIG. 17 1s a flowchart showing a concrete example of a
procedure for preparing a first table.

DESCRIPTION OF THE PR.
EMBODIMENTS

A memory device 1 of the present invention, as shown 1n
FIG. 1, 1s provided with plural flash memories 2, each of
which 1s a nonvolatile memory. Physical blocks B are
formed on the flash memory 2, as shown in FIG. 2. The
physical block B contains plural pages A. In the flash
memory 2, data 1s written 1n pages and data 1s erased in
physical blocks.

Besides, 1n the embodiments of this invention, it 1s
assumed that all the storage capacity of the flash memory 2
1s 1 gigabyte, the storage capacity of the physical block B 1s
16 kilobytes, and the storage capacity of the page A 1s 512
bytes. But respective storage capacities of the flash memory
2, the physical block B and the page A are not limited to
those values.

(First Embodiment)
| Operations at the Time of Power-On]

When power 1s turned on 1n the memory device 1, a physi-
cal block table preparation means 521 provided to a prepara-
tion means 510 prepares a physical block table 52. And the
physical block table 52 1s prepared on RAM of an address
control means 5 provided to the memory device 1. FIG. 3
shows an example of steps for preparing the physical block
table 52.

First of all, the physical block table preparation means
521 imitializes all values 1 the physical block table 52 (S301
in FIG. 3). By the initialization 1n this embodiment, all the
values of the physical block table 52 are changed to ‘blank’
so as to represent that each physical block has no data.

Subsequently, the physical block table preparation means
521 actually confirm a state of a specific physical block B
(5302 in FIG. 3). The state of the specific physical block B
can be known by confirming a specific page A contained 1n
the specific physical block B shown 1n FIG. 2. And the spe-
cific page A 1s a page to write data therein first under a 1nitial
state.

In the first step, the specific physical block 1s judged
whether or not to be defective. For this judgment, the physi-
cal block table preparation means 521 functions as a defec-
tive physical block judgment means 522. The defective
physical block judgment means 522 confirms whether 1t 1s
possible to write data normally based on the specific page A
contained 1n the specific physical block B. When any data
cannot be written 1nto the physical block B because of dam-
age or the like, the physical block B 1s determined as a
defective physical block (S303 1n FIG. 3).

If 1t 1s determined that a confirmed physical block B1 1s
not a defective physical block, the physical block table
preparation means 521 judges whether Page A contained in
the physical block B1 stores data or not (S304 in FIG. 3). If 1t

(L]
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1s determined that Page A stores data, the physical block
table preparation means 321 determines that the physical
block B1 1s 1n use. The physical block table preparation
means 521 registers the physical block B1 as ‘occupied’ in
the physical block table 52 1n FIG. 4 (58305 1n FIG. 3). IT 1t 1s
determined that Page A contained in the physical block Bl
stores no data, the physical block table preparation means
521 determines that the target physical block Bl 1s ‘blank’,
which represents the state of the physical block that data can
be written therein. The physical block B1 1s registered as
‘blank’ 1n the physical block table 52 (5306 in FIG. 3).
After the ‘occupied’ or ‘blank’ state 1s registered in the
physical block table 52 as described above, the physical
block table preparation means 521 judges whether or not the

physical block B1 1s the last physical block B (S307 1n FIG.
3). IT 1t 1s determined that the physical block B 1s not the last
physical block B, the physical block table preparation means
521 confirms a state of a next physical block B which has not

been confirmed (S302 in FIG. 3). If 1t 1s determined that the
physical block B1 is the last physical block B, the physical
block table preparation means 521 terminates the prepara-
tion of the physical block table 52.

The above-mentioned steps prepare the physical block
table 52 shown 1n FIG. 4, for example. FIG. 4 shows that
cach state of physical blocks B1, B2, . . ., 1s ‘occupied’ or
‘blank’.

When 1t 1s determined that the physical block B 1s
defective, the defective physical block judgment means 522
may register the physical block B as ‘occupied’ in the physi-
cal block table 52 (S308 in FIG. 3).

That 1s, the state of the defective physical block 1s set to an
‘occupied’ state 1n the physical block table 52. For this
setting, the physical block table preparation means 521 func-
tions as a use state setting means 523.

The physical block B registered as ‘blank’ in the physical
block table 52 will be selected as an available physical block
to which data can be written, at the writing by a writing
means 100, which will be described later. If a defective
physical block 1s registered as ‘blank’ tentatively, the writing,
means 100 may select the defective physical block as the
available physical block. In such case, the writing means 100
may determine the selected physical block to be a block to
which the data cannot be written, and then select another
physical block B as an available block. However, such steps
increase the time for the writing.

The defective physical block can be excluded from the
available physical blocks by registering this block as ‘occu-
pied’ in a way described above. In result, even 1n a case of
the nonvolatile memory used on the assumption that the
defective physical block exists, 1t 1s possible to shorten the
time for writing.

When power 1s turned on 1n the memory device 1, a logi-
cal block table 53 1s prepared on RAM of the address control
means 5 1n addition to the physical block table 52. This
preparation 1s executed by a logical block table preparation
means 531 provided to the preparation means 510. The logi-
cal block table 53 may be prepared at the same time as the
physical block table 52 1s prepared, or, after or before the
physical block table 52 1s prepared.

The logical block table 53 1s a table representing a state of
data in a logical block C, namely, whether data stored 1n the
logical block C 1s “valid’ or ‘invalid’. The logical block Cis a
data block indicated by a logical address, and formed over
one and more physical blocks B. FIG. 5 1s a flowchart show-
ing an example of steps for preparing the logical block table
53.

As shown 1 FIG. 3, the logical block table preparation
means 331 1mitializes the logical block table 33 (5501 in

10

15

20

25

30

35

40

45

50

55

60

65

6

FIG. §). By the mitialization, all the values 1n the logical
block table 53 are changed to values representing ‘1nvalid’
for example.

Subsequently, the logical block table preparation means
531 look up a value 1n a flag section 90 provided to a man-
agement areca Ab 1n a specific page A having a physical

address of which the specific number of bits 1s ‘01000’
(S502 1n FIG. 5). Note that, 1n the memory device 1 of this

embodiment, a second table 80, which will be described 1n
details later, 1s stored 1n the management area Ab contained

in the page A; the page A 1s indicated by the physical address
of which the specific number of bits 1s ‘01000°. And the
management area Ab 1s provided with the flag section 90 for
storing management information representing that the sec-
ond table 80 1s valid or not. Namely the logical block table
preparation means 531 looks up only the value in the flag
section 90 of the page A storing the second table 80.

The value 1n the flag section 90 indicates the state (valid or
invalid) of the second table 80. The second table 80 1s stored
in the management area Ab 1n which the flag section 90 1s
stored. At this time, the logical block table preparation
means 331 does not need to look 1nto all the tlag sections 90
in the specific pages A indicated by physical addresses of
which the specific number of bits 1s ‘01000°. For instance,
the logical block table preparation means 531 may look 1nto
only the flag sections 90 in the pages A contained in the
physical blocks B; the physical blocks B having a physical
address including the specific number of bits, ‘0100, and
being registered as ‘occupied’ in the physical block table 52.
According to such configuration, 1t 1s possible to achieve the
high-speed processing for preparing the logical block table.

At looking in the flag section 90, the logical block table
preparation means 331 judges whether the value of the flag
section 90 1s valid or mvalid (S503 1n FIG. 5), that 1s, the flag
section 90 represents whether the second table 80 1s valid or
invalid. When it 1s determined that the value of the flag sec-
tion 90 1s valid, the logical block table preparation means
531 obtains a second physical address Ca registered 1n the
second table 80 and then registers as ‘valid’ the logical block
C specified by the obtained second physical address Ca 1n
the logical block table 533 (8504 in FIG. 5). The second
physical address Ca 1s information for obtaining a physical
address of a specific page A (a representative page ar) con-
tained 1n the logical block C.

On the other hand, 11 it 1s determined that the value of the
flag section 90 1s ivalid, the logical block table preparation
means 331 goes to step S505 nstead of step S504.

In this step, it 1s confirmed whether or not there 1s any
unconfirmed flag section 90 (S3505 1n FIG. §5).

If there 1s an unconfirmed flag section 90, the logical
block table preparation means 331 looks 1n the unconfirmed
flag section 90 (8502 1n FIG. 5). In the same way, the logical
block table preparation means 531 looks 1n all the flag sec-
tions 90.

The above-mentioned steps prepare the logical block table
53 shown 1n FIG. 6. The defective physical block was regis-
tered as ‘occupied’ 1n the physical block table 52. Some of
those registered defective physical blocks may include a
page (a representative page ar to be described later) of which
physical address includes the specific number of bits,
‘00000°. The logical block C formed on such defective
physical block B is preferable to be registered as ‘valid” in
the logical block table 53 by the logical block table prepara-
tion means 531.

That 1s, the logical block table preparation means 331 may
functions as a valid state setting means 532 so that the logi-
cal block C formed on the defective physical block 1s set to

‘valid’ 1n the logical block table 53.
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If the logical block C was registered as ‘invalid’, the
physical block B corresponding to the logical block C would
be considered as a data to be erased at the erasing: the eras-
ing will be described later. In fact, the defective physical
block storing no data, if 1t 1s registered as ‘valid’, will not be
handled as the physical block to be erased.

Therefore, all the logical blocks C formed on the defective
physical blocks are registered as ‘valid’ 1n the logical block
table 53, so that the defective physical blocks can be
excluded from the physical blocks to be erased. In result, 1t 1s

possible to avoid unnecessary erasing processing.
In addition to the physical block table 52 and the logical

block table 53, a first table 51 1s also prepared on RAM in
the address control means 5.

For instance, after the preparation of the physical block
table 52 and the logical block table 53 in accordance with the
above-mentioned steps, a first table preparation means 511
provided to the preparation means 510 starts to prepare the
first table 51. FIG. 7 1s a flowchart showing an example of
steps of preparing the first table 51.

First, the first table preparation means 511 initializes the
first table 51 (8701 1n FIG. 7). And then, the first table prepa-

ration means 511 looks 1n the flag section 90 1n the page A of
which physical address includes the specific number of bits
‘01000° (58706 1n FIG. 7). Besides, the first table preparation
means 511 may look 1n only the flag sections 90 contained in

the physical blocks B registered as ‘occupied’ in physical
block table 52.

By confirming the flag section 90, the first table prepara-
tion means 511 judges whether the value of the flag section
90 1s valid or invalid (58702 1n FIG. 7). If 1t 1s determined that
the value of the tlag section 90 1s valid, the first table prepa-
ration means 511 obtains the physical address of Page A
containing the flag section 90 and an ID number retained 1n

the second table 80 stored 1n Page A; the ID number includ-
ing upper 13 bits of the logical address, 1n this embodiment

(S703 1n FIG. 7). The ID number 1s an 1dentifier for specify-
ing a field 50 in the first table 51 shown 1n FIG. 8. In this

embodiment, the 1D number 1s considered to include the
upper 13 bits 1n the logical address.

As shown i FIG. 8, in the field 50 indicated by the
obtained ID number, the first table preparation means 511
registers specific 16 bits of the physical address as a first
physical address; the specific 16 bits 1s included 1n the physi-
cal address indicating the page A storing the second table
(S704 1 FIG. 7). The specific 16 bits does not include the
specific 5 bits, ‘01000°, that 1s shared with each physical
address of pages A capable of storing the second table. The
registration of the specific 16 bits 1s based on the following
reason. The nonvolatile memory 2 1n the embodiment con-
tains 2°21 Pages A (1 gigabyte/512 bytes), and the physical
address of Page A 1s represented by 21 bits. The Page A
capable of storing the second table has the physical address
including the specific 5 bits, ‘01000°. Accordingly, 11 the
specific 16 bits of the physical address can be specified, a
specific second table can be specified from all of the second
tables 80 stored in the nonvolatile memory.

The table A capable of storing the second table 80 has
been determined 1n advance, whereby the storage capacity of
the first table can be reduced. Besides, as a matter of course,
the memory such as ROM in the memory device 1 should
store information that the Page A of the physical address
including the specific S5 bits, ‘01000’ 1s storing the second
table 80. The embodiment 1s grounded on that the page A of
the physical address including the specific 5 bits, ‘01000°,
stores the second table 80. However, 1t may be designed so
that Pages A other than those of the physical address includ-
ing the specific 5 bits, ‘01000, may store the second table
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After registering the first physical address, the first table
preparation means 511 judges whether or not all of the flag
sections 90 have been looked 1n (8705 1n FIG. 7). I 1t 1s
determined that all of the flag sections 90 has not been
looked 1n, the first table preparation means 511 looked 1n
another flag section 90 that has not been looked 1n (S706 1n
FIG. 7). And these steps are executed repeatedly until it 1s
determined that all of the flag sections 90 have been looked
1n.

Besides, 1n the embodiment, the second table 80 corre-
sponding to the flag section 90 1s stored in the nonvolatile
memory 2, and the number of those second tables 80 is 2713.
Accordingly, the number of fields 50 becomes 2°13. In
result, the size of the first table 51 becomes 16 bitsx2 13=16
kilobytes. The second table corresponds to the flag section
90, and the number of the second tables 1s 213, of which
grounds will be described later.

On the other hand, 1f i1t 1s determined that the value of the
flag section 90 1s mnvalid, the first table preparation means
511 does not register the physical address and the ID number
in the first table 51 as mentioned above, but the step goes to

S706.

The physical block table 52, the logical block table 53 and
the first table 51 are prepared in a way as mentioned above,
but the order of preparing the tables i1s not limited to the
aforementioned order. Those 3 tables may be prepared
simultaneously, for example.

In the above description, the physical block table 52, the
logical block table 33 and the first table 51 are prepared
separately by respective table preparing means. But those
preparation means may cooperate to prepare the physical
block table 52, the logical block table 33 and the first table
51, according to following steps.

At preparing the physical block table 52, the physical
block table preparation means 521 judges whether or not the
physical block B stores data. At this time, the second table
80 may be detected 1n the physical block B. The moment that
the physical block table preparation means 521 detects the
second table 80 1n such way, the logical block table prepara-
tion means 531 and the first table preparation means 511
tudge whether the value of the flag section 90 corresponding
to the second table 80 1s valid or invalid. If the value of the
section 90 1s valid, the logical block table preparation means
531 registers the logical block C as ‘valid’ 1n the logical
block table 53; the logical block C specified by the second
physical address Ca that the second table 80 indicates.
Meanwhile, the first table preparation means 511 registers
the specific 16 bits in the field 50; the specific 16 bits
included 1n the physical address of Page A; and the field 50
indicated by the ID number stored in the second table 80.

Additionally, at the time of power on, an address register
preparation means 551 in the preparation means 510 may
prepare on RAM of the address control 5 an address register
55 shown 1n FIG. 9A and an entry counter 54 shown in FIG.
9B according to following steps.

First, the address register preparation means 351 1nitial-
1zes the address register 55. The address register preparation
means 551 look 1n the physical block table 52, and registers
in the address register 55 the specific number of physical
addresses of blank physical blocks.

Regarding each physical block B registered 1n the address
register 55, the address register preparation means 3351 regis-
ters the number of pages storing data (1.e. the number of
pages 1s ‘8" 1n this embodiment) 1n the entry counter 34
provided to RAM, as shown in FIG. 9B.

Besides, the update of the address register 35 and the reg-
istration of the number of pages into the entry counter 54
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may not be executed at the time of power-on, but may be
executed at the writing of data into the nonvolatile memory
2, for example. The under mentioned explanation relates to a
case where the number of pages storing data was registered
in the entry counter 54. Besides, the address register prepa-
ration means 551 may register the number of pages storing
no data or the number of logical blocks C formed on the
physical blocks into the entry counter 54.

| Writing |

The physical block table 52, logical block table 53, and
the first table 51 are prepared; in result the memory device 1
allows a data mput-output device 7 to write data. In the
embodiment, 1t 1s assumed that the logical block C formed
on the nonvolatile memory 2 1s 16 kilobytes. Accordingly,
the number of logical blocks C formed on the nonvolatile
memory 2 1s found by 1 gigabytes/16 kilobytes =2"16, and
the logical block C can be represented by imnformation of 16
bits. A write request sent from the data input-output device 7
to the memory device 1 includes data of 16 kilobytes and a
logical address S of 16 bits.

The write request from the data mput-output device 7 1s
received by an input-output control means 4 provided to the
memory device 1.

Upon receipt of the data and the logical address C, the
input-output control means 4 divides the received data by a
page capacity (512 bytes), and forms 32 data blocks. And the
32 data blocks are transmitted to respective butfers 31-34 1n
a unit operable to of 8 data blocks simultaneously. On the
other hand, the logical address S included in the recerved
write request 1s transmitted to the writing means 100 pro-
vided to the memory device 1.

Upon receipt of the logical address S, the writing means
100 selects the physical blocks B to form the logical blocks
C1 containing the data to be written. Besides, in the
embodiment, the writing means 100 forms the logical blocks
C1 over four physical blocks because the butfers 31 to 34 are
connected to the nonvolatile memory 2 through buses 1 to 4.

Regarding the 4 physical blocks, the writing means 100
registers 4 physical addresses in the address register 55. For
instance, when the 4 physical blocks B1 to B4 are registered
in the address register 55 as shown 1 FIG. 9A, the writing
means 100 selects those physical blocks B1 to B4 as a write-
candidate physical block (S1001 1n FIG. 10). After register-
ing the physical addresses of the physical blocks, the writing
means 100 registers, 1n the entry counter 54 as shown 1n FIG.
9B, the numbers of data-written pages included in respective
physical blocks registered in the address register 35. At this
time, the writing means 100 functions as an address register
preparation means 351.

Besides, when the physical blocks B were registered in
the address register 535 1n advance, the writing means 100
determines the registered physical blocks B as write-
candidate physical blocks.

Next, the writing means 100 looks 1n the entry counter 54,
and determines whether or not the write-candidate physical
blocks change to write-target physical blocks (S1002 in FIG.
10). In this embodiment, 32 data blocks to be written are
stored 1n 4 physical blocks B, with the result that one physi-
cal block B stores 8 data blocks. Therefore, the writing
means 100 looks 1n respective values 1n the entry counter 54
corresponding to the 4 write-candidate physical blocks, and
confirms whether each value of the entry counter 1s 24 or
less, namely, whether or not there are 8 and more blank
pages.

FIG. 9B shows the entry counter 54 of which values cor-
respond to the physical blocks B1 to B4, and all the values
are 8. Accordingly, the writing means 100 determines all the
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write-candidate physical blocks B1 to B4 as the write-target
physical blocks B1 to B4.

If 25 and more 1s recorded as a value in the entry counter
54, (namely, when there are not 8 and more blank pages), the
writing means 100 determines that the corresponding write-
candidate physical block 1s ‘write-disenable’. Subsequently,
the writing means 100 refers to the physical block table 52,
and then selects the blank physical blocks B as many as the
write-disenable physical blocks. The selected blank physical
block 1s determined as the write-target physical block by the
writing means 100, and they are registers as ‘occupied’ in the
physical block table 52 (81003 to S1004 in FIG. 10).
Regarding the physical block registered in the physical block
table 52 as ‘occupied’, the writing means 100 registers the
physical address in the address register 35 (S1005, 1n FIG.
10).

When the address register 55 retains the physical
addresses of the physical blocks B corresponding to the val-
ues 1n the entry counter 54 indicating 25 and more, the
address register 35 seems not to be updated for a period
between the previous writing and the current writing. That 1s
to say, 1 the address register 1s not updated, the address
register will keep the physical addresses of the physical
blocks B wherein all the pages A stored data at the previous
writing.

After determining the 4 write-target physical blocks as
described above, the writing means 100 refers to the entry
counter 54, and selects 8 by 8 pages from respective write-
target physical blocks forming the logical blocks C1; the
pages to which data blocks are written (81006 in FIG. 10). In
this embodiment, the writing means 100 writes data into
Page A in order in which the physical address of Page A 1s
small. Therefore, when the values 1n the entry counter 54
indicate 8 as shown in FIG. 9B, the respective write-target
physical blocks B1 to B4 corresponding to the entry counter
54 contain plural pages A, and data 1s written from Page A
having the smallest physical address to the 8th smallest Page
A (those pages are surrounded by a dot-and-dashed line L in
FIG. 12).

Therefore, the wringing means 100 selects as a write-
target page the other pages A indicated by the 9th smallest
physical address to the 16th smallest physical address within
the same physical blocks B1 to B4, and the physical
addresses for the determined write-target pages are stored.

Then, the writing means 100 specifies one field 50 1n the
first table 51 by means of the specific bits S1 included 1n the
logical address S (S1 corresponds to upper 13 bits because
the number of the fields 50 are 2°13 in the embodiment)
attached to the data sent from the data input-output device 7
(51007 1n FIG. 10). Besides, the specific 13 bits may be
lower 13 bits 1n the logical address, and by using the lower
13 bits one field 50 may be specified.

That 1s, the specified field 50 1s to store the specific 16 bits
of the physical address indicating Page A storing the second
table 80. The writing means 100 reads the specific 16 bits 1n
the specified field 50, and then prepares the physical address
of the page A storing the second table 80 by adding ‘01000’
to the read physical address.

The writing means 100 judges whether or not Page A
indicated by the prepared physical address has stored the
second physical address, for example (S1008 1n FIG. 11).

If 1t 1s determined that Page A has stored any data, the
writing means 100 reads the second table 80 stored in the
Page A as a rewrite table onto the buifers 31 to 34. And then,
the writing means 100 recognizes the original second table
80 in Page A as an ivalid table (51009 1n FIG. 11). At this

time, the writing means 100 reads the rewritable table onto
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blank areas in builers 31 to 34 so as not to overwrite the
other data previously stored 1n the builers 31 to 34 by the
rewritable table.

Then, the writing means 100 specifies an update field 81
in the read rewrite table by using the other specific bits S2 1n
the logical address S; the other specific bits S2 corresponds
to lower 3 bits 1n the logical address 1n the embodiment. And
then the writing means judges whether or not the update field
81 stores the second physical address Ca. Besides, in this
embodiment, the rewrite table (the second table 80) 1s pro-
vided with 8 update fields 81. The ground that the rewritable
table should be configured by 8 update fields 81 will be
described later.

Only 1f the second physical address Ca has been written
into the update field 81, the writing means 100 registers the
logical block C 1n the logical block table 53 as ‘invalid’; the
logical block C 1s specified by the second physical address
Ca.

As described above, the writing means 100 updates the
specified update field 81 with a new second physical address
Ca that 1s the specific 16 bits of the physical address indicat-
ing the representative page of the write-target pages (51010
in FIG. 11). In the embodiment, the specific 5 bits of the
physical address of every representative page ar 1s ‘00000’,
thereby only the specific 16 bits may be registered in the
update field 81. Besides, the information, indicating that the
representative page ar indicates Page A of which physical
address includes the specific 5 bits “00000’, may be recorded
by the writing means 100 1n advance, or the information may
be recorded in a memory such as ROM 1n the memory
device 1.

It 1s configured as above so that the update field 81 1s
updated after reading the rewrite table onto the butlers 31 to
34, because 1t 1s not possible to overwrite data in the non-
volatile memory 2.

After the update field 81 1s updated by the second physical
address Ca as above, the writing means 100 executes follow-
ing steps: the data block on the buffers 31 to 34 1s written
into the data area Aa 1n the write-target page through buses
D1 to D4, and the updated rewrite table 1s written into one or
plural management areas Ab of the write-target pages, and
then chain information i1s written into one or plural manage-
ment areas Ab 1n the write-target pages (51011 n FIG. 11).
The method of writing the chain information 1s described
heremafter. The ‘chain information’ i1s information for a
reading means 60 to read data stored in the representative
page ar in the physical block C and to obtain the other physi-
cal address of the write-target page 1n the logical block.

FI1G. 12 shows a logical block C1, for example. Where the
representative page ar in the logical block C1 1s Page 1, Page
1 stores in the management arca Ab the physical address of
Page 2 in the logical block C1 as the chain information.
Likewise, 1f Page N stores in the management area Ab the
chain information representing the physical address of Page
N+1, the reading means 60 traces the chain information, and
obtains the physical addresses of all Pages 2 to 32 contained
in the logical block C1 shown in FIG. 12.

It 1s natural that 1n this case, the reading means 60 must
read all the chain information stored in Pages 1 to 19 1n order
to obtain the physical address of Page 20. Therefore, such
steps 1ncrease the time for the reading means 60 to access
Page 20.

In order to reduce the access time, 1t may be configured so
that the representative page ar (Page 1) may store in the
management area Ab the physical addresses of Pages 2 to 32
as the chain information, for example. Under such
configuration, the reading means 60 reads the chain informa-
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tion stored in the management area Ab on Page 1, thereby
obtaining the physical addresses of Pages 2 to 32. In result, 1t
1s possible to reduce the time for accessing respective pages.

In this embodiment, the logical block C1 1s formed over 4
physical blocks, B1 to B4. All the physical addresses of
Pages A contained in the logical block C1 can be easily
obtained according to the physical addresses of top pages
(Pages 1 to 4) 1n the respective physical blocks B1 to B4, for
example. The physical address of Page 20 can be found only
by adding 4 to the physical address of Page 4. Accordingly,
instead of storing the physical addresses of Pages 2 to 32 as
the chain information, the management area Ab on Page 1
(the representative page ar) may store the physical addresses
of Pages 2 to 4 as the chain information.

Moreover, the management area Ab may store manage-
ment information such as the second table 80 and the error
correction information 1n addition to the chain information.
However, 1t 1s not possible to secure so large area for the
management area Ab. In this case, 11 the chain information 1s
written first into the management area Ab, the second table
and the others cannot be added 1n the management area Ab.

For example, the logical block C1 contains Pages 1 to 32
as shown i FIG. 12. On Pages 2, 6,10, 14, 18,22, 26 and 30
of those pages, the management areas Ab can store the sec-
ond tables 80.

Providing that, as described above, the management area
Ab on Page N stores the chain information indicating the
physical address of Page N+1, the chain information must be
written also 1nto each management areas Ab on Pages 2, 6,
10, 14, 18, 22, 26 and 30 1n which the second table 80 is
stored respectively. The chain information 1s stored in the
management areas Ab 1n respective Pages 2, 6, 10, 14, 18,
22, 26 and 30, whereby the management area Ab may not
secure the capacity for storing the second table 80.
Theretfore, the writing means 100 writes the chain informa-
tion onto other pages A except the pages wherein each man-
agement areca Ab stores the second table 80.

Specifically, chain information ClI indicating the physical
address of Page 4k+3, (k=0, 1, 2, A, 7), 1s written 1nto the
management area Ab on Page 4k+1, instead of Page 4k+2
storing the second table 80. Therefore, the management area
Ab on Page 4k+1 stores both chain information C10 indicat-
ing the physical address of Page 4k+2 and chain information
C11 mdicating the physical address of Page 4k+3, as shown
in FIG. 12. Moreover, chain information C12 indicating the
physical address of Page 4k+4 1s written into the manage-
ment area Ab on Page 4k+3, and chain information C13
indicating the physical address of Page 4k+1 1s written into
the management area Ab on Page 4k+4.

Accordingly, the chain information can be stored into the
management arcas Ab except for the management area Ab
storing the second table 80.

Moreover, 11 Page N stores 1in the management area Ab the
chain information indicating the physical address of Page
N+1, the reading means 60 can obtain the chain information
indicating the physical address of Page N+1 by referring to
the management area Ab on Page N. On the other hand, 1n a
case where the chain information 1s written 1n a way as
described above, even 1f the reading means 60 refers to the
management arca Ab on Page 4k+2 storing the second table
80, the reading means 60 cannot obtain the chain informa-
tion 1ndicating the physical address of the next Page 4k+3.
Therefore, at reading Page 4k+1, the reading means 60 reads
all the chain information, that 1s, not only the chain informa-
tion C10 but also the chain information C11 1n this case, and
then retains the readout chain information. Then, after read-
ing Page 4k+2, the reading means 60 may obtain the physi-
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cal address of Page 4k+3 by means of the retained chain
information C11.

In the above example, the chain information both C10 and
C11 1s written 1into the management area Ab on Page 4k+1 as
shown 1n FIG. 12. But the management arca Ab on Page
4k+1 may store the chain information C12 and C13.

Some of the management information 1s indispensable
like the error correction information. Accordingly, the man-
agement area Ab on Page 4k+1 does not have an enough
space to write all the chain information C10 to C13 therein,
or the management area AB 1s not an appropriate space to
write such information therein. Therefore, the number of
chain information to be written 1into one management area
Ab should be determined in advance. The writing means 100
may work so as to write the specific number of chain infor-
mation into one management area Ab and then write the rest
chain information into the other management areas Ab on
the other pages A. The specific number here may be deter-
mined on the basis of the specification, such as the number
of pages contained 1n one logical block.

After the wrniting of the data, the rewrite table, and the
chain information, the writing means 100 writes the specific
16 bits 1nto the specific field 50 as the first physical address;
the specific 16 bits 1s included 1n the physical address of the
write-target page storing the rewrite table, and the field 50 1s
specified by ID number described 1n the rewrite table (S1012
in FIG. 11). Then, the writing means 100 determined the
second table 80 recognized as the invalid table in the afore-
mentioned step(S1009), and regarding Page A storing the
invalid second table 80, the writing means 100 updates he
flag section 90 therein to an ‘ivalid’ value (51013 1n FIG.
11).

The nonvolatile memory has a feature that data 1s written
in pages, as described before. But, the memory device 1 of
the present invention 1s configured so that the flag section 90
can be updated independently separating from the other
areas within the same page. For instance, where the 1nitial-
1zed flag section 90 indicates ‘00’ after the erasing, ‘00’ 1s
considered as ‘valid’ while ‘FF’ as ‘invalid’. In this case, the
writing means 100 can update the tlag section 90 from 00’
to ‘FF’, separating from the other arecas within the same
page. And where the flag section 90 indicates ‘FF’ after the
erasing, ‘FF’ 1s considered as ‘valid’ while ‘00 as ‘mvalid’.
Likewise, only the flag section 90 1s updated from ‘FF’ to
‘00°. The update of the flag section 90 to the ‘invalid” value
may be executed at the same time that the rewrite table 1s
read out onto the buflers 31 to 34.

A reason that the flag section in the page storing the
invalid table 1s updated to the mvalid value 1s as follows.
When the power of the memory device 1 1s applied again due
to a shut-oif of electric power, the logical block table prepa-
ration means 531 1s activated. At this time, the logical block
C, which 1s specified by the second physical address Ca
stored 1n the 1nvalid table, 1s also registered in the logical
block table 33 as ‘valid’. In result, the nonvolatile memory
has a plurality of the second tables bearing with the same 1D
number. The first table preparation means 511 cannot deter-
mine the first physical address to be stored.

However, after the flag section 90 1s updated to the ivalid
value as mentioned above, when the power of the memory
device 1 1s applied again due to a shut-oif of electric power,
the first table preparation means 311 can obtain the physical
address of Page A containing the second table 80 with the
valid flag section 90. Therefore, the first table preparation
means 311 can register as the first physical address on the
first table 51 the specific 16 bits included in the physical
address of the valid second table 80.
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After updating the value of the flag section 90 to the
invalid value 1n S1013, the writing means 100 updates the
entry counter 34 and the logical block table 53 (81014 1n
FIG. 11).

The update of the entry counter 54 1s to add the number of
data-written pages to the stored values 1n the entry counter
54 corresponding to the write-target physical blocks Bl to
B4, for example. The update of the logical block table 33 i1s
to register the logical block C 1n the logical block table 53 as
‘valid’; the logical block C containing the representative
page ar on which data has been written.

Moreover, when 1t 1s determined 1n step S1008 that no
data 1s stored in Page A including the second table 80, the
writing means 100 goes to step S1010 without reading the
second table onto the buifers 31 to 34 as the rewrite table.

The address register 55 1s updated by the address register
preparation means 5351, at the time of recerving the write
request by the memory device 1 or in a specific cycle, for
example. That 1s to say, the address register preparation
means 351 refers to the value in the entry counter 54 corre-
sponding to a specific physical block B, 1f the value change
to 32, the physical address of the specific physical block B 1s
deleted from the address register 55. In addition, when the
address register 55 1s updated, the value 1n the entry counter
54 1s automatically updated to ‘O’ by the address register
preparation means 551.

It was described that, when the power 1s turned on in the
memory device 1, the physical block table preparation
means 521 determines whether or not the physical block 1s
defective. The writing means 100 may also determine
whether or not the write-target physical block 1s defective at
the time of the writing. In this case, the writing means 100
functions as the defective physical block judgment means
522, the use state setting means 523, and the valid state
setting means 532.
| Data Reading]

As described above, the storage capacity of the non-
volatile memory 2 1n the memory device 1 of the present
invention 1s 1 gigabyte and that of the logical block C 1s 16
kilobytes, thereby 2" 16 of the logical blocks C are formed on
the nonvolatile memory 2. Therefore, 16 bits of information
1s required to represent one logical block C formed on the
nonvolatile memory 2.

Hence, the read request transmitted from the data mput-
output device 7 includes the logical address S of 16 bits for
specilying a read-target logical block C.

The request to read the logical block C1 shown in FIG. 12
1s transmitted from the data mput-output device 7 to the
memory device 1, and the memory device 1 recerves the read
request by the input-output control means 4. The input-
output control means 4 transiers the read request to the read-
ing means 60.

Upon receipt the read request, the reading means 60 speci-
fies one field 50 1n the first table 51 by means of the upper 13
bits S1 of the logical address S included in the read request
as shown 1n FIG. 13 (51401 1n FIG. 14).

The reading means 60 reads a first physical address Tn
(n:0 to 2713-1) registered on the specified field 50, and then
generates the physical address Tn+0100 of Page A storing
the second table 80 by adding ‘01000’ to the read first physi-
cal address (51402 1n Fig, 14).

Then, by means of the lower 3 bits of the logical address,
the reading means 60 specifies one of the update fields 81 in
the second table 80; the second table 1s stored 1n Page A of
which physical address 1s generated as above (51403 1n FIG.
14). The reading means 60 reads a second physical address
Can (n:0 to 2°3-1) stored 1in the specified update field 81, and
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then generates a physical address Can+00000 of the repre-
sentative page ar by adding ‘00000’ to the second physical
address Can (51404 1n FI1G. 14).

Since the physical address of the representative page ar
can be specified by using the two tables in such way, 1t 1s
possible to reduce the capacity of the first table 51 provided
to RAM as described below.

In a case where one second table 80 consists of 8 update
ficlds 81 and can store 8 second physical addresses Ca
therein, the storage capacity of the first table 51 can be found
as follows.

The second table 80 can register 8 second physical
addresses Ca corresponding to 8 representative pages ar, and
the number of the second tables 80 necessary for specifying,
2716 representative pages ar is calculated as 2°16/2°3=2"13.

Accordingly, the first table 51 for specifying the second
table 80 may store 2°13 first physical addresses only,
whereby the number of fields 50 1s 2"13. In result, the capac-
ity of the first table 51 1s 16 bitsx2"13=16 kilobytes.

On the other hand, 1n the conventional method wherein
the second physical address Ca 1s specified only by a table
provided to RAM, the table should store 2”16 second physi-
cal addresses Ca. Therefore, the capacity of the table 1s 16
bitsx2 =128 kilobytes. In this way, the memory device 1 of
the present invention 1s designed so as to reduce the capacity
of RAM as compared with the conventional method.

After generating the physical address of the representative
page ar (Page 1 in FIG. 12) of the logical block C1, the
reading means 60 reads the data and chain mformation C10
and C11 stored 1n the representative page ar onto the bulfer
31 through the connected bus D1 (51405 1n FIG. 14).

Then, the reading means 60 refers to the read chain infor-
mation C10 and C11, and reads the data and chain informa-
tion stored in Pages A of which physical addresses are indi-
cated by the chain information C10 and C11. Here, since the
chain information C10 indicates the physical address of
Page 2 and C11 indicates the physical address of Page 3, the
reading means 60 reads the data and chain information
stored 1n Pages 2 and 3 onto the buffers 32 and 33 through
the buses D2 and D3.

At this time, the reading means 60 can use the buses D2
and D3 to read the data and chain information stored in
pages 2 and 3, thereby the reading can be operated quickly.
And 1 a case where the management areca Ab on Page 4k+1
stores the chain information C10, C11 and C12, the reading
means 60 can read the data and chain information stored in
Pages 4k+1, 4k+2, 4k+3, and 4k+4 simultaneously onto the
buifers 31 to 34 by means of 4 buses D1 to D4.

As described above, the reading means 60 reads the data
and chain mformation stored in Page A having the physical
address indicated by the chain information, and then per-
torms the reading up to the last page in the logical block.

The data read onto the buflers 31 to 34 1s transmitted to
the input-output device 7 by the reading means 60 through
the input-output control means 4 (S1406 1n FIG. 14).

The chain information as set above can be also used to
read data 1n response to a cue request. The cue request 1s one
of the read requests, and 1instructs to read the data in pages
starting from Page 20 1n logical block C1, for example. The
cue request contains the logical address S and the 5 bits
logical address (a cue address), and the 5 bits logical address
represents a logical address of a top page of data correspond-
ing to the cue request.

When the cue request 1s transmitted to the memory device
1 from the data input-output device 7, the mput-output con-
trol means 4 receives the cue request and then transters the
logical address S and the cue address to the reading means

60.
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Upon receipt of the logical address S and the cue address,
the reading means 60 determines a page of data indicated by
the cue address.

Then, the reading means 60 specifies the physical address
of the representative page ar as described above by using the
logical address S therein. And according to the chain infor-
mation stored in the representative page ar, the reading
means 60 reads data written in pages starting from the page
indicated by the cue address (those pages starting from Page
20). In such a way, the chain information can be used when
the reading means 60 accesses data specified by the cue
address.

The second table 80 may also be formed over plural pages
A. For example, the second table 80 may be formed over 4
pages ol which physical addresses are consecutive. In such
case, a specific one page of the 4 pages may store the flag
section 90 indicating whether the second table 1s “valid” or
‘invalid’.
| Erasing |

When the writing 1s performed in the specific cycle as
described above, the nonvolatile memory 2 comes to contain
a number of physical blocks storing the valid and invalid
data. As mentioned before, the nonvolatile memory has a
teature that data 1s erased in physical blocks B. If the erasing
1s performed on the physical block storing both the valid and
invalid data, the valid data 1s also erased madvertently.

In spite of the above feature of the nonvolatile memory,
the present mvention provides a method capable of effi-
ciently erasing only the 1invalid data without erasing the valid
data, and provides a method of increasing the free space of
the nonvolatile memory. The erasing should be performed as
follows.

An erasing means 70 {irst refers to the physical block table

52, and obtains the physical blocks registered as ‘occupied’
in the physical block table 52 (81501 in FIG. 15), and con-

firms the states of the logical blocks formed on the obtained
physical blocks, referring to the logical block table 53
(S1501 1n FIG. 15).

The erasing means 70 decides the erase-candidate physi-
cal blocks out of the physical blocks registered as ‘occupied’
in the physical block table 52, the physical blocks including
only 2 or less valid logical blocks (S1502 n FIG. 15).

The erasing means 70 confirms the physical blocks B on
which the valid logical blocks C are formed. For the
confirmation, the chain information stored in the representa-
tive page ar corresponding to the logical block C 1s used
(51503 1n FIG. 15).

Subsequent to this, the erasing means 70 reads all of the
valid logical blocks C formed on the erase-candidate physi-
cal blocks onto the buifers 31 to 34 as save data, even 11 part
ol the valid logical blocks C 1s formed on the erase-
candidate physical blocks. Note that the save data also
includes the second table 80:; the second table 80 stores the
second physical address specifying the physical address of
the representative page ar in the valid logical block C
included 1n the save data.

After reading the save data, the erasing means 70 notifies
the writing means 100 that the save data was read onto the
buffers 31 to 34.

The writing means 100 here selects a write-target page to
write the save data therein (S1504 1n FIG. 15), 1n the same
way of selecting the write-target page to write data transmuit-
ted from the data input-output device 7. After selecting the
write-target page, the writing means 100 rewrites the chain
information stored in the save data on the basis of the physi-
cal address of the write-target page (S1505 1n FIG. 15). For
example, all the physical addresses of write-target pages
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may be written 1n advance into the management area Ab in
the representative page 1n the logical block C read out to the
buffers 31 to 34. After rewriting the chain mformation in
such way, the writing means 100 writes the read-save data
into the write-target pages (51506 in FIG. 15). Moreover, the
second table 80 included in the save data 1s written into Page
A having the physical address including the specific 5 bits
(‘010007); Page A 1s one of the pages to write the save data
therein. And then the field 50 specified by the ID number in
the second table 80 1s updated to the specific 16 bits in the
physical address of the page A into which the second table
80 has been written.

After writing the save data, the writing means 100 updates
the entry counter 54 and the logical block table 53, in the
same way at receiving the write request transmitted from the
data input-output device 7. After updating the entry counter
54 and the logical block table 53, the writing means 100
notifies the erasing means 70 that the writing of the save data
has completed.

Upon receipt of the notification, the erasing means 70 not
only erases data stored 1n the erase-candidate physical block,

but also registers the erase-candidate physical block on the
physical block table 52 as a blank physical block (S1507 in

FIG. 15).

The above describes the requirements for determining the
physical block as an erase-candidate physical block, that 1s,
(1) the physical block has been registered as an ‘occupied’
physical block on the physical block table 52, and (2) on the
physical blocks only 2 or less valid logical block are formed.
Moreover, another requirement that the physical address of
the physical block has not been registered in the address
register 55 may be added to the above requirements. The
requirements are not limited to the case as described above,
but the requirements may be that only one or no valid logical
block 1s formed on the physical blocks. By selecting a physi-
cal blocks B storing much of invalid data as the erase-target
physical blocks, the erasing means 70 has only to relocate a
small volume of data onto the buffers 31 to 34.

Note that an erase timing of invalid data 1s not limited 1n
any way, but, for example, the erasing may be automatically
performed by the erasing means 70 with specific cycles.

Note that 1n the description of operations 1n power-on, the
physical block table preparation means 321 determines
whether or not a physical block 1s defective. The erasing
means 70 may also determine whether or not an erase-target
physical block 1s a defective block at the erasing. In this
case, the erasing means 70 functions as the defective physi-
cal block judgment means 522, the use state setting means
523 and the valid state setting means 332.

(Second Embodiment)

In the above description, the writing means 100 deter-
mines the second table 80 as the 1invalid table, and the value
of the flag section 90 1n Page A storing the nvalid second
table 80 1s updated to an 1nvalid value by the writing means
100. In order to perform the writing as fast as possible,
however, such updating operation should be eliminated.

The achieve the above object, the writing means 100
determines Page A into which the rewrite table read onto the
buffers 31 to 34 1s written, 1n a manner as described below,
and then copies the second table 80 to the determined Page
A.

First of all, regarding pages A within the same physical
block B that the invalid table 1s stored, the writing means 100
determines whether or not there are available pages A having
the physical address that 1s larger than the page A storing the
invalid table, and includes the specific 5 bits—01000°. In
this embodiment, the second table 80 can be stored only in
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Page A of which physical address includes the specific 5
bi1ts—01000’. Accordingly, the writing means 100 must
select Page A that has the physical address including the
specific 5 bits—01000°. I there are pages A satisiying the
above conditions, the writing means 100 determines the
page A having the smallest physical address of those candi-
date pages as a write-target page A to store the rewrite table.
When the writing means 100 stores the rewrite table into
thus determined page A, 1t 1s configured so that the writing
means does not update the value of the flag section 90 stored
in the invalid table to a value indicating ‘ivalid’.

In a case where no page A satisfing the conditions 1s
available, the writing means 100 determines a write-target
page as follows. Regarding available pages A that belongs to
a specific physical block B other than the physical blocks B
storing the i1nvalid table, and whose physical address
includes the specific 5 bits—01000°, the writing means 100
determines the page A having the smallest physical address
of those pages A as a write-target page for rewrite data.
When the rewrite table 1s stored into thus determined page A,
the writing means 100 updates the value of the flag section
90 1n the invalid table to an invalid value 1n a manner similar
to the first embodiment.

When the writing means 100 determines Page A 1nto
which the rewrite table 1s written, the logical block table
preparation means 331 and the first table preparation means
511 prepares the logical block table 53 and the fist table 51 1n
a manner as described below.

When power 1s turned on 1n the memory device 1, the
logical block table preparation means 531 at first initializes
the logical block table 33 (81601 in FIG. 16). Subsequent to
this, the logical block table preparation means 531 performs
an operation as described below 1n each physical block B.

The logical block table preparation means 531 recognizes
pages A, the lower 5 bits of whose physical address are
‘01000°, as a target. Then, regarding the target pages, the
logical block table preparation means 331 refers to the val-
ues of the flag sections 90 1n those pages 1n descending order
of physical address, and then detects a page wherein the
value of the flag section 90 1s valid (81602 m FIG. 16). In
this detecting step, when the page 1s detected for the first
time, the logical block table preparation means 531 refers to
the second physical address stored 1n the second table 80 in
the detected page without executing step S1603. And the
logical block C specified by the stored second physical
address 1s registered as ‘valid’ 1n the logical block table 53
(S1604 1n FIG. 16). The logical block table preparation
means 531 stores the ID number retained 1n the first detected
second table 80 into a memory 335 (51605 1n FIG. 16).

After the specified logical block C 1s registered as “valid’,
the logical block table preparation means 331 refers to the
value of the tlag region regarding the target pages having
physical addresses smaller than that of the first detected page
in descending order of physical address, and then detects a
page wherein the value of the flag section 90 1n the page 1s
valid. When another page wherein the value of the flag sec-
tion 90 1s valid 1s detected, the logical block table prepara-
tion means 531 judges whether or not the second table 1n this
detected page has the same ID number as stored in the
memory 535 (51603 to S1604 1n FIG. 16).

If the ID numbers are not the same, the logical block
preparation means 531 registers the logical block C specified
by the second physical address Ca in the second table 80 as
‘valid’ 1n the logical block table 53, and stores the 1D num-
ber in the second table 80 in the memory 535 (51605 1n FIG.
16). On the other hand, 1f the ID numbers are the same, the
logical block table preparation means 531 does not store the
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logical block C specified by the second physical address Ca
in the second table 80 in the logical block table, but starts to
detect a page wherein the value of the flag section 90 1s valid.

As described above, the logical block table preparation
means 331 registers only the logical block C corresponding,
to the ID number not stored 1n the memory 535 as ‘valid’ in

the logical block table 53.
Then, the logical block table preparation means 531 refers

to all the flag sections 90 1n the target pages (51606 1n FIG.
16), and 1mitializes the memory 53. And then, the logical
block table preparation means 331 executes the above
detecting steps regarding the physical blocks B from which
the target pages are not detected (S1607 to S1608 in FIG.
16).

When power 1s turned on, the first table preparation means
511 mmtializes the first table 31 (51701 1in FIG. 17), and

processes each psychical block B in a manner similar to the
logical block table preparation means 531, which processing
1s as follows.

Regarding the target pages 1n a specific physical block B,
the first table preparation means 511 refers to the values of
the flag sections 90 sequentially in descending order of
physical address of the target page, and then detects a page
wherein the value of the flag section 90 1s valid (81702 in
FIG. 17). In this detecting step, when the page 1s detected for
the first time, the first table preparation means 511 goes to
step S1704 without executing step S1703. That 1s, the first
table preparation means 511 registers as the first physical
address the specific 16 bits of the physical address of the
detected page 1nto the field 50 indicated by the ID number 1n
the second table 80 on the detected page (S1704 1n FIG. 17).
And the ID number retained in the second table in the

detected page 1s stored 1n a memory 3515 the first table prepa-
ration means 511 (51705 1n FIG. 17).
After the detected page’s physical address 1s registered as

the first physical address, the first table preparation means
511 refers to the values of the flag regions 90 regarding the
target pages having physical addresses smaller than that of
the first detected page, in descending order of physical
address, and then detects a page wherein the value of the flag
section 90 1n the page 1s valid. When another page wherein
the value of the flag section 90 1s valid 1s detected, the first
table preparation means 511 judges whether or not the sec-
ond table 80 1n this detected page has the same ID number as
stored 1n the memory 515 (81703 to S1704 1n FIG. 17).

If 1t 1s determined as not the same, the first table prepara-
tion means 511 registers as the first physical address the
specific 16 bits of the physical address of the detected page
storing the second table 80 into the field 50 indicated by the
ID number 1n the second table 80. Then, the ID number in
the second table on the first detected page 1s stored into the
memory 515 by the first table preparation means 311 (81705
in FIG. 17). If it 1s determined as the same, the first table
preparation means 311 does not register the specific 16 bits
(the first physical address) of the physical address of the
detected page into the field 50 indicated by the ID number 1n
the second table 80.

As described above, 1n the field 50 specified by the 1D
number 1n the memory 515, the first table preparation means
511 registers as the first physical address only the specific 16
bits of the physical address of the target page stormg the
second table 80 with the ID number not stored in the
memory 35135.

The first table preparation means 511 refers to all the tar-
get pages of the specific physical block B (51706 i FIG.
17), and mitializes the memory 515, and executes the above
detecting steps regarding the physical blocks B from which
the target pages are not detected (S1707 to S1708 1n FIG.
17).
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In a way as described above, the logical block table prepa-
ration means 531 prepares the logical block table 53, while
the first table preparation means 511 prepares the first table
51. Theretore, when a rewrite table 1s written into the same
physical block B as that storing the invalid table, 1t 1s pos-
sible to prepare the logical block table 53 and the first table
51 without updating the value of the flag section 90 corre-
sponding to the mvalid table to an invalid value.

Note that the above conditions allows that, for example, 1f
the physical address of a page A storing the mvalid table
contains a page having the physical address which 1s smaller
than that of the page A and includes the specific 5 bits—
‘01000°, the writing means 100 may write a rewrite data nto
the detected page. If no page satisfies the condition, the writ-
ing means 100 determines a write-target page A to which the
rewrite data 1s written, by selecting the page having the larg-
est physical address from those pages that belongs to the
specific physical block B other than that storing the mvalid

table, and have the physical addresses including the specific
S bits ‘01000,

When the page into which rewrite data 1s written 1s deter-
mined under such conditions, the logical block table prepa-
ration means 331 and the first table preparation means 511 1s
to refer to the tlag section 90 sequentially from the target
page having the smallest physical address.

As described above, the memory device of the present
invention can convert a logical address to a physical address
by using the first table and the second table, which makes 1t
possible to reduce a capacity of the first table provided to
RAM. Therefore, a compact memory device with a large
capacity can be realized.

Moreover, the memory device of the present invention can
access all pages contained 1n a logical block at high speed by
writing physical addresses of physical blocks formed on the
logical block into a specific page contained 1n the logical
block as the chain information.

According to the state of physical block in which data has
been written, a page to write data theremn and a physical
block to be erased are selected. The data writing or data
erasing can be elliciently performed. Only when the rewrite
table 1s written into a physical block different from the
invalid table, a value of a tlag section of the invalid table 1s
updated to an invalid value. Thereby, the wringing can be
performed at high speed.

Moreover, by setting a state of a defective physical block
indicated by a physical block table to a valid state, a delay of
writing can be suppressed. This makes 1t possible to access
data at high speed. In addition, by setting a state of a logical
block 1n the logical block table corresponding to a defective
block to a valid state, a delay of erasure can be suppressed.
As a result, the high speed data access can be realized.

What 1s claimed 1s:

[1. An address conversion unit for a memory device
including a nonvolatile memory and RAM to be used to
access the nonvolatile memory, the nonvolatile memory
capable of erasing data in blocks and writing data in pages
contained 1n a physical block, comprising;

a first table on RAM to convert the specific number of bits

of a logical address to a first physical address, the first
physical address indicating a location of a second table;

the second table on the nonvolatile memory to convert the
other bits of the logical address to a second physical
address, the second physical address being information
to specily a physical address of a representative page of
pages 1n the logical block specified by the logical
address; and

an access unit operable to access the nonvolatile memory
in accordance with the logical address,
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wherein the access unit comprises:

a unit operable to obtain the first physical address from the
first table 1n accordance with the specific nunber of bits
of the logical address:

a unit operable to specily the second table by means of the
obtained first physical address;

a unit operable to obtain the second physical address from
the specified second table 1n accordance with the other
bits of the logical address; and

a unit operable to access the nonvolatile memory by

means of the obtained second physical address.]

[2. The address conversion unit for the memory device
according to claim 1, wherein the access unit comprises a
writing unit, a reading unit, and an erasing unit.]

[3. The address conversion unit for the memory device
according to claim 2, wherein the writing unit writes the
second physical address into the second table at the time of
forming the logical blocks on the nonvolatile memory.]

[4. The address conversion unit for the memory device
according to claim 2, wherein the writing unit, at the time of
forming the logical blocks on the nonvolatile memory, com-
Prises:

a unit operable to invalidate the original second table 1n a

specific page;

a unit operable to update the second table based on the

information specitying the physical address of the rep-
resentative page;

a unit operable to copy the updated second table to other

pages; and

a unit operable to write the information specitying the

physical addresses of the other pages into the first table
as the first physical addresses.]

[S. The address conversion unit for the memory device
according to claim 4, wherein the other pages are contained
in a physical block different from the physical block storing
the original second table.]

[6. The address conversion unit for the memory device
according to claim 5, further comprising a first table prepa-
ration unit operable to prepare the first table on the basis of
the physical address of the second table detected first as
being not invalidated from the plural second tables having a
same 1D number indicating a field of the first table within the
same physical block.}

[7. The address conversion unit for the memory device
according to claim 4, further comprising a first table prepa-
ration unit operable to prepare the first table on the basis of
the physical address of the second table that 1s not invali-
dated.]

[8. The address conversion unit for the memory device
according to any one of claims 4, 5, 7 and 6, wherein the
page storing the second table 1s provided with a flag section
storing a tlag representing whether or not the second table 1s
valid or invalid.]

[9. The address conversion unit for the memory device
according to claim 2, further comprising:

a physical block table for indicating a state of a physical
block in the nonvolatile memory;

an entry counter for indicating a volume of data written
into the physical block;

an address register for indicating the addresses of pages
contained 1n a logical block; and

a writing umt operable to form new logical blocks on the
nonvolatile memory on the basis of contents of the
physical block table, the address register and the entry
counter. ]
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[10. The address conversion unit for the memory device
according to claim 9, wherein the writing unit updates the
physical block table, the address register, the entry counter,
and the logical block table representing the state of the logi-
cal block, on the basis of states of the logical blocks newly
formed.]

[11. The address conversion unit for the memory device
according to claim 9, wherein the erasing unit erases data
stored 1n a specific physical block, on the basis of contents of
the logical block table, the physical block table and the
address register.]

[12. The address conversion unit for the memory device
according to claim 9, further comprising a physical block
table preparation unit operable to judge whether or not the
physical block stores data, and preparing the physical block
table on the basis of the judgment result.]

[13. The address conversion unit for the memory device
according to claim 9, further comprising:

a defective physical block judgment unit operable to judge
whether or not the physical block 1s defective; and

a use state setting unit, when the physical block 1s deter-
mined to be defective by the defective physical block
judgment unit, operable to set the state of the physical
block to an occupied state in the physical block table.}

[14. The address conversion unit for the memory device

according to claim 9, further comprising:

a defective physical block judgment unit operable to judge
whether or not the physical block 1s defective; and

a valid state setting unit, when the physical block is deter-
mined to be defective by the defective physical block
judgment unit, operable to set the state of the logical
block corresponding to the physical block to a valid
state in the logical block table.]

[15. The address conversion unit for the memory device
according to claim 1, further comprising a first table prepa-
ration unit operable to prepare the first table on the basis of
an ID number retained 1n the second table and the physical
address of the second table.]

[16. The address conversion unit for the memory device
according to claim 1, further comprising a logical block
table preparation unit operable to prepare a logical block
table on the basis of a tlag, the logical block representing a
state of the logical block containing the representative page
of which the physical address 1s specified by the second
physical address, the flag representing whether or not the
second table storing the second physical address 1s valid or
invalid.]

[17. An address conversion unit for a memory device
comprising:

a table for obtaining from a logical address a physical
address of a representative page of pages contained 1n a
logical block formed on a nonvolatile memory, the logi-
cal block being a data block indicated by the logical
address, and the page being provided with a data area
storing data and a management area storing manage-
ment information for managing the data; and

a writing unit operable to write chain information for
obtaining physical addresses of other pages contained
in the same as the logical block storing the representa-
tive page,

wherein the table comprises:

a lirst table for obtaiming a first physical address on the

nonvolatile memory corresponding to the specific num-
ber of bits of the logical address; and

a second table stored 1n the management area 1n the page
specified by the first physical address and for obtaining,
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the physical address of the representative page on the
basis of the other bits of the logical address,

wherein the management information is the second table.}

[18. The address conversion unit for the memory device
according to claim 17, wherein the writing unit writes
respective chain information stored 1n pages into each man-
agement area 1n one and more pages 1n the same logical
block.]

[19. The address conversion unit for the memory device
according to claim 17, wherein the management information
1s specific number or more of other chain information
pieces.]

[20. The address conversion unit for the memory device
according to claim 17, further comprising a reading unit
operable to read the logical block onto buffers on the basis of
the physical address of the representative page and the chain
information. ]

21. A storage device comprising:

one ov more nonvolatile memories containing a plurality
of physical blocks, each of said plurality of physical
blocks including a plurality of pages;

a logical block managing section configured to (1) man-
age a logical block such that portions of the logical
block are respectively assigned to portions of the

respective physical blocks and each of the portions of

the logical block includes a prescribed number of the
pages of corresponding one of the physical blocks, and
(2) assign logical addresses to said logical block;

an address managing section configured to specify stor-
age locations of said portions of the vespective physical
blocks based on said logical addresses;

a data write/read section configured to perform data
write/vead to said one ov more nonvolatile memories
according to the specified storage locations of said por-
tions of the vespective physical blocks;

a logical block table configured to indicate whether a
state of data associated with the logical block is valid
or invalid, the data being retained in the portions, to
which the logical block is assigned, of the respective
physical blocks; and

an erasing section configured to select a physical block in
accorvdance with the logical block table, and erase data
of the selected physical block, wherein

a physical block includes portions to which logical blocks
are assigned, and

when the number of valid logical blocks among the logical
blocks assigned to the physical block is less than a
prescribed number, the erasing section selects the
physical block to erase data retained therein.

22. The storage device according to claim 21, wherein
said logical addresses assigned to the logical block are asso-
ciated with pages in the portions of the vespective physical
blocks, said logical addresses being non-continuous in the
respective physical blocks.

23. The storage device according to claim 21, further
comprising a table specifying the storvage locations of the
plurality of physical blocks, wherein

said address managing section is configured to specify the
storage locations of said portions of the respective
physical blocks based on said table.

24. The storage device according to claim 21, wherein
said portions of the vespective physical blocks to which the
portions of the logical block ave vespectively assigned, are
located in mutually identical physical locations within the
respective physical blocks to each other.
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25. The storage device according to claim 21, wherein
said logical block managing section is configured to respec-
tively assign the portions of the logical block to portions of
respective three or move physical blocks.

26. The storage device according to claim 21, wherein

said one or more nonvolatile memories contain a first
table which has information on the storvage locations of
said portions of the vespective physical blocks, and

said address managing section contains a second table

which has information on the storage location of said

first table, said addvess managing section specifving

the storage locations of said portions of the respective

physical blocks by referring to said second table based

on said logical addresses and based on the second
table, veferring to said first table.

27. The storage device according to claim 21, wherein

said logical block managing section is configured to, respon-

sive to reception of a write rvequest and logical addrvesses

from a data input/output device, (3) select said plurality of

20 physical blocks to which said logical block is assigned, (4)
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generate chain information for tracing pages of said respec-

tive physical blocks to which the logical block are assigned,
and (5) write said chain information to said one or more
nonvolatile memories.

28. The storage device according to claim 27, wherein
said logical block managing section writes a plurality of
said chain information into at least one of the pages
included in the logical block.

29. The storage device accorvding to claim 21 wherein
when the data of the selected physical block is evased, data
associated with a valid logical block is saved in another

physical block.

30. A storage device comprising.

one or movre nonvolatile memories containing a plurality
of physical blocks, each of said plurality of physical
blocks including a plurality of pages;

a logical block managing section configured to (1) select
write physical blocks to which data is to be written,
from said plurality of physical blocks, (2) manage a
logical block such that portions of the logical block are
respectively assigned to portions of the rvespective write
physical blocks and each of the portions of the logical
block includes a prescribed number of the pages of cor-
responding one of the write physical blocks, and (3)
assign logical addresses to said logical block;

an address managing section configured to specify stor-
age locations of said portions of the write physical
blocks based on said logical addresses;

a data write/vead section configured to perform data
write/read to said one or more nonvolatile memories
according to the specified storvage locations of said por-
tions of the write physical blocks;

a logical block table configured to indicate whether a
state of data associated with the logical block is valid
or invalid, the data being rvetained in the portions, to
which the logical block is assigned, of the respective
write physical blocks; and

an erasing section configured to select a write physical
block in accovdance with the logical block table, and

erase data of the selected write physical block, wherein

a write physical block includes portions to which logical
blocks are assigned, and

when the number of valid logical blocks among the logical
blocks assigned to the write physical block is less than
a prescribed number, the ervasing section selects the
write physical block to erase data retained therein.
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31. The storage device according to claim 30, wherein
said logical addresses assigned to the logical block are asso-
ciated with pages in the portions of the respective write
physical blocks, said logical addresses being non-
continuous in the vespective write physical blocks.

32. The storage device according to claim 30, further
comprising a table specifying the storvage locations of the
plurality of physical blocks, wherein

said address managing section is configured to specify the
storage locations of said portions of the respective
write physical blocks based on said table.

33. The storage device according to claim 30, wherein
said portions of the respective write physical blocks to which
the portions of the logical block are respectively assigned,
are located in mutually identical physical locations within
the respective physical blocks to each other.

34. The storage device according to claim 30, wherein
said logical block managing section is configured to respec-

tively assign the portions of the logical block to portions of

respective three ov move write physical blocks.
35. The storage device according to claim 30 wherein

said one or more nonvolatile memories contain a first

table which has information on the storage locations of

said portions of the respective write physical blocks,
and

said addvess managing section contains a second table
which has information on the storage location of said
first table, said address managing section specifving
the storage locations of said portions of the vespective
write physical blocks by referring to said second table
based on said logical addresses and based on the sec-
ond table, rveferring to said first table.

36. The storage device according to claim 30, wherein
said logical block managing section is configured to, respon-
sive to reception of a write request and logical addvesses
from a data input/output device, (4) select said write physi-
cal blocks to which said logical block is assigned, (5) gener-
ate chain information for tracing pages of said respective
write physical blocks to which the logical block are
assigned, and (6) write said chain information to said one or
movre nonvolatile memories.

37. The storage device according to claim 36, wherein

said logical block managing section writes a plurality of

said chain information into at least one of the pages
included in the logical block.
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selecting write physical blocks to which data is to be
written, from said plurality of physical blocks;

managing a logical block such that portions of the logical
block are respectively assigned to portions of the
vespective write physical blocks and each of the por-
tions of the respective write physical blocks includes a
prescribed number of the pages of corresponding one of
the write physical blocks;

assigning logical addresses to said logical block;

specifving storage locations of said portions of the write
physical blocks based on said logical addresses;

performing data write/read to said one or more nonvola-
tile memories according to the specified storage loca-
tions of said portions of the write physical blocks;

managing a logical block table configured to indicate
whether a state of data associated with the logical
block is valid or invalid, the data being retained in the
portions, to which the logical block is assigned, of the
respective write physical blocks; and

selecting a write physical block in accordance with the
logical block table, and erasing data of the selected
write physical block, wherein

a write physical block includes portions to which logical
blocks are assigned, and

when the number of valid logical blocks among the logical
blocks assigned to the write physical block is less than
a prescribed number, the write physical block is
selected to evase data retained therein.

40. The method according to claim 39, wherein said logi-
cal addresses assigned to the logical block are associated
with pages in the portions of the respective write physical
blocks, said logical addresses being non-continuous in the
respective write physical blocks.

41. The method according to claim 39, further compris-
Ing.

specifying by a table the storage locations of the plurality

of phvsical blocks, wherein

specifying the stovage locations of said portions of the
respective write physical blocks is based on said table.

42. The method accorvding to claim 39, wherein said por-
tions of the respective write physical blocks to which the

portions of the logical block arve rvespectively assigned, are

38. The storage device according to claim 30 wherein 45 located in mutually identical physical locations within the

when the data of the selected write physical block is erased,
data associated with a valid logical block is saved in another
phvysical block.

39. A method for managing a storvage device including one

respective physical blocks to each other.

43. The storage device accovding to claim 39 wherein
when the data of the selected write physical block is erased,
data associated with a valid logical block is saved in another

or more nonvolatile memories containing a plurality of 50 physical block

phvsical blocks, each of said plurality of physical blocks
including a plurality of pages, said method comprising:
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