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IMAGE RETRIEVAL SYSTEM AND IMAGE
RETRIEVAL METHOD

Matter enclosed in heavy brackets [ ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue.

Notice: Move then one reissue application has been filed
for the reissue of U.S. Pat. No. 6,665,442. The reissue appli-
cations arve application Ser. No. 11/300,693, and Divisional
Reissue application Ser. Nos. 11/932,022, 11/933,358, and
12/603,268 all of which are divisional reissues of U.S. Pat.
No. 6,665,442,

CROSS-REFERENCE TO The RELATED
APPLICATION

This application 1s a continuation of International Appli-
cation No. PCT/JP00/0854°7, whose International filing date
1s Dec. 1, 2000, the disclosures of which Application are
incorporated by reference herein.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to an 1image retrieval system
and an 1mage retrieval method 1n which characteristic values
and/or pieces of attribute information are extracted from
pieces ol image data such as moving images or static 1images
recorded 1n analog or digital and 1n which the retrieval of
desired 1mage data 1s performed by using the extracted char-
acteristic values and/or the pieces of extracted attribute
information.

2. Description of Related Art

FIG. 1 shows the configuration of a system as an example
of a conventional 1mage retrieval processing system. This
system 1s disclosed 1n a letter “Synthesis and Evaluation of
the Image Database with Fully Automated Keyword Extrac-
tion by State Transition Model and Scene Description Lan-
guage” edited by Institute of Electronic Information and
Communication Engineers of Japan, D-II Vol. J79-D-II
No.4, pp.476-483, April of 1996. In this system, static
images are processed 1n the image retrieval. That 1s, an area
ol each of 1images 1s divided into a plurality of segments 1n
an arca dividing unit 103 of a preparation unit 101, and a
plurality of keywords are attached to each divided segment.
As the keywords, a conception keyword and a scene descrip-
tion keyword are prepared. In a conception keyword extract-
ing unit 104, a conception keyword 108 of each segment 1s
obtained according to a color and a characteristic value of
the segment by using conception keywords respectively allo-
cated to color information 1n advance. In a scene description
keyword describing unit 105, a predicate relating to
“position”, “color”, “shape”, “size”, “direction” or the like 1s
obtained from a plurality of image characteristic values of
segments. In the unit 1035, an operation 106, in which a user
107 selects one predicate from predicates defined 1n advance
and describes the selected predicate, 1s required, and the
selected predicate 1s output as a scene description keyword
109. In a retrieval tool 102, conception keywords and scene
description keywords are prepared in advance. A user 111
selects one conception keyword and one scene description
keyword as each of keywords 112 from the prepared key-
words. In a characteristic identifying unit 110, an identity of
characteristic values 1s checked by comparing each keyword
112 selected by the user 111 with the conception keyword

108 or the scene description keyword 109 attached to each
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segment of the 1image, and an 1mage retrieval processing 1s
performed for the image.

However, in the above-described 1mage retrieval process-
ing system, an identity of characteristic values 1s checked by
using keywords such as conception keywords and scene
description keywords selected by the user 112 and keywords
attached to each image, and an 1mage retrieval processing 1s
performed according to the characteristic values of each
image. Therefore, all images are searched according to only
the characteristic values of the images, so that 1t takes a lot of
time to retrieve a desired image.

Also, 1 the above-described image retrieval processing
system, a description method or a storing method of each
keyword 1s not considered. Therefore, it 1s required that a
plurality of image servers relate to a plurality of retrieval
tools denoting clients 1n one-to-one correspondence. As a
result, a system, 1n which many users respectively perform
the 1mage retrieval through a network while using various
retrieval tools, cannot be provided for the users.

Also, because only static images are processed 1n the
image retrieval, 1t 1s difficult to retrieve a desired moving
image.

SUMMARY OF THE INVENTION

The present invention i1s provided to solve the above
problems, and a main object of the present mvention 1s to
provide an 1mage retrieval system and an image retrieval
method 1 which an 1image retrieval processing can be effi-
ciently performed.

A subordinate object of the present invention 1s to provide
an 1mage retrieval system and an i1mage retrieval method
which does not depend on a plurality of image servers dis-
tributed 1n a network by describing and producing a plurality
of retrieval keywords according to a common syntax.

Another subordinate object of the present invention 1s to
provide an 1mage retrieval system and an image retrieval
method 1n which the retrieval of a desired moving image can
be easily performed by extracting a characteristic value for
cach video segment, which 1s composed of a plurality of
frames, 1n place of the extraction of a characteristic value for
cach frame when a plurality of keywords are extracted from
moving images.

An i1mage retrieval system according to the present
invention, comprises a characteristic descriptor producing
unit for extracting a plurality of image characteristic values
from pieces of imput image data and producing a characteris-
tic descriptor for each piece of input image data, an 1mage
information storing unit for storing the characteristic
descriptors produced in the characteristic descriptor produc-
ing unit while holding the correspondence of each character-
1stic descriptor to one piece ol input image data, an attribute
list producing unit for producing an attribute list according
to a piece of attribute information attached to each piece of
input image data, and an 1image retrieving unit for receiving a
first retrieval condition relating to attribute information,
searching the attribute list produced in the attribute list pro-
ducing unit for one piece of attribute information conform-
ing to the first retrieval condition, outputting the piece of
attribute information conforming to the first retrieval
condition, recerving a second retrieval condition relating to a
characteristic descriptor, searching the image information
storing unit for one piece of 1mage data conforming to the
second retrieval condition and outputting the piece of 1mage
data conforming to the second retrieval condition.

Therefore, the retrieval can be efficiently performed.

In an i1mage retrieval system according to the present
invention, the attribute list 1s produced according to a syntax,




US RE42,185 E

3

which defines a data structure of the attribute list, 1n the
attribute list producing unit, and the piece of attribute infor-
mation conforming to the first retrieval condition is retrieved
according to the syntax of the attribute list 1n the image
retrieving unit.

Therefore, the retrieval can be efficiently performed 1n a
short time.

In an 1mage retrieval system according to the present
invention, the characteristic descriptors are produced
according to a syntax, which defines a data structure of each
characteristic descriptor, in the characteristic descriptor pro-
ducing unit, and the piece of image data conforming to the
second retrieval condition 1s retrieved 1n the 1mage retrieving
unit according to the syntax of the characteristic descriptors.

Therelfore, the 1image retrieval not depending on a plural-
ity of image servers distributed 1n the network can be per-
formed.

In an 1mage retrieval system according to the present
invention, one image characteristic value 1s extracted in the
characteristic descriptor producing unit for each frame, and
one characteristic descriptor 1s produced 1n the characteristic
descriptor producing unit for each video segment composed
of a group of frames.

Therelore, the retrieval of a moving 1image can be easily
performed.

In an 1mage retrieval system according to the present
invention, each piece of input picture data received 1n the
characteristic descriptor producing unit denotes compressed
video data which composes one or more intra-frames and
one or more inter-frames, both an average value and a stan-
dard deviation are produced as one characteristic descriptor
of the intra-frames of the video segment in the characteristic
descriptor producing unit by extracting an average matrix of
pixel values 1n a prescribed coding area of one intra-frame
for each intra-frame of the video segment, calculating a sum
of the average matrices of all intra-frames included 1n the
video segment and calculating both the average value of the
average matrices and the standard deviation of the average
matrices from the sum and the number of intra-frames in the
video segment, and one characteristic descriptor of the inter-
frames of the video segment 1s produced 1n the characteristic
descriptor producing unit by extracting a matrix of motion
vectors ol pixels of the prescribed coding areas of one inter-
frame for each inter-frame of the video segment, calculating
an average of the motion vectors of each inter-frame of the
video segment as a motion vector average, classitying zero
run lengths, which are obtained according to a threshold
processing for the motion vectors of one inter-frame, into a
plurality of classified types of zero run lengths for each inter-
frame of the video segment, calculating an average of the
motion vector averages and a plurality of classified types of
average zero run lengths 1n the video segment according to
the number of inter-frames in the video segment and setting
the average of the motion vector averages and the classified
types of average zero run lengths as the characteristic
descriptor of the inter-frames of the video segment.

Therelore, the retrieval of a moving 1image can be easily
performed.

In an 1mage retrieval system according to the present
invention, each piece of input picture data received 1n the
characteristic descriptor producing unit denotes non-
compressed video data, the characteristic values are
extracted from the pieces of non-compressed video data 1n
the characteristic descriptor producing unit to produce the
characteristic descriptors, and the characteristic descriptors
and pieces of compressed video data, which are obtained by
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compressing the pieces of non-compressed video data
according to a prescribed video compression method, are
stored 1n the 1image information storing unit while the corre-
spondence of each characteristic descriptor to one piece of
compressed video data 1s held.

Therefore, the retrieval can be efficiently performed.

In an i1mage retrieval system according to the present
invention, a prescribed condition equation stored in advance
1s read out by the 1mage retrieving unit in cases where the
image retrieving unmit searches the image information storing
unit for the piece of image data conforming to the character-
1stic descriptor specified by the second retrieval condition to
output the piece of 1mage data, and 1t 1s judged according to
the prescribed condition equation whether or not the piece of
image data conforms to the characteristic descriptor speci-
fied by the second retrieval condition.

I'heretore, the retrieval can be efficiently performed.

In an 1mage retrieval system according to the present
invention, each piece of mput image data denotes a moni-
tored 1image recorded by a monitoring camera.

Therelore, a trespasser can be detected.

In an i1mage retrieval system according to the present

invention, each piece of mput image data denotes an 1image
of a stored video mail.

Theretfore, a user can retrieve a desired mail.

In an i1mage retrieval system according to the present
invention, each piece of mput image data denotes an 1image
of a stored broadcast program.

Therefore, even though a user does not accurately remem-
ber program miformation, the user can retrieve a desired pro-
gram according to an 1image 1mpression.

In an 1mage retrieval system according to the present
invention, each piece of input 1image data denotes a video
image recorded by a video camera.

e

Therefore, the 1image retrieval can be elliciently per-
formed by using the similarity held in the 1mages as a key.

An 1mage retrieval method according to the present mnven-
tion comprises the steps of extracting a plurality of image
characteristic values from pieces of input image data to pro-
duce a characteristic descriptor for each piece of input image
data, storing the produced characteristic descriptors while
holding the correspondence of each characteristic descriptor
to one piece of input 1image data, producing an attribute list
according to a piece of attribute information attached to each
piece of mput image data, receiving a first retrieval condition
relating to attribute information, searching the attribute list
for one piece of attribute information conforming to the first
retrieval condition, outputting the piece of attribute informa-
tion conforming to the first retrieval condition, receving a
second retrieval condition relating to a characteristic
descriptor, searching the pieces of stored image data for one
piece of 1image data conforming to the second retrieval con-
dition while referring to the piece of attribute information
conforming to the first retrieval condition, and outputting the
piece of 1image data conforming to the second retrieval con-
dition.

Therefore, the 1image retrieval can be ¢
formed

An 1mage retrieval system according to the present mnven-
tion comprises a characteristic descriptor producing unit for
extracting a plurality of image characteristic values from
pieces of mput image data and producing a characteristic
descriptor for each piece of input image data, a for-retrieval
description data producing unit for describing each charac-
teristic descriptor as a piece of for-retrieval description data

[,

1ciently per-
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while holding the correspondence of the piece of for-
retrieval description data to a space-time structure of the
pieces of input image data, an 1mage information storing unit
for storing each piece of for-retrieval description data with
the piece of input image data corresponding to the piece of
for-retrieval description data, a first retrieval processing unit,
a second retrieval processing unit, and a user interface unit.
A retrieval request recerved from a user through the user
interface unit 1s sent from the second retrieval processing
unit to the first retrieval processing unit as retrieval request
information, a retrieval result sent from the first retrieval
processing unit 1s recerved 1n the second retrieval processing,
unit, the second retrieval processing unit presents the
retrieval result to the user through the user interface unit, the
pieces ol for-retrieval description data of the pieces of input
image data stored in the 1image information storing unit are
analyzed in the first retrieval processing unit according to the
retrieval request information sent from the second retrieval
processing unit to extract the characteristic descriptors, a
conformity judgment processing 1s performed in the first
retrieval processing unit according to the extracted charac-
teristic descriptors to obtain the retrieval result, and the
retrieval result 1s sent from the first retrieval processing unit
to the second retrieval processing unit to make the second
retrieval processing unit present the retrieval result to the
user through the user interface unat.

Theretfore, the 1mage data retrieval based on the character
descriptors can be efficiently performed.

The 1image retrieval system according to the present inven-
tion further comprises a characteristic descriptor reliability
calculating unit for calculating a degree of reliability of each
characteristic descriptor produced in the characteristic
descriptor producing unit. The for-retrieval description data
producing unit describes each characteristic descriptor and
the degree of reliability of the characteristic descriptor as
one piece ol for-retrieval description data while holding the
correspondence of the piece of for-retrieval description data
to the space-time structure of the pieces of input image data,
the pieces of for-retrieval description data of the pieces of
input image data stored in the image information storing unit
are analyzed 1n the first retrieval processing unit according to
the retrieval request information sent from the second
retrieval processing unit to extract the characteristic descrip-
tors and the degrees of reliability of the characteristic
descriptors, a conformity judgment processing 1s performed
in the first retrieval processing unit according to the
extracted characteristic descriptors and the degrees of reli-
ability of the characteristic descriptors to obtain the retrieval
result, and the retrieval result 1s sent from the first retrieval
processing unit to the second retrieval processing unit to
make the second retrieval processing unit present the
retrieval result to the user through the user interface unait.

Therelore, the retrieval can be efficiently performed.

In an 1mage retrieval system according to the present
invention, the necessity of the conformity judgment process-
ing for each characteristic descriptor i1s estimated 1n the first
retrieval processing unit according to the degree of reliabil-
ity of the characteristic descriptor in case of the conformity
judgment processing, and the conformity judgment process-
ing for the characteristic descriptor 1s skipped 1n cases where
it 1s judged that the conformity judgment processing for the
characteristic descriptor 1s not necessary.

Therefore, the retrieval processing can be performed at
high speed, and the retrieval efficiency can be moreover
improved.

The 1mage retrieval system according to the present inven-
tion further comprises a characteristic descriptor retrieval
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order determining unit for determining a use order of the
characteristic descriptors in the retrieval according to the
degrees of reliability calculated in the characteristic descrip-
tor rehiability calculating unit. The for-retrieval description
data producing unit describes each characteristic descriptor,
the degree of reliability of the characteristic descriptor and
the use order i1n the retrieval as one piece of for-retrieval
description data while holding the correspondence of the
piece ol for-retrieval description data to the space-time
structure of the pieces of mput image data, the pieces of
for-retrieval description data of the pieces of mput image
data stored in the image information storing unit are ana-
lyzed 1n the first retrieval processing unit according to the
retrieval request information sent from the second retrieval
processing unit to extract the characteristic descriptors, the
degrees of reliability of the characteristic descriptors and the
use order 1n the retrieval, a conformity judgment processing
1s performed 1n the first retrieval processing unit according
to the extracted characteristic descriptors, the degrees of reli-
ability and the use order 1n the retrieval to obtain the retrieval
result, and the retrieval result 1s sent from the first retrieval
processing unit to the second retrieval processing unit to
make the second retrieval processing unit present the

retrieval result to the user through the user interface unait.

Therefore, the image data retrieval based on the character-
istic descriptors, the degrees of reliability and the use order
in the retrieval can be efliciently performed.

In an i1mage retrieval system according to the present
invention, the retrieval request information, 1 which a use
order of the characteristic descriptors 1n the retrieval, 1s sent
from the second retrieval processing unit to the first retrieval
processing unit as the retrieval request sent from the user
through the user interface unit, and a retrieval order of the
characteristic descriptors 1s renewed 1n the first retrieval pro-
cessing unit according to the use order in the retrieval which
1s included 1n the retrieval request information sent from the
second retrieval processing unit to perform a retrieval pro-
cessing corresponding to the retrieval request of the user.

Therefore, the retrieval processing corresponding to the
retrieval request of the user can be performed.

In an 1mage retrieval system according to the present
invention, the number of characteristic descriptor candidates
in the retrieval result obtained 1n the conformity judgment
processing 1s determined according to the degrees of reli-
ability of the characteristic descriptors in the first retrieval
processing unit for each of a plurality of retrieval steps of
which an applied order i1s determined according to the use
order 1n the retrieval, and the conformity judgment process-
ing 1s performed.

Therefore, the retrieval processing can be performed at
high speed.

The image retrieval system according to the present inven-
tion further comprises a video data reproducing server, and a
video data decoding and reproducing unit. Each piece of
input 1mage data denotes a piece of video data, a piece of key
image data representing each of pieces of video data speci-
fied 1n the retrieval 1s sent from the first retrieval processing
unit to the second retrieval processing unit as the retrieval
result, each piece of key image data 1s received 1n the second
retrieval processing unit as the retrieval result sent from the
first retrieval processing unit to present the retrieval result to
the user through the user interface unit, a reproduction
request indicating a specific key image, which 1s selected by
the user from a plurality of key images indicated by the
pieces of key image data, 1s sent from the user interface unit
and 1s recerved 1n the video data reproducing server, a piece
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ol specific video data represented by the specific key image
1s read out from the 1mage information storing unit and is

sent to the video data decoding and reproducing unit, and the
piece of specific video data sent from the video data repro-
ducing server i1s recewved in the video data decoding and
reproducing unit, 1s decoded and 1s received.

Therefore, a total amount of transferred information can
be effectively reduced.

An 1mage retrieval method according to the present imnven-
tion comprises the steps of extracting a plurality of image
characteristic values from pieces of input image data to pro-
duce a characteristic descriptor for each piece of input image
data, describing each characteristic descriptor as a piece of
for-retrieval description data while holding the correspon-
dence of the piece of for-retrieval description data to a space-
time structure of the pieces of input 1mage data, storing each
piece of for-retrieval description data with the piece of input
image data corresponding to the piece of for-retrieval
description data, analyzing the pieces of stored for-retrieval
description data of the pieces of input image data according
to a retrieval request sent from a user to extract the character-
1stic descriptors, performing a conformity judgment process-
ing according to the extracted characteristic descriptors to
obtain a retrieval result, and presenting the retrieval result to
the user.

Therelore, the image data retrieval based on the character-
1stic descriptors, the degrees of reliability and the use order
in the retrieval can be efliciently performed.

The mmage retrieval method according to the present
invention further comprises the steps of preparing pieces of
video data as the pieces of mput image data, presenting a
piece of key image data, which represents each of pieces of
video data specified in the retrieval, to the user as the
retrieval result, recerving a reproduction request indicating a
specific key image which 1s selected by the user from a
plurality of key images indicated by the pieces of key image
data, reading out a piece of specific video data represented
by the specific key image, and decoding and reproducing the
piece of speciiic video data.

Therefore, a total amount of transferred information can
be effectively reduced.

BRIEF DESCRIPTION OF THE DRAWINGS

FI1G. 1 1s a diagram showing an example of a conventional
image retrieval processing system.

FIG. 2 1s a block diagram explaining the configuration of
an 1mage retrieval system according to a first embodiment of
the present invention.

FIG. 3 1s a flow chart showing the processing of an 1image
data base producing unait.

FI1G. 4 1s a diagram showing an example of the processing
for producing an instance (an XLLM document) of text infor-
mation from the text information of 1mage attributes.

FIG. 5 1s a diagram showing an intra/inter adaptive cod-
ng.

FIG. 6 1s a flow chart showing a total characteristic
descriptor set producing procedure including both a charac-

teristic value extracting processing and a characteristic
descriptor producing processing.

FIG. 7 1s a flow chart concretely showing a producing
procedure of a characteristic descriptor set producing pro-
cessing.

FIG. 8 1s a diagram showing an example of values charac-
terizing a motion distribution.

FIG. 9 1s a diagram showing the meaning of a descriptor
set of an 1ntra frame.
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FIG. 10 1s a diagram showing an example of the process-
ing for producing a characteristic descriptor set from an
extracted characteristic value.

FIG. 11 1s a diagram showing an example 1n which the
characteristic descriptor set 1s hierarchically produced and

described.

FIG. 12 1s a flow chart showing the processing of an
image retrieving unit.

FIG. 13 1s a flow chart showing a conformity judgment
processing.

FIG. 14 1s a diagram showing another configuration
example of an 1mage data base producing unait.

FIG. 15 1s a block diagram showing the configuration of a
characteristic portion placed on a server side of an 1mage
retrieval system according to a second embodiment.

FIG. 16 1s a block diagram showing the configuration of a
characteristic portion placed on a client side of the image
retrieval system according to the second embodiment.

FIG. 17 1s a flow chart showing a plurality of retrieval
processing steps in the image retrieval system of the second
embodiment.

FIG. 18 1s a diagram showing a structure of a for-retrieval
description data file used by the 1image retrieval system of the
second embodiment.

FIG. 19 1s a diagram showing an example of a conformity
Tudgment processing for judging the conformity of a charac-
teristic descriptor according to a search priority 1n a confor-
mity judgment processing unit.

FIG. 20 1s a diagram showing the relationship between a

user’s subjective characteristic and a characteristic descrip-
tor.

PR.

L1
=]

ERRED

DETAILED DESCRIPTION OF THE
EMBODIMENTS

The invention will now be described with reterence to the
accompanying drawings.

Embodiment 1

In a first embodiment, an 1mage retrieval system 1s
described, In this image retrieval system, a user can retrieve
desired 1image data (or a desired 1image) from pieces of image
data (or 1images) which are stored in one data base or a plu-
rality of data bases distributed 1n a network. Also, the user
can use the desired 1image data.

The pieces of image data denote compressed static images
(for example, JPEG images), compressed moving images
(for example, MPEG images) or non-compressed images
according to an 1mage using method. Also, an 1image format
1s not limited. In this first embodiment, as an example of the
present invention, 1t 1s supposed that 1image information 1s
transmitted or collected according to World Wide Web
(WWW) of the internet. However, the present mvention 1s
not limited to the WWW, and the image retrieval system
according to the present invention can be applied for a ser-
vice based on a wire communication or a wireless communi-
cation or a service based on a broadcast network.

FIG. 2 15 a block diagram explaiming the configuration of
an 1mage retrieval system according to the first embodiment.
Hereinatter, a word “class” denotes a definition of data, and
a word “instance” denotes data concretely expressed by a
value according to a class definition. For example, the word
“instance” denotes a file or a variable.

In FIG. 2, 1 indicates an image data base producing unit. 2
denotes 1mage data and attribute information indicated by



US RE42,185 E

9

text information. The attribute information indicates
attributes relating to the 1mage data. 3 indicates a character-
1stic value extracting unit for extracting a prescribed set of
characteristic values (called a characteristic value set) from
cach piece of image data 2. 4 indicates a characteristic
descriptor set producing unit for producing a set of charac-
teristic descriptors (called a characteristic descriptor set),
which denotes a set of instances (called an instance set),
from the characteristic value set extracted 1n the characteris-
tic value extracting unit 3 according to a definition of a char-
acteristic value description data class which 1s common to
another image data base producing unit 1 or another server. 5
indicates an 1mage information storing unit for storing each
piece of 1mage data and the characteristic descriptor set cor-
responding to the piece of image data 1n a patr.

Also, 1 FIG. 2, 6 indicates an attribute list producing unit
for producing a list of attributes (called an attribute list),
which denotes an instance set, from the pieces of attribute
information 2 according to a definition of a text information
description data class which 1s common to another image
data base producing unit 1 or another server. 7 indicates an
attribute list storing unit for storing the attribute list corre-
sponding to the pieces of attribute information 2. 8 indicates
an 1mage retrieving unit. 9 indicates a user iterface unit for
selecting an 1mage, which 1s desired to be retrieved, accord-
ing to a category or a key image of image data to be
retrieved. 10 indicates a retrieval processing unit for per-
forming a retrieval processing according to retrieval condi-
tions indicated 1n the user interface unit 9. 11 indicates a
displaying unit for displaying a retrieved key 1image and a
retrieved 1image. Here, 1n this first embodiment, the attribute
l1st and the characteristic descriptor set are generically
defined as meta data.

Also, 1n FIG. 2, a server comprises the image data base
producing unit 1, which 1s composed of the characteristic
value extracting unit 3, the characteristic descriptor set pro-
ducing unit 4, the image mnformation storing unit 5, the
attribute list producing unit 6 and the attribute list storing
unit 7, and the retrieval processing unit 10 of the image
retrieving unit 8. A client comprises the user interface unit 9
and the displaying unit 11 of the image retrieving unit 8. An
image retrieval system according to the present invention
comprises the server and the client. However, the present
invention 1s not limited to the above-described configura-
tion. For example, 1t 1s applicable that the displaying unit 10
be moved from the server to the client. Also, it 1s applicable
that the server additionally have the user interface unit 9 and
the displaying unit 11 to add a function of the client to the
server. Also, there are a plurality of image data base produc-
ing umts 1 or a plurality of servers, and there are a plurality
of 1mage retrieving units 8 or a plurality of clients. The plu-
rality of image data base producing units 1 or the plurality of
servers are connected with the plurality of 1image retrieving
units 8 or the plurality of clients through a network such as
an 1nternet. As 1s described above, the characteristic descrip-
tor set and the attribute list are produced according to the
characteristic value description data class and the text infor-
mation description data class which are common to the plu-
rality of image data base producing units 1 or the plurality of
SErvers.

Next, the processing performed 1n each unit 1s described
in detail.
(1) Processing of the Image Data Base Producing Unit 1

FI1G. 3 1s a flow chart showing the processing of the image
data base producing unit 1.

Here, the case where image data 1s newly registered to an
image data base 1s considered. The registration to an 1image
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data base 1s mainly composed of two types of processing. In
one type of processing, an attribute list 1s produced from text
information which indicates 1image attributes and 1s attached
to 1mage data, and the attribute list 1s stored in the attribute
list storing unit 7. In the other type of processing, character-
1stic values are extracted from the image data, characteristic
descriptors are produced from the characteristic values, and
the image data and the characteristic descriptors are stored in
the 1mage information storing unit 5 denoting a data base.
Next, each type of processing 1s described 1n detail.

First, the processing (from a step ST1 to a step ST3) from
the production of an attribute list to the registration of the
attribute list 1s described 1n detail.

Initially, text information, which 1s attached to and 1s input
with 1mage information and indicates image attributes, 1s
extracted (step ST1). For example, in cases where 1mage
data denotes moving 1image data of a video mail, pieces of
information of a sender, a sending date and a title of the 1s
video mail, which are sent with the moving image data, are
used as text information indicating image attributes. These
pieces of information indicate a producer and a producing
date of the moving 1mage data of the video mail, so that
these pieces of information denote text information ndicat-
ing attributes of the moving image data. Also, in another
example, 1n cases where 1mage data denotes a video program
ol a television broadcasting transmitted from a broadcasting
station, pieces of program information (the cast, a producer,
a title and a broadcasting date) transmitted with the video
program are considered as text information mdicating image
attributes. Also, 1n cases where an example, 1n which home
video data or a digital picture is stored 1n a home server, 1s
supposed, a user directly inputs mformation relating to a
photographing date or a subject as text information, or 1t 1s
considered that a user transfers the information in a text
format from a video apparatus or a camera to a server.

The extracted text information 1s changed to a format of
an attribute list as an instance in the attribute list producing
unit 6 (step ST2). For example, a document described 1n an
extensible markup language (XML) 1s known as a data type
of the attribute list.

An example of the processing for producing an XLM
document denoting an instance of text information from the
text information of 1image attributes 1s shown 1n FIG. 4.

In an example of FIG. 4, text information attached to a
video mail as attribute information 1s extracted, and a docu-
ment described 1n the XML 1s produced from the text infor-
mation. This XML document denotes unit data correspond-
ing to a constituent unit of an attribute list, and the attribute
list 1s obtained by unitying a plurality of XML documents
prepared from a plurality of video mails 1into a piece of list
data. To describe the XML document, a definition file (called
a document type definition (D'TD)) prescribing a document
structure 1s required. In the document type definition DTD, a
relationship between elements included in the document
structure and a prescription of an occurrence order of ele-
ments are defined.

In the XML document producing processing shown in
FIG. 4, elements of “Category”, “Author”, “Date”, “Time”,
“Title” and “Locator” are included in the element of
“TextInto”, and 1t 1s indicated that each of the elements 1s a
character type data. The extracted text information 1s con-
verted mnto an XML document according to this document
type definition DTD. A value of each element 1n the example
of the XML document shown in FIG. 4 1s surrounded by a
tag <aaa> indicating a start of the element and a tag </aaa>
indicating an end of the element. Here, “aaa” denotes an
clement name defined 1n the document type defimition DTD.
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That 1s, all attributes relating to one video mail are described
in a unit area surrounded by <TextInfo> and </TextInfo>. In
cases where an attribute list, which 1s obtained by unifying
pieces ol attribute data relating to all video mails to be
retrieved, 1s stored, the retrieval of each video mail can be
performed by checking attribute data arranged in the umit
area surrounded by <TextInfo> and </TextInfo>.

Here, the attribute list 1s not limited to the above-
described data type, but 1t 1s applicable that the attribute list
be described according to an arbitrary data structure defined
in advance. For example, this embodiment 1s not limited to
the attribute list described 1n a format of the XML document
as one data type, but 1t 1s applicable that the attribute list be
described by using a bit stream type of binary data. In this
case, 1n the same manner as in the XML document, a syntax
defining a binary data structure, that 1s, the prescription of
the arrangement of elements and the prescription of the
number of bits allocated to each element are required.

The attribute list produced as 1s described above 1s stored
in the attribute list storing unit 7 (step ST3). Here, 1n cases
where a data base for storing pieces of image data differs
from that for storing pieces of text immformation denoting
pieces of attribute mnformation of the pieces of 1image data,
the attribute list, which includes a plurality of addresses of
the pieces of image data stored 1n the data base, 1s stored in
the attribute list storing unit 7. For example, in case of the
WWW, anet work address (called universal resource locator
(URL)), at which each piece of image data 1s located, 1s
specified. In the example of FIG. 4, an element “Locator”
specilying a URL of each piece of image data 1s included 1n
the XML document denoting the attribute list, and an
address of each piece of image data can be specified 1n the
corresponding attribute information of the video mail.

Next, the processing (Irom a step ST4 to a step ST6) from
the extraction of characteristic values of an 1mage to the
production and registration of characteristic descriptors 1s
described in detail.

In the characteristic descriptor producing processing of
the first embodiment, 1image data input and stored has a for-
mat of a video (or a moving 1mage) bit stream which 1s
compressed and coded according to a prescribed coding type
such as MPEG or H.261/H.263.

Initially, characteristic values of an 1mage are extracted
from the video bit stream (step ST4). In the first
embodiment, motion information and data of direct current
components of luminance and color differences 1n an 1ntra-
coded frame are extracted as characteristic values from the
compressed video bit stream. In this embodiment, the com-
pressed video bit stream obtained according to one of inter-
national standardized coding types such as MPEG and
H.261/H.263 1s used. In these coding types, a motion com-
pensation prediction (heremafter, called an inter-coding) or
an mner-frame adaptive coding (hereinatter, called an intra-
coding) 1s performed for a video frame signal for each
macro-block. Each macro-block 1s composed of 16%16
pixels, and characteristics of each macro-block are indicated
by pieces of pixel data which denote luminance signals of
1616 pixels, a type of color signals of 8*8 pixels and
another type of color difference signals of 8*8 pixels. In
particular, 1n cases where the intra-coding 1s performed for
all macro-blocks of one frame, the frame 1s called an intra-
frame. In this case, pieces of compressed 1image data of the
intra-frame can be expanded without other data, and the
intra-frame can be reproduced. In the intra-frame, a plurality
of direct current components of the signals of the intra-
coded macro-blocks of one frame denote data roughly
expressing the whole image of the frame (refer to the lowest
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portion on the lett side 1n FIG. 5). As shown 1n FIG. 5, there
are many cases that the mtra-frame 1s normally and periodi-
cally mserted into a video signal according to a request con-
dition such as a random access.

In contrast, in an inter-coded macro-block 1n which a pre-
dicted residue signal 1s coded according to the motion com-
pensation prediction, only data, which cannot approximate
to a predicted value 1n the motion prediction, 1s coded.
Theretore, the most essential data in the coded information
denotes motion vectors approximating to 1mage information
of a major portion of the macro-block (refer to the lowest
portion on the right side 1n FIG. 5). Therefore, 1n the charac-
teristic value extracting unit 3, direct current components of
the luminance and color difference signals of macro-blocks
of the intra-frames and motion vectors of inter-coded macro-
blocks of inter-frames are extracted from the video bait
stream as characteristic values of 1images.

In a following explanation, a group of frames extending
for a prescribed time-period 1s called a video segment. For
example, the most simple video segment 1s defined as a
group ol frames which starts from one 1ntra-frame and ends
at a frame placed just before a next intra-frame. Also,
another video segment having a longer time-period 1s
defined as a group of frames which starts from one intra-
frame and ends at a frame placed just before another intra-
frame. A time-length of each video segment can be arbitrary
set according to the meaming indicated by contents of the
video segment.

In the first embodiment, a characteristic descriptor set,
which describes characteristics of a video segment, 1s pro-
duced 1n the characteristic descriptor set producing unit 4
according to a characteristic value set extracted 1n the char-
acteristic value extracting unit 3 (step ST3). Heremaftter, a
characteristic value set extracting procedure and a character-
istic descriptor set producing procedure are described 1n
detaul.

FIG. 6 1s a flow chart showing a total procedure for pro-
ducing a characteristic descriptor set in which both the char-
acteristic value extracting processing of the step ST4 and the
characteristic descriptor producing processing of the step

STS shown 1n FIG. 3 are included.

Here, 1t 1s applicable that each video bit stream, which
denotes 1mage data and 1s mput to the characteristic value
extracting unit 3, correspond to one video segment. Also, 1t
1s applicable that a video bit stream, which 1s represented by
a video program extending for a long time-period and 1is
input to the characteristic value extracting unit 3, correspond
to a plurality of video segments. In case of the video bit
stream extending for a long time-period, a time-length corre-
sponding to each video segment 1s specified in the character-
istic value extracting unit 3 according to an instruction sent
from the outside or 1s specified by performing a prescribed
distinguishing processing in the characteristic value extract-
ing unit 3, and the extraction of one characteristic value set
and the production of one characteristic descriptor set are
performed for each specified time-length of each video seg-
ment. Hereinafter, an operation of the image data base pro-
ducing unit 1 1s described in the case where one video bit
stream 1s 1nput to the image data base producing unit 1 for
cach video segment. As 1s described above, each video seg-
ment 1s composed of a set of frames starting from one 1ntra-
frame. The extraction of the characteristic values 1s per-
formed for each frame, and the extraction of the
characteristic values from each intra-frame and the extrac-
tion of the characteristic values from each inter-frame are
performed. In case of the intra-frame, direct current compo-
nents of the luminance and color difference signals are
extracted. In case of the inter-frame, motion vectors are
extracted.
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In detail, the video bit stream 1s mnitially searched for
header information of each frame 1n a step ST7. In cases
where 1t 1s detected that a current frame 1s an intra-frame
(I-frame) (“YES” 1n the step ST7), data of direct current
components ol luminance and color difference signals,
which denotes an average matrix of pixel values, 1s extracted
for each macro-block 1n a step ST8. In FIG. 6, a position of
cach macro-block 1s expressed by “n” 1 an order of the
raster scan performed for the frame, a direct current compo-
nent of the luminance signal of a macro-block placed at a
position “n” 1s expressed by DC,|n], and direct current com-
ponents of two color difference signals of a macro-block
placed at a position “n” 1s expressed by DC,[n] and DC {n]
respectively. The maximum value of “n” 1s determined
according to the number of pixels arranged 1n the longitudi-
nal and lateral directions of the frame. In the international
standardized video coding types such as MPEG and H.26X
series, because the three direct current components of each
macro-block are represented by three DC components of a
(0,0) position 1n a discrete cosine transformation (DCT) per-
formed for each of sub-blocks which compose the macro-
block and respectively have 8*8 pixels, the three direct cur-
rent components of each macro-block can be obtained by
detecting the DC components of the (0,0) position. In this
case, because four sub-blocks exist in each macro-block for
the luminance signal, the direct current component of the
luminance signal 1s set to an average value of four DC com-
ponents of four sub-blocks for each macro-block.

Thereafter, 1n a step ST9, characteristic values of one
intra-frame are respectively accumulated for each intra-
frame. This step 1s performed 1n the characteristic descriptor
set producing unit 4. In detail, the direct current components
DC,|n], DC,[n]and DC,]n] of one intra-frame are accumu-

lated according to following equations (1) for each intra-
frame.

H"VgYsum[ﬂ]=aV gYpre[ﬂ]_l_Dc Y[Il]: anYpre[n]=anYs LitH [Il] ( 1 )

H"VgUsum[H]=aV gUpre[ﬂ]_l_Dc U[Il]: H"VgUpre[n: =H"VgUsum [H]

avgvsum[n]=avgvpr€[ﬂ]+[)c V[H]: avgvpre[ﬂ]=avgvsum[ﬂ]

stdY

ST{FH

[n [=stdY,

e

[n]+DC{n [*DCn];

stdY

2re

[nl|=stdY,,, |n]
stdU,,,,[n]=stdU_, [n]+DC[n]*DCq[n];

stdUJ

Pre

|n|=stdU_,, [n]

stdV_ _|n]=stdV

pre

[n]+DCn[*DCy{n];

stdV

2re

In]=stdV__ |n]|

Here, values of avgY, |n], avgU, |«n], avgV  [n].
stdY . [n], stdU , [n]and stdV , [n] are respectively reset to
zero when the characteristic value extraction processing 1s
started.

When the extraction and storage processing for all posi-
tions “n” of the macro-blocks 1n one intra-frame 1s com-
pleted (“YES” 1n a step ST10), an intra-frame occurrence
number N, 1n the video segment, which 1s counted 1n a
counter, 1s incremented, and the extraction and storage pro-
cessing for a next frame 1s performed (“NO” 1n a step ST11).
In cases where the extraction and storage processing for the
video segment 1s completed (“YES” 1n the step ST11), the
procedure 1s moved to the characteristic descriptor set pro-
ducing processing of a step ST17.

Next, the extraction of characteristic values of an inter-

frame 1s described.
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In cases where 1t 1s judged that a current frame 1s not an
intra-frame (“NO” 1n the step ST7), 1t 1s examined 1n a step
ST12 whether or not the frame 1s an inter-frame (P-frame) of
a forward directional (or one-directional) prediction. Here,
the reason that the inter-frame 1s limited to the P-frame 1s as
follows. As another frame coding type of inter-irame, there
1s a both-directional prediction frame (B-frame) in which a
motion compensation prediction i1s performed while refer-
ring to both a frame corresponding to a past time and a frame
corresponding to a future time. Also, there 1s a sprite predic-
tion frame (S-frame, S-VOP) in which an image 1s repro-
duced by deforming and combining all-scenery images
called a sprite. To distinguish the inter-frame processed 1n
this embodiment from the B-frame and S-iframe, the inter-
frame 1s limited to the P-frame. In this embodiment, the
inter-frame (P-frame), in which a forward directional (or
one-directional) prediction 1s performed while referring to
only a frame corresponding to a past time, 1s processed.
Therefore, 1n cases where 1t 1s judged that the frame 1s not a
P-frame (“NO” 1n the step ST12), no extraction of character-
istic values 1s performed, and the procedure 1s moved to the
processing for another frame.

In cases where 1t 1s judged 1n the step ST12 that the frame
1s a P-frame (“YES” in the step ST12), a plurality of motion
vectors MV[n] of all macro-blocks of the frame is extracted
in the characteristic value extracting unit 3 (step ST13).
Here, each motion vector MV|[n] 1s expressed according to a
following equation (2).

MV[n]=V(x,°+y,”) (2)
X, : a lateral component of the motion vector at the posi-
tion “n” of the macro-block

y, . a longitudinal component ot the motion vector at the

position “n” of the macro-block

Thereafter, when 1t 1s judged in a step ST14 that the
extraction of the motion vectors MV[n] of all macro-blocks
of the current frame 1s completed (“YES” in the step ST14),
a characteristic descriptor set of the inter-frame denoting the
current frame 1s produced 1n a step ST15. This production 1s
performed 1n the characteristic descriptor set producing unit
4.

A flow chart of the producing procedure of the character-
istic descriptor set performed in the step ST1S5 of FIG. 6 1s
shown in FIG. 7 in detail. Initially, an average magnitude of
motion 1 a frame 1s calculated from magnitudes of the
motion vectors MV|[n] of the frame stored in the step ST13

according to a following equation (3) (step ST15-1).

N-1 (3)
Crp = (1/N)$Z MV 1]
N=0

Here, N denotes the number of macro-blocks in one
frame.
Thereatter, 1n a step ST135-2, a threshold processing 1s
performed for each motion vector MV|[n] according to a
following equation (4).

MV'[n]=MV[1]; if MV[n]=Cnp (4)

MV'|n]=0; if MV|n|<Cup

Theretfore, a distribution (or an matrix) of new motion vec-
tors MV'[n] is obtained. Thereafter, values characterizing a
motion distribution are obtained as follows by scanning the
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distribution of the motion vectors MV'[n] in the raster scan
order (step ST15-3).

N_ . the number of zero runs (that 1s, short runs) respec-
tively having a length equal to or shorter than a length
corresponding to 14 of the number of pixels serially
arranged 1n the lateral direction of the frame

N_ : the number of zero runs (that 1s, middle runs) which
respectively have a length higher than a length corre-
sponding to 14 of the number of pixels serially arranged
in the lateral direction of the frame and have a length
shorter than a length corresponding to 24 of the number
of laterally-arranged pixels

N, : the number of zero runs (that 1s, long runs) respec-
tively having a length equal to or higher than a length
corresponding to 24 of the number of pixels serially
arranged 1n the lateral direction of the frame Here, as 1s
realized 1n FIG. 8, the complexity of the motion 1s high
in a frame 1n which many short runs exist, and the
motion 1s distributed m a wide area of the frame. In
contrast, the motion 1s localized in a frame 1n which
many long runs exist.

When the extraction and storage processing for all posi-
tions “n” of the macro-blocks i1n one inter-frame 1s com-
pleted (“Y_JS” in the step ST14), an inter-frame occurrence
number N in the video segment, which is counted 1n a
counter, 1s incremented, and the extraction and storage pro-
cessing for a next frame 1s performed (“NO” 1n a step ST16).
In cases where the extraction and storage processing for the
video segment 1s completed (“YES” 1n the step ST16), the
procedure 1s moved to the characteristic descriptor set pro-
ducing processing of the step ST17.

As a result, a characteristic descriptor set (C, 5, N_, NW
N, ) of each inter-frame arranged in the video segment 1s
obtained. The characteristic descriptor set 1s accumulated for
cach mter-frame to produce a characteristic descriptor set of
the video segment in the step ST17 (described later in
detail).

As 1s described above, the extraction of the characteristic
values and the production of the characteristic descriptor set
are performed for each frame of the video segment.
Therealter, a characteristic descriptor set of the video seg-
ment 1s finally produced 1n the step ST17. This production 1s
also performed 1n the characteristic descriptor set producing
unit 4.

In detail, in case of the intra-frame, a characteristic
descriptor set (avgY[n], avgU[n], avgV[n], stdY[n], stdU[n]
and stdV[n]) 1s produced from the stored characteristic val-
ues avgY_  |nl|, avgU_ [n], avgV__In], stdY,_,  [n],
stdU_ _In] and stdV_ _|n] and the number N, of the intra-
frames existing in the video segment according to following

equations (5) for each position “n” of the macro-block.

avgY|[n| =avgY _ [n]/Np (3)
avgU[n| =avgl_ [n]/N;

avgV|[n] =avgV___[n]/N;

stdY[n] = / {std Ysum[n] /Ni — (avg Y[n])?)

stdU[n] = y/ {5tdUypm [n] /N — (avgUln])?}

StdV[n] = y {5tV [1] /Ny — (ave VIn])2}

As a result, as for the intra-frame, N*6 characteristic
descriptors are produced for each video segment, and a char-
acteristic descriptor set 1s composed of N*6 characteristic
descriptors. The meaning of these characteristic descriptors
1s described with reference to FIG. 9.
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Initially, the extraction of direct current components of the
macro-blocks of each frame 1s equivalent to the drawing of a
wavelorm obtained by plotting an average brightness and an
average color of 1image data at a position “n” of each macro-
block with respect to a time axis. That 1s, a time series of
characteristic values avgY|n] indicates the time-changing of
the brightness at the position “n” of each macro-block, a
time series of characteristic values avgU[n] and a time series
of characteristic values avgV|[n] respectively indicate the
time-changing of the color at the position “n” of each macro-
block. Also, the characteristic value stdY[n] indicates a
degree of dispersion of the wavelform shown in FIG. 9 from
the average value(avgY|[n]), the characteristic value stdU[n]
indicates a degree of dispersion from the average value
(avgU[n]), and the characteristic value stdV[n] indicates a
degree of dispersion from the average value (avgV|[nl]).
Therefore, the characteristic descriptor set (avgY[n], avgU
In], avgV[n], stdY[n], stdU[n] and stdV|n]) denotes a series
of descriptors characterizing a time change of the brightness
and a time change of the color 1n a series of intra-frames of
the video segment. It 1s assumed that wavetorms of the direct
current components DC,{n], DC,[n] and DC,|n] are stored
as characteristic descriptors, the number of characteristic
descriptors 1s infinitely increased according to the length of
the video segment. However, 1n this embodiment, because
the characteristic descriptors avgY|[n], avgU|n], avgV|[n],
stdY[n] stdU[n] and stdv|[n] are used, characteristics relat-
ing to the brightness and color of the video segment can be
described by the characteristic descriptors, of which the
number 1s a constant value of N*6, on condition that a time
change of the characteristics of the video segment 1s held
and the number of characteristic descriptors does not depend
on the length of the video segment.

In contrast, as for the inter-frame, the characteristic
descriptor set (C», N_, N N, ) produced for each 1inter-
frame 1s averaged for the inter-frames of which the number
1s N, 1n the video segment. Therefore, as for the inter-frame,
four characteristic descriptors are produced for each video
segment.

In addition, the characteristic descriptor set 1s expressed 1n
a specific structure so as to heighten the convenience as to
the retrieval. That 1s, there 1s a case that a data format of the
characteristic descriptor set 1s set to that of the XML docu-
ment 1n the same manner as that of the attribute list.

The processing for producing a characteristic descriptor
set from the extracted characteristic values 1s shown 1n FIG.
10.

As shown 1n FIG. 10, the characteristic value set extracted
from the video bit stream in the characteristic value extract-
ing unit 3 1s transformed into an XML document denoting a
characteristic descriptor set according to the document type
definition (DTD). In the characteristic descriptor set shown
in FIG. 10, the characteristic descriptor set relating to the
motion vectors and the characteristic descriptor set relating,
to the direct current components of the luminance and color
difference signals described above are included. Information
surrounded by <Motionlnfo> and </Motionlnfo> denotes
the characteristic descriptor set relating to the motion
vectors, and the characteristic descriptors (C, ., N_, N_ |
N, ) are surrounded by tags “Average”, “Shortrun”, “Medi-
umRun” and “LongRun” respectively and are described.

Also, mformation surrounded by <ColourTexture> and
</ColourTexture> denotes the characteristic descriptor set
relating to the direct current components of the luminance

L ] [T

and color difference signals. In this information, information
surrounded by <YDC> and </YDC> denotes a set of the
characteristic descriptors relating to the direct current com-
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ponents of the luminance signal, and the characteristic
descriptors (avgY[n], stdY[n]) are surrounded by tags “Aver-
age” and “std” respectively. Also, information surrounded
by <UDC> and </UDC> and information surrounded by
<VDC> and </VDC> respectively denote a set of the charac-
teristic descriptors relating to the direct current components
of the color difference signals, and the characteristic descrip-
tors (avgU[n], stdU[n]) and the characteristic descriptors
(avgV|[n], stdV|n]) are surrounded by tags “Average” and
“std” respectively.

Also, the characteristic descriptor set shown i1n FIG. 10
includes auxiliary information relating to media 1n addition
to the characteristic descriptor set relating to the motion vec-
tors and the characteristic descriptor set relating to the direct
current components of the luminance and color difference
signals. In FIG. 10, information surrounded by <Medialnio>
and </Medialnfo> denotes the auxiliary information, and
image format (Format) such as MPEG-1 or JPEG, type of a
storing medium (Medium) such as CD or DVD, information
relating to color such as a colored 1image or a monochrome
image, image size and information mdicating a terminal per-
formance required to display image are included as the aux-
iliary mformation. This auxiliary information 1s required
when a user reproduces and displays a retrieved image, and
the user can specily the auxiliary information as retrieval
conditions. Also, specific information indicating an address,
at which an 1mage 1s stored, 1s included as the auxihary
information. In the example of FIG. 10, information sur-
rounded by <Locator> and </Locator> denotes the specific
information, and the specific information is specified by the
universal resource locator (URL).

As a characteristic descriptor other than those shown 1n
FIG. 10, a specific characteristic descriptor, which describes
an 1mage characteristic indicating a prescribed meaning, 1s
known. This specific characteristic descriptor expresses a
team name of a player displayed 1n a sport picture or a rela-
tionship between persons displayed in a picture. In cases
where home video data or a digital photograph 1s stored 1n a
home server, a user directly inputs a meamng characteristic
indicated by a subject of a picture as text information. Also,
in cases where a program of the television broadcasting 1s
stored 1n a home server, the specific characteristic descriptor
can be automatically extracted according to program infor-
mation.

In addition, as another characteristic descriptor other than
those shown 1n FIG. 10, in addition to the average character-
istics 1n the video segment indicated by the characteristic
descriptor set (C», N, N N, ) of the inter-frames, it 1s
applicable that a variance (or a standard deviation) of a char-
acteristic descriptor in the inter-frames of the video segment
be calculated and added to the characteristic descriptor set
(Cap, N, N N, ) as an index of the complexity of a time
change of the characteristic descriptor, that 1s, as an index of
the complexity relating to a motion change, 1n the same
manner as the characteristic descriptor set for the intra-
frames of the video segment. In this case, the characteristic
value indicating the time change of the motion can be added.

Also, 1t 1s applicable that the characteristic descriptor set
relating to the intra-frames of the video segment be pro-
cessed 1n the same manner as in the production of the char-
acteristic descriptor set relating to the inter-frames of the
video segment to reduce the number of characteristic
descriptors. For example, values (Cy.ny Cpngp Cpopy) are
calculated according to following equations (6) for each
intra-frame. The value C;.,; denotes the average-in-screen
of luminance values in the N -th intra-frame of the video

segment, and the values C,; »; and C,, 5, respectively denote
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the average-in-screen of color difference values 1n the N, -th
intra-frame of the video segment.

Nmb (6)
Cynt = (1/Nyy)* ) DCyxln]

n=1

le::-
Cunt = (1/Npp) # Z DCynr(n]
n=1

Nmb
Cynr = (1/Np) % > DCy nrln]
n=1

Here, N_ . denotes the number of macro-blocks 1n each
intra-frame.

Tl}erefore, in.cases where the VEI]U?S (Cynr Conp Coar)
relating to one intra-frame are used in the same manner as
the value CNP relating to one inter-frame, the values (Cy- 5,
Cone Cp ) can be set as three values (a luminance Valug, a
color difference value and another color difference) which
correspond to the characteristic descriptors (N_, N, N, )

relating to one inter-frame 1n the 1mage screen. The set of the
values (Cy np Covp Cpay) describes the complexity of a
distribution of luminance and color 1n a space of luminance
and color differences. Therefore, 1n cases where the set of
the values (Cynp Corap Cpap) 18 used as a characteristic
descriptor set for each intra-frame, the number of character-
1stic descriptors required to describe the characteristics of
the video segment can be reduced by calculating the average
and the vanance (or the standard deviation) of the character-
istic descriptors (Cynp Coap Cpag) relating to the intra-
frames of the video segment. In contrast, 1n the same manner
as the characteristic descriptor set relating to each intra-
frame, 1t 15 applicable that the characteristic descriptor set
relating to each inter-frame be described for each macro-
block of the inter-frame while a time change of the charac-
teristics of the inter-frames of the video segment 1s described
with the precision of the macro-block.

Also, as shown 1n FIG. 11, 1t 1s applicable that the charac-
teristic descriptor sets corresponding to the macro-blocks of
cach intra-frame described 1n the first embodiment be pro-
duced and described 1n a hierarchical structure from a high-
ranking layer to a low-ranking layer to perform a hierarchi-
cal retrieval. Therefore, all types of changes of the
luminance and color differences from a wide-view change 1n
the whole 1image screen to local changes 1n the macro-blocks
of each mmage screen can be described, and the retrieval
processing can be performed so as to meet the needs of
users. Also, 1n cases where the number of hierarchical layers
1s additionally specified, it 1s suilicient to hold the character-
istic descriptor sets required for the specified hierarchical
layers. Therefore, an amount of data of the characteristic
descriptor sets can be appropriately adjusted.

In addition, the number of characteristic descriptor sets
relating to the intra-frames of the video segment 1n the first
embodiment depends on the number of macro-blocks.
Therefore, in cases where the number of macro-blocks 1n
cach frame of one video segment ditfers from that 1n another
video segment, a conformity judgment processing cannot be
strictly performed between the video segments. To solve this
problem, the interpolation or thinning-out of characteristic
descriptor sets relating to to-be-retrieved 1image data and the
thinning-out or interpolation of characteristic descriptor sets
relating to user-proposed 1mage data are performed accord-
ing to the number of macro-blocks 1 each of the to-be-
retrieved 1image data and the user-proposed 1mage data to

make the number of macro-blocks in the to-be-retrieved
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image data equal to that in the user-proposed 1image data, and
it 1s judged whether or not the to-be-retrieved image data
matches with the user-proposed 1mage data. This case hap-
pens when the retrieval processing 1s performed for a data
base 1n which many pieces of video contents having various
image formats are mixed. However, a predetermined image
format 1s usually used for various practically-used applica-
tions (for example, programs of the digital broadcasting) to
simplity the facilities required to use the applications, so that
the above-described case 1s not so many. Also, in this
embodiment, the extensible markup language (XML) 1s
adopted to describe the characteristic descriptor sets.
However, this embodiment i1s not limited to the XML. For
example, 1n the same manner as in the attribute list, 1t 1s
applicable that the characteristic descriptor sets be described
according to a data structure defined 1n advance.

As 1s described above, when a characteristic descriptor set
1s produced 1n the processing of the step ST5 in the charac-
teristic descriptor set producing unit 4, the produced charac-
teristic descriptor set 1s stored with the image data in the
image mformation storing unit 5 (step ST6). In this case, 1t 1s
applicable that a data base for storing the characteristic
descriptor set differ from a data base for storing the image
data. In this case, it 1s required that the characteristic descrip-
tor set includes an address indicating a storing position of the
corresponding image data. In the example shown 1n FIG. 10,
the element “Locator” 1s included in the characteristic
descriptor set, and the unmiversal resource locator (URL) 1s
set to the value of the element “Locator”.

(2) Processing 1n the Image Retrieving Unit 8

Next, processing performed in the image retrieving unit 8
1s described.

FI1G. 12 1s a flow chart showing the processing performed
in the 1image retrieving unit 8. The processing of the image
retrieval 1s classified into two types of processing. That 1s,
the processing of the image retrieval 1s composed of the
retrieval based on the attribute list and the characteristic
similarity retrieval based on the characteristic descriptor
sets.

First, the retrieval processing based on the attribute list 1s
described 1n detail.

Initially, a user inputs a retrieval condition to the image
retrieving unit 8 though the user interface unit 9 (step ST18).
In this embodiment, for example, user’s text information
such as a category of an 1mage to be retrieved, a production
date of the image and/or a producer of the image 1s input.
The user’s text information input by the user 1s sent to the
retrieval processing unmt 10. In the retrieval processing unit
10, a conformity judgment processing 1s performed to judge
the conformity of the user’s text information with attribute
information of an attribute list stored 1n the attribute list
storing unit 7 (step ST19). For example, a user specifies a
production date of an image and a producer of the image as a
retrieval condition. In the example of FIG. 4, tags of “Date”,
“Time” and “Author” are searched, and the matching (or
conformity) of the retrieval condition with a value sur-
rounded by each tag 1s judged.

As a result of the conformity judgment processing for the
attribute list, in cases where attribute information of a video
mail agreeing with the retrieval condition 1n all elements of
the “Date”, “Time” and “Author” exists (“YES™ 1n the step
ST19), the attribute information of the video mail agreeing
with the retrieval condition 1n all elements of the “Date”,
“Time” and “Author” 1s extracted from the attribute list and
1s sent to the displaying unmit 11 (step ST20). Therefore,
because text information attached to image data as the
attribute information 1s structurized and described, the
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attribute information composed of elements required for the
retrieval can be extracted, and the matching (or conformity)
ol the attribute information with the user’s text information
(or the retrieval condition) can be judged.

The processing in the step ST20 and a step ST21 1s
repeated until all pieces of attribute information of the
attribute list stored in the attribute list storing unit 7 are
searched (“NO” 1n the step ST21). When all pieces of
attribute information of the attribute list are searched
(“YES” 1n the step ST21), all pieces of attribute information
conforming to the user’s retrieval condition are detected 1n
the processing of the step ST20 and are sent to the displaying
umt 11.

When all pieces of attribute information conforming to
the user’s retrieval condition are extracted from all pieces of
attribute information of the stored attribute list and the send-
ing of the pieces of attribute information conforming to the
user’s retrieval condition as a conformity result 1s completed
(“YES” 1n the step S121) a list of the pieces of attribute
information conforming to the user’s retrieval condition 1s
displayed in the displaying unit 11 (step S122). In the
example of FIG. 4, a list of the pieces of attribute
information, of which values 1n the elements “Date”, “Time”
and “Author” agree with values iput by the user as the
retrieval condition, 1s displayed as text information. In this
case, as 1s shown 1n the example of FIG. 4, when the pieces
ol attribute information are described in the format of the
XML document, the XML document of the pieces of
attribute information 1s transformed, in the displaying unit
11, into a hypertext markup language (HTML) type data
possible to be displayed 1n the Browser. Also, 1n cases where
a hyper link 1s allocated to the pieces of attribute
information, a user can easily access to the pieces of attribute
information in a next time. Also, in cases where the 1image
data denotes video data and has a prescribed display area, a
key frame of the video data 1s displayed with the pieces of
attribute information. In cases where a link from data of the
key frame to the video data is established, the user can intu-
itively access to the video data.

As 1s described above, because the attribute list 1s structur-
1zed at a pre-determined data format, the data structure of the
attribute list can be analyzed on the user side by using a file
(for example, the document type definition (DTD)) 1n which
the data format 1s defined, and the data format of attribute
information of the attribute list can be easily transformed
into another data format possible to be displayed.

Next, 1n cases where attribute information of a desired
image exists in the list of the pieces of attribute information
displayed 1n the displaying unit 11, the user inputs a repro-
duction instruction through the user interface unit 9 (step
ST23) and selects attribute information of the desired 1mage
(step ST24). Thereafter, image data corresponding to the
attribute information of the desired 1mage 1s extracted, in the
image information storing unit 5, according to an address
(URL) included 1n the attribute information of the desired
image under the control of the retrieval processing unit 10,
the 1mage data corresponding to the attribute information of
the desired image 1s transferred to the displaying umt 11, and
the reproduction and display of the image data 1s performed
in the displaying unit 11 (step ST25).

In contrast, 1n cases where attribute information of a
desired 1mage does not exist 1n the list of the pieces of
attribute information displayed in the displaying unit 11 but
attribute information similar to the attribute information of
the desired 1image exists in the list of the pieces of attribute
information, or in cases where a key frame displayed with
the attribute information 1n the displaying unit 11 1s similar
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to the desired image, the user mputs a similarity retrieval
instruction through the user interface unit 9 (step ST23) and
selects attribute mmformation (that 1s, similar attribute
information) similar to the attribute information of the
desired 1mage to use the similar attribute information in the
similarity retrieval (step ST26). Therefore, an 1mage similar
to the desired 1image can be retrieved from 1mages stored in
the 1mage mformation storing unit 5.

That 1s, when the user mputs the similarity retrieval
instruction through the user interface unit 9 (step S1T23) and
selects the similar attribute information to use the similar
attribute information 1n the similarity retrieval (step ST26), a
characteristic stmilarity retrieval for a plurality of specific
characteristic descriptor sets corresponding to the similar
attribute 1nformation 1s performed to extract the specific
characteristic descriptor sets of a similar image (or a piece of
similar image data) selected 1n the step ST26 from character-
1stic descriptor sets stored in the 1image information storing
unit 5, and the conformity judgment processing is performed
to judge the conformity of each specific characteristic
descriptor set of the similar image with characteristic
descriptor sets of the other images (or the other pieces of
image data) (step ST27). Heremnaftter, as 1s described above,
the case where the characteristic values are described as the
characteristic descriptor sets relating to the direct current
components of the luminance and color difference signals or
the motion vectors 1s described as an example.

FIG. 13 1s a flow chart showing 1n detail an example of the

conformity judgment processing performed 1n the step ST27
of FIG. 12.
Initially, the four characteristic descriptors C,,», N_, N _
and N, relating to the motion vectors of the inter-frames of
one video segment and the N*6 characteristic descriptors
avgY|nl], avgU[n], avgV[n], stdY[n], stdU|n] and stdV|[n]
relating to the direct current components of the luminance
and color difference signals of the intra-frames of the video
segment are prepared for each video segment, and 1t 1s
judged whether or not each of values of the characteristic
descriptors of the characteristic descriptor sets of the other
images 1s placed within a prescribed range determined by
upper and lower threshold values and the corresponding
value of one characteristic descriptor of one specific charac-
teristic descriptor set of the similar image selected 1n the step
S26 (step ST27-1 to step ST27-11). In cases where each of
values of all characteristic descriptors of the characteristic
descriptor sets of one of the other images 1s placed within the
prescribed range, the conformity 1s judged for the image. In
other cases, the inconformity 1s judged for the 1image.

Thereafter, address information (URL) of the image, for
which the conformity 1s judged, 1s sent to the displaying unit
11 (step ST28). Thereafter, until the conformity judgment
processing for all characteristic descriptor sets stored in the
image information storing unit 5 1s completed (“NO” 1n a
step ST29), the conformity judgment processing for non-
judged characteristic descriptor sets 1s repeatedly performed.

Thereafter, when the conformity judgment processing for
all characteristic descriptor sets stored 1n the 1image informa-
tion storing unit 5 1s completed (“YES” 1n a step ST29), each
of 1mages corresponding to the conformity judgment is
extracted from the images stored in the image information
storing unit 5 according to address information of the image
in the displaying unit 11, and each extracted image 1s repro-
duced and displayed (step ST22). Here, in case of moving
image, address information of a key frame of each moving
picture corresponding to the conformity judgment 1s sent to
the displaying umt 11, and the key frames of the moving
images are reproduced and displayed 1n the displaying unit
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11. Thereatfter, the user selects a moving picture, which 1s
desired to be displayed, from a list of the key frames dis-
played in the displaying unit 11 through the user interface
unit 9 (step ST24), and the desired moving picture 1s repro-
duced and displayed (step ST25). In this case, 1t 1s applicable
that the user select another similar 1image, with which the
user desires to again perform the similarity retrieval, (step
ST26) to perform the similanty retrieval 1n the same manner
as that described above (step ST27).

Accordingly, in the 1image retrieval system according to
the first embodiment, after the retrieval based on the attribute
information is performed while referring to the attribute list,
the retrieval based on the characteristic descriptors 1s per-
tormed. Therefore, the retrieval can be efliciently performed.

Here, this embodiment 1s not limited to the conformity

15 judgment processing of the step ST27, and various methods
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can be considered as the conformity judgment processing.
That 1s, 1n the example of FIG. 13, all characteristic descrip-
tors are multiplied by the same weighting value, and each
characteristic descriptor 1s compared with the threshold val-
ues. However, 1n cases where the user regards the motion as
important 1n the retrieval, it 1s applicable that a compared
result of each characteristic descriptor be weighted to obtain
a final result. Also, 1n the example of FIG. 13, compared

results of all characteristic descriptors are connected with
each other 1n cascade to obtain a final result. However, 1t 1s

applicable that an appropriate normalizing processing be
performed for compared results of all characteristic descrip-
tors to judge the conformity according to a group of the
compared results combined with each other. These confor-
mity judgments can be adjusted to use data of the character-
1stic descriptors most efficiently 1n the retrieval according to
the retrieval object.

Also, 1n the retrieval using a plurality of types of charac-
teristic descriptors, it 1s applicable that the conformity judg-
ment processing (or retrieval equations) be held 1n the for-
mat of descriptor 1n advance according to a type of the
application (retrieval system or database). That 1s, in cases
where the judgment processing 1s described according to a
standard description method, the user can describe a method
for using a plurality of characteristic descriptors for the
retrieval, and this description does not depend on the appli-
cation. Therefore, various types of applications can be sys-
tematically used in the image retrieval system. Also, for
example, 1n cases where a second data base 1s connected
with the data base of this image retrieval system through an
internet and the same characteristic descriptors as those used
in the data base are used 1n the second data base, the retrieval
processing can be performed for data of the second data base
according to the common conformity judgment processing.
As an example of the description of the conformity judgment
processing, following descriptions (1) to (7) can be consid-
ered.

(1) A method for using a plurality of characteristic
descriptors for the conformity judgment 1s described.
For example, one-time retrieval or a series of cascade
retrievals 1s used for the conformity judgment.

(2) A weighting factor, which 1s determined according to
the importance of each characteristic descriptor, 1s
applied for the characteristic descriptor in one-time
retrieval processing.

(3) A normalizing method for each characteristic descrip-
tor 1s provided in one-time retrieval.

(4) An order of descriptors used in the retrieval 1s pro-

vided.

(5) In case of the retrieval in the cascade connection, the
number of candidates obtained from the characteristic

descriptors 1s provided for each retrieval.
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(6) A value indicating the precision of the description of
cach characteristic descriptor (how accurate the charac-
teristic 1s described) 1s provided.

(7) A judgment standard for judging whether retrieval
candidates obtained 1n the matching of each character-
1stic descriptor are output 1n the “AND” connection or
the “OR” connection 1s provided.

It 1s applicable that these descriptors processed 1n the con-
formity judgment processing procedure be described in a
fixed description peculiar to the application. Also, 1t 1s appli-
cable that these descriptors processed in the conformity
judgment processing procedure be described so as to be cus-
tomized by a user. For example, a user recetves information
of types of the characteristic descriptors, which 1s possible to
be used for the retrieval, from the image retrieval system,
and the user can renew the originally-set conformity judg-
ment processing, which 1s described as descriptors, to a per-
sonal conformity judgment processing, which reflects tastes
of the user, according to the information. Therefore, in this
case, the user can tlexibly perform the retrieval processing.
This customizing of the conformity judgment processing 1n
the 1mage retrieval system can be performed 1n some degree
in dependent on the application. However, 1n cases where a
common standard description format 1s prepared for the con-
formity judgment processing, the customizing of the confor-
mity judgment processing in the image retrieval system can
be widely performed, and data usable 1n the retrieval pro-
cessing can be held 1n a plurality of different types of appli-
cations.

Also, as an example for which the image retrieval system
1s applied, the 1image retrieval system according to the first
embodiment can be applied for a supervisory system. For
example, in cases where the 1image retrieval system 1s
applied for a supervisory system 1n which a monitoring cam-
era monitors a trespasser, the trespasser can be detected
according to characteristic values of motion obtained from a
monitored 1mage. Therefore, meta-data, 1n which character-
istic values of motion obtained from the monitored image
are described, 1s registered with a monitored 1mage bait
stream 1n a data base, and information such as a recording
date of the monitored 1image 1s registered as attribute infor-
mation of an attribute list. When the user reproduces the
monitored 1image recorded in the data base, text information
such as a date 1s mput as a retrieval key, and a keyword of
“trespasser” 1s input as another retrieval key. Thereafter, can-
didates for the retrieval image are selected from a registered
list of 1mages, meta-data attached to the candidates for the
retrieval image 1s retrieved, and images respectively seeming,
to be related to the trespasser are displayed. Therefore, the
user can select a desired 1mage from the displayed images,
and the user can watch the desired image. In addition, 1n
cases where the user requests the retrieval of 1mages similar
to the desired 1mage already retrieved and obtained, even
though an accurate recording date or an accurate recording,
time of each similar 1image 1s unclear, the similar images are
retrieved from the stored 1mages by checking the matching
of the desired image with each stored image according to the
characteristic descriptor sets of the stored image, and the
user can obtain a detailed retrieval result.

Also, as another example for which the image retrieval
system 1s applied, the image retrieval system according to
the first embodiment can be applied for a system 1n which a
video mail or a broadcast program desired by a user 1s
retrieved from video mails stored 1n a portable terminal or
broadcast programs stored 1n a home server and 1s repro-
duced. An attribute list 1s composed of pieces of attribute
information of broadcast programs recorded in the home
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server, a title of each broadcast program extracted from pro-
gram information and cast information. The retrieval 1s per-
formed when the user inputs information of a desired broad-
cast program. However, 1n cases where the user cannot
obtain information of the desired broadcast program as a
retrieval result, the user can perform the similarity retrieval
based on the characteristic descriptor sets attached to each
image. Therelore, even 11 the user do not accurately remem-
ber information of the desired broadcast program, the user
can retrieve the desired broadcast program according to his
impression of the desired broadcast program.

In addition, as to the operations in the characteristic value
extracting unit 3 and the characteristic descriptor set produc-
ing unit 4, the characteristic values to be extracted and the
characteristic descriptor sets to be produced, there are other
various examples. For example, as shown 1n FIG. 14, before
non-compressed 1mage data 1s compressed and coded 1 a
video compressing and coding unit 12, characteristic values
are extracted from the non-compressed image data and are
sent to the characteristic value extracting unit 3, and the
characteristic values are sent to the characteristic descriptor
set producing umt 4. As an applied example of the image
retrieval system having the image data base producing unit 1
of FIG. 14, the image retrieval system can be applied for a
system 1n which video data obtained by performing the
monitoring for a long time 1s compressed and stored. In this
system, characteristics (color, shape, size, motion level and
moving direction) ol a moving body or a trespassing object
are directly detected from digitized video data, which 1s
input from a camera and 1s not compressed, and are extracted
from the digitized video data as characteristic values, and
characteristic descriptor sets are produced from the charac-
teristic values 1n the characteristic descriptor set producing,
unit 4. Thereafter, in the 1image information storing unit 3,
cach characteristic descriptor set 1s stored with a correspond-
ing video segment which i1s compressed and coded 1n the
video compressing and coding unit 12.

In this example, because the characteristic values are
extracted from the non-compressed video data which has the
detailed characteristics of the moving body or the trespass-
ing object, detailed characteristic descriptors (the detailed
description of a type of a subject or a locus) can be produced
as compared with the case where characteristic values are
extracted from compressed data. In contrast, to produce the
detailed characteristic descriptors, a complicated calculation
processing system 1s required. Therefore, a high calculation
performance 1s required for the characteristic value extract-
ing unit 3 and the characteristic descriptor set producing unit
4.

This complicated calculation processing system can be
applied for not only a monitoring camera but also a video
camera, used for a broadcasting service, in which the quality
and reliability for image are more important than the cost for
image. In this case, the whole 1mage retrieval system
described according to this embodiment functions as a video
library system 1n which programs are produced in the broad-
casting service. That 1s, a characteristic descriptor set of each
video 1image (or 1image data) obtained from the video camera
1s recorded with the 1mage 1n a data base. Therefore, images
similar to a required 1mage can be efficiently retrieved by
using similarity elements held 1n the images as a key. Also,
in cases where the complicated calculation processing sys-
tem 1s applied for a personal-use video camera, image data 1s
processed according to a simple preparation function before
the compressing and coding for the image data. Therelore,
for example, 1n cases where a characteristic descriptor set
relating to a face image of each person 1s produced and
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recorded with the face image 1n a recording medium (for
example, a video tape, a personal computer or a hard disk
arranged 1 a home server), an 1mage corresponding to a
specific face can be retrieved from a large number of 1mages
not put i order according to the matching of each character-
1stic descriptor set with a retrieval condition.

Accordingly, because the attribute list 1s used for any
application, a plurality of recording mediums and data bases
can be uniformly managed from a standpoint of attributes of
recorded 1mages, and the addition and deletion of 1images to
be used as candidates for the retrieval can be easily per-
formed by checking the attribute list. Therefore, the con-
struction of the image retrieval system can be uniformly and
casily performed as well as the retrieval processing.

Embodiment 2

In a second embodiment, a plurality of types of character-
1stic descriptors, which describe motion, brightness, color
and the like, are extracted from video data of a moving
picture, a characteristic descriptor set 1s produced by com-
bining the types of characteristic descriptors with each other
for each macro-block, and the characteristic descriptor sets
are used as a key of the retrieval. Therefore, 1t 1s possible to
reflect a retrieval course intended by a user on an 1mage
retrieval system and an image retrieval method according to
the second embodiment. Heremnafter, an example of the
image retrieval system and image retrieval method 1s
described. Here, 1n the first embodiment, the retrieval pro-
cessing unit 10 1s arranged in the server. However, 1n the
image retrieval system according to the second embodiment,
a retrieval processing unit 1s arranged 1n both the server and
the client, and the server and the client are connected with
cach other through both a network A and a network B.

FIG. 15 1s a block diagram showing the configuration of a
characteristic portion placed on a server side 1n the 1image
retrieval system according to the second embodiment. That
1s, FIG. 15 shows a detailed configuration of the characteris-
tic descriptor set producing unit 4 shown in FIG. 2. Also, the
retrieval processing unit 10 1s divided into a retrieval pro-
cessing unit 10A and a retrieval processing unit 10B, FIG. 15
shows a block diagram of the retrieval processing unit 10A
placed on the server side, and a video reproducing server 218
required to reproduce a retrieval result 1s shown 1n FIG. 15.

In FIG. 15, 201 denotes compressed video data, 202 1ndi-
cates a characteristic descriptor producing unit, 203 denotes
characteristic descriptor data, 204 indicates a characteristic
descriptor reliability calculating unit, 205 denotes data indi-
cating a characteristic descriptor reliability, 206 indicates a
retrieval-use-order-oi-characteristic-descriptor determining
unit, 207 denotes retrieval-use-order-of-characteristic-
descriptor (search priority) data, 208 denotes information
indicating a storing position of the compressed video data
201, and 209 mdicates a for-retrieval description data pro-
ducing unit.

Also, 210 denotes a for-retrieval description data file, 211
indicates a for-retrieval description data analyzing unait, 212
denotes characteristic descriptor data and the like analyzed
in the for-retrieval description data analyzing unit 211, 213
indicates a conformity judgment processing unit, 214
denotes a processing result of the conformity judgment, 2135
indicates a retrieval result coding and transmitting unit, 216
denotes retrieval request information, 217 denotes retrieval
result information, 218 indicates a video reproducing server,
219 denotes reproduction request information, 220 indicates
a reproduction control unit, 221 denotes reproduced contents
specilying mformation, 222 denotes video contents data to
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be reproduced, 223 indicates a video data transmitting unait,
and 224 denotes delivery video data.

FIG. 16 15 a block diagram mainly showing the configura-
tion of a characteristic portion placed on a client side of the
image retrieval system according to the second embodiment.
That 1s, the retrieval processing unit 10 shown in FIG. 2 1s
divided into the retrieval processing unit 10A and the
retrieval processing unit 10B, and FIG. 16 shows a detailed
block diagram of the retrieval processing unit 10B placed on
the client side. Also, FIG. 16 shows a user interface arranged
for both the 1nteraction between a user and a video decoding
and reproducing unit, 1n which a retrieval result 1s repro-
duced for the user, and the display of reproduced video data.

In FIG. 16, 225 indicates a network A, 227 indicates a
retrieval request information coding and transmitting unit,
228 indicates a retrieval result recerving and displaying unit,
229 indicates a user interface unit, 230 denotes a retrieval
request sent from a user, 231 denotes a retrieval result to be
displayed 1n the user interface unit 229, 232 denotes a user,
233 denotes a retrieval result reproduction request, 234
denotes information indicating the reproduction of a
retrieved moving picture, 235 indicates a video reproduction
control unit, 237 indicates a network B, and 239 indicates a
video decoding and reproducing unit.

Here, the retrieval request information 216, the retrieval
result information 217, the reproduction request information
219 and the delivery video data 224 are transmitted and
received among the retrieval processing unit 10B, the video
reproduction control unit 2335 and the video decoding and
reproducing unit 239 shown in FIG. 16, and the retrieval
processing umt 10A and the video reproducing server 218
shown in FIG. 15 through the networks A225 and B237.
Here, the network A225 denotes a network in which the
reliability 1n the data transier 1s more important than a high
speed data transfer. For example, the network A225 denotes
a connection such as Transmission Control Protocol/Internet
Protocol (TCP/IP). Also, the network B237 denotes a net-
work 1 which a high speed data transfer for the real time
transier 1s more important than the reliability 1n the data
transier. For example, the network B237 denotes a connec-
tion such as Realtime Transport Protocol/User Datagram

Protocol/Internet Protocol (RTP/UDP/IP).

Also, the user interface unit 229 shown in FIG. 16 corre-
sponds to the client shown 1n FIG. 2, and the user interface
unit 229 denotes a client application having the function of
both the user interface unit 9 and the displaying unit 11.

Also, as 1s described above, the configuration shown 1n
FIG. 15 denotes a component arranged on the server side,
and the configuration shown 1n FIG. 16 denotes a component
arranged on the client side. As 1s realized n FIG. 15 and
FIG. 16, 1n the image retrieval system, the retrieval process-
ing such as a retrieval conformity judgment processing is
performed 1n the retrieval processing unit 10A arranged on
the server side, request information indicating tastes of the
user 232 1n the retrieval processing 1s coded according to a
prescribed rule on the client side, the request information 1s
transmitted to the server, and the request information 1s ana-
lyzed 1n the server to retlect the request information on the
retrieval processing.

Because the image retrieval system has the above-
described server and client, 1t 1s not required to transmit a
file, 1n which a large amount of video description data to be
used for the retrieval 1s stored, to the client through the net-
works A225 and B237. Therefore, a network use efficiency
can be heightened.

Also, as a normal presentation (or display) method of the
retrieval result, candidates for the retrieval are generally pre-
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sented to a user. However, all pieces of video data selected as
candidates for the retrieval result information are not trans-
terred to the client, but retrieval results really required by the
user 232 can be transmitted to the client by combining the
image retrieval system with a real time video reproduction
system. Therefore, a total network use efliciency can be
heightened.

The feature of the retrieval processing in the image
retrieval system 1s that a numerical value indicating the reli-
ability of the description of each type of video characteristic
descriptor 1s calculated, the order of the types of video char-
acteristic descriptors used for the retrieval 1s determined
according to the numerical values, and the numerical values
are stored 1 an XML file of for-retrieval description data as
a part of the for-retrieval description data. Also, a specific
descriptor indicating the order of the types of video charac-
teristic descriptors used for the retrieval can be renewed
according to a user’s request input on the client side to
reflect tastes of the user on the retrieval. Therefore, the spe-
cific descriptor functions as a descriptor which provides a
parameter relating to the combination of a plurality of types
of video characteristic descriptors 1n the retrieval.

Also, the numerical values indicating the reliability of the
description of the types of video characteristic descriptors
are used to determine a system parameter relating to the
number of retrieval result candidates which 1s reduced 1n a
step 1n which the video characteristic descriptors are used
for the retrieval. Hereinaftter, the specific descriptor indicat-
ing the order of the types of video characteristic descriptors
used for the retrieval 1s call “search priority”, and the
numerical value indicating the reliability of the description
of each type of video characteristic descriptor 1s called
“degree of reliability”. A detailed meaning and a use method
of each of the search priority and the degree of reliability are

a described later.

FIG. 17 1s a flow chart showing the production of for-
retrieval description data and the retrieval processing in this
image retrieval system. Hereimnafter, an operation of the
image retrieval system according to the second embodiment
1s described 1n detail with reference to FI1G. 135 to FIG. 17.
(1) The Production of a For-retrieval Description Data File
210 (Step ST30 to Step ST33)

Initially, a processing described later 1s performed for
compressed video data 201 which denotes mput 1image data
to be added as for-retrieval description data, and a for-
retrieval description data file 210 1s produced. Hereinafter,
the compressed video data 201 relating to the production of
the for-retrieval description data file 210 1s called a video
segment. As 1s described in the first embodiment, the video
segment 1ndicates a unit of video data composed of an arbi-
trary number of frames. Therefore, the video segment some-
times indicates one television program or one video software
package. In this case, the television program and the video
software package 1s respectively called “video program™
equivalent to one video segment. Also, the video segment
sometimes indicates one of scenes, which are obtained by
dividing one television program according to the meaning
indicated by the television program, or one of camera shots
which are obtained by dividing each scene. In this case, the
scene 1s called “video scene” sometimes equivalent to one
video segment, and the camera shot 1s called “video shot”
sometimes equivalent to one video segment. Therefore, the

number of frames i one video program, the number of
frames 1n one video scene and the number of frames 1n one
video shot are different from each other.
(1-1) The Structure of For-retrieval Description Data

FIG. 18 1s a diagram showing a structure of for-retrieval
description data composing the for-retrieval description data
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file 210 1n the second embodiment. In FIG. 18, 1n a structure
of for-retrieval description data, a video program 240 is
placed at the highest-ranking hierarchy, a group of video
scenes 243 (abbreviated to “scene” 1n FIG. 18) composing
the video program 240 1s placed at a next hierarchy, and a
group of video shots 244 (abbreviated to “shot” in FIG. 18)
composing each video scene 243 1s placed at the lowest-
ranking hierarchy. Here, the video segment (the video pro-
gram 240, the video scene 243 and the video shot 244), a
search priority 241 and each degree of reliability 242 are
indicated by “[1”, and each video segment, 1n particular, a
group of characteristic descriptors 243 to 249 describing the
video shot 244 is indicated by “O”. In this image retrieval
system, a set of characteristic descriptors 245 to 249 relating
to each video shot 244 1s produced.
1. Magnitude of Motion 245

The magnitude of motion 245 denotes a characteristic
descriptor relating to a length of a motion vector in the video
segment.

2. Motion Direction 246
The motion direction 246 denotes a characteristic descrip-

tor relating to a direction of the motion vector 1n the video
segment.
3. Motion Distribution 247

The motion distribution 247 denotes a characteristic
descriptor relating to a distribution-in-screen of the motion
vector 1n the video segment.

4. Brightness 248

The brightness 248 denotes a characteristic descriptor
relating to an average brightness in the video segment.
5. Representative color 249

The representative color 249 denotes a characteristic
descriptor relating to a representative color in the video seg-
ment.

Here, the degree of reliability 242 1s set for each of the
hierarchies 240, 243 and 244 and for each of the characteris-
tic descriptors 245 to 249. Also, the search priority 241 1s
added to the video program arranged at the highest-ranking
hierarchy.

In cases where the use order of the types of characteristic
descriptors 1n the retrieval 1s changed, the retrieval result 1s
changed. In this example, because a plurality of video seg-
ments well conforming to the user’s retrieval request from a
viewpoint of the magnitude of motion are selected when the
data base 1s set to an mnitial state, 1t 1s expected that the
retrieval result finally presented to the user 1s reliably most
similar to the retrieval request from a viewpoint of the mag-
nitude of motion. Therefore, because information of the use
order in retrieval 1s provided for the video segments, the user
can always obtain the retrieval result based on information of
the search priority 241. Also, because the user can dynami-
cally change the information of the search priority 241, the
retrieval result corresponding to the intension of the user can
be flexibly obtained.

Also, 1n the second embodiment, because it 1s supposed
that one or more video shots 244 similar to a specific video
shot 244 of the video program 240 are retrieved from the
same video program 240, the search prionty 241 1s attached
to only the video program 240, and the search priority 241 1s
not attached to the video segments corresponding to the hier-
archies of the video scenes 243 and the video shots 244.

Next, the degree of reliability 242 set to each characteris-
tic descriptor 1s described. For example, 1n case of the char-
acteristic descriptor relating to the magnitude of motion, the
degree of reliability 242 indicates how accurate the charac-
teristic descriptor describes the magnitude of motion of
video contents, and the degree of reliability 242 1s objec-
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tively expressed by a numerical value. A method for express-
ing the degree of reliability 242 by a numerical value 1s
described 1n detail when the production of various types of
characteristic descriptors 1s described. In the second
embodiment, the degree of reliability 242 1s classified mto a
degree of reliability 242C which 1s calculated for each type
of characteristic descriptor 245 to 249 of each video shot 244
and 1s attached to each video shot 244, a degree of rehability
242B which 1s attached to each video scene 243 and 1s set to
the average of the degrees of reliability 242C of all video
shots 244 composing the corresponding video scene 243,
and a degree of reliability 242A which 1s attached to the
video program 240 and 1s set to the average of values of the
degrees of reliability 242B of all video scenes 243 compos-
ing the video program 240. The degrees of reliability 242
attached to the elements composing the for-retrieval descrip-
tion data are mainly used for an 1nitial setting of the search

priority 241 and a parameter setting 1n the retrieval process-
ing. The use of the degrees of reliability 242 1s described

later 1n detail.

(1-2) The processing for Producing the For-retrieval
Description Data

(1-2-1) The Processing for Producing the Characteristic
Descriptors (Step ST30)

In the production of each characteristic descriptor, an
image characteristic value such as a motion vector or a value
of the direct current component, which 1s required for the
production of the characteristic descriptor, 1s extracted from
the compressed video data 201 1n the characteristic value

extracting unit 3, and the characteristic descriptor i1s pro-
duced from the image characteristic value 1n the characteris-

tic descriptor producing unit 202 (step ST30). Hereinafter, a
method for producing each characteristic descriptor 1is

described 1n detail.

(a) The Characteristic Descriptor 245 Relating to the Magni-
tude of Motion

An mter-frame (P-frame) denoting a k-th frame 1n a video
segment 1s considered, and a length (or magnitude) C,In] of
a motion vector MV, I n] (1=n=N, N denotes the number of
macro-blocks placed 1n the frame) of each of all macro-

blocks placed 1n the inter-frame 1s extracted.

Cy[n] = v (x5 +y2) (7)

X . a lateral component of the motion vector MV [n]

y . a longitudinal component of the motion vector MV [n]

Thereafter, the average C,**® and the variance o,” of the
lengths C,[n] of the motion vectors corresponding to one
frame are calculated.

N (8)
Cy® = (1/N)« ) Cy[n]
n=1

N : 9)
of = (1/N)# ) (Cy[n] - C'®)
n=1

As a result, a data set (C,**%, 0,) of the characteristic
descriptor relating to the magmtude of motion in the k-th
inter-frame. In addition, to obtain the average of the lengths
C,In] of the motion vectors corresponding to one video
segment, the average of the lengths C,[n] of the motion vec-
tors 1s calculated by using the number of inter-frames in the

video segment.
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(b) The Characteristic Descriptor 246 Relating to the Motion
Direction

A plurality of angles A, n] of the motion vectors MV [n]
are calculated according to a following equation (10) for
cach inter-frame. The angles are expressed by a unit of
“degree”.

Axln] = tan "' (y, /%u) (10)

In contrast, angles A,[n]=0 are set for the macro-blocks of
each intra-frame. The average of the angles A,| n] for the k-th
inter-frame 1s calculated according to a following equation
(11) for each inter-frame.

N (1)
AL = (1/N)x ) Aylnl
n=]

In addition, the average of the angles A, n] for one video
segment 1s calculated by using the number of inter-frames 1n
the video segment.

(¢) The Characteristic Descriptor 247 Relating to the Motion
Distribution

The threshold processing 1s performed for the lengths
C,|n] of the motion vectors MV | n] of each k-th inter-frame.
(12)

Ciln] = Cy[n]; if Cen]zC.®°

CL[n] = 0 if Cyln] < C8

Thereafter, the values C,' [n] indicating a distribution of
new motion vectors of each k-th inter-frame are scanned in
the raster scan order, and values SR, MR, and LR, charac-
terizing the motion distribution are calculated.

SR, : the number of zero runs (that 1s, short runs) respec-
tively having a length equal to or shorter than a length
corresponding to %3 of the number of pixels serially
arranged 1n the lateral direction of the frame

MR : the number of zero runs (that 1s, middle runs) which
respectively have a length higher than a length corre-
sponding to %3 of the number of pixels serially arranged
in the lateral direction of the frame and have a length
shorter than a length corresponding to 24 of the number
of laterally-arranged pixels

LR,: the number of zero runs (that 1s, long runs) respec-
tively having a length equal to or higher than a length
corresponding to 24 of the number of pixels serially
arranged 1n the lateral direction of the frame

Here, as 1s described 1n the first embodiment, as 1s realized
in FIG. 8, the complexity of the motion 1s high in a frame 1n
which many short runs exist, and the motion 1s distributed in
a wide area of the frame. In contrast, the motion 1s localized
in a frame 1n which many long runs exist.

Thereatter, the average of the values SR, for one video
segment, the average of the values MR, for one video seg-
ment and the average of the values LR, for one video seg-
ment are calculated by using the number of inter-frames in
the video segment.

(d) The Characteristic Descriptor 248 Relating to the Bright-
ness

A histogram of direct current components mcluded 1n
luminance signals of the macro-blocks of one intra-frame 1s
used for each intra-frame. In detail, each direct current com-
ponent has a value ranging from 0 to 255, the total range of
the value 1s classified into 16 sample-ranges by quantizing
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the values of the direct current components, and the number
H.(3) of samples (that 1s, direct current components) corre-
sponding to each sample-range 1s counted to obtain a histo-
gram of direct current components for each 1-th mtra-frame.
Thereatter, the average of the number H.(3) of samples of
cach sample-range for one video segment 1s calculated
according to a following equation (13) by using the number
N of itra-frames 1n the video segment.

N (13)
Hag(i) = (1/N) = > Hi(). j =0, K, 15

(¢) The Characteristic Descriptor 249 Relating to the Repre-
sentative Color

A histogram of direct current components included in
luminance and color difference signals of the macro-blocks
of one intra-frame 1s used for each intra-frame. In detail,

cach direct current component has a value ranging from 0 to
253, the total range of the value 1s classified into 16 sample-
ranges by quantizing the values of the direct current
components, and the number H%(j) of samples (that is, direct
current components) corresponding to each sample-range 1s
counted to obtain a histogram of direct current components
for each 1-th intra-frame. Thereatter, the average of the num-
ber H/(j) of samples of each sample-range for one video
segment 1s calculated according to a following equation (14)
by using the number N of intra-frames 1n the video segment.

14
Hyg() = (1/N) « in(j) -
e 1 b
1=1

k: R, G or B 1n color space, 1=0, K, 15
(1-2-2) The Processing for Calculating the Degree of Reli-
ability (Step ST31)

Thereatfter, the degree of reliability 242 (equivalent to the
characteristic descriptor reliability 205 shown i FIG. 15)
for each of the characteristic descriptors 245 to 249 calcu-
lated 1in the step ST30 1s calculated in the characteristic
descriptor reliability calculating unit 204 (step ST31). A cal-
culating method for each of the characteristic descriptors
245 to 249 1s described.

(a) The Characteristic Descriptor Relating to the Magnitude
of Motion 245

The data set (C,**%, 0,”) of the characteristic descriptor
relating to the magnitude of motion 1s extracted for each of
all inter-frames of the video segment. Thereatter, the average
of the data sets corresponding to the video segment 1s calcu-
lated by using the number of inter-frames of the video
segment, an absolute value of a difference between the aver-
age of the data sets and the data set (C,“*%, 0,°) correspond-
ing to each inter-frame 1s calculated, the average of the dii-
terential absolute values corresponding to the inter-frames 1s
calculated by adding the differential absolute values to each
other, and the differential absolute values are normalized
according to the average of the differential absolute values to
set a maximum value among the differential absolute values
to 0 and to set a minimum value among the differential abso-
lute values to 100. The normalized differential absolute val-
ues indicate the description precision of the video segment
on the basis of the description precision of the inter-frames.
The degree of reliability for the characteristic descriptor 243
1s indicated by the average of the degrees of reliability for
the data sets (C,**%, 0,°) corresponding to the inter-frames.
(b) The Characteristic Descriptor Relating to the Motion
Direction 246
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The extraction of the angles A,“** for all inter-frames of
the video segment 1s performed. Thereaiter, the average of
the angles A,“** corresponding to the video segment 1s cal-
culated by using the number of mter-frames of the video
segment, an absolute value of a difference between the aver-
age of the angles A, “** and the angle A,“"* corresponding to
cach iter-frame 1s calculated, the average of the differential
absolute values corresponding to the inter-frames 1s calcu-
lated by adding the differential absolute values to each other,
and the differential absolute values are normalized accord-
ing to the average of the differential absolute values to set a

L] [T

maximum value among the differential absolute values to O
and to set a minimum value among the differential absolute
values to 100. The normalized differential absolute values
indicate the description precision of the video segment on
the basis of the description precision of the inter-frames.
(c) The Characteristic Descriptor Relating to the Motion
Distribution 247

The extraction of the value sets (SR, MR, and LR,) for
all inter-iframes of the video segment 1s performed.
Thereaftter, the average of the value sets (SR,, MR, and LR )
corresponding to the video segment 1s calculated by using
the number of inter-frames of the video segment, an absolute
value of a difference between the average of the value sets
(SR, MR, and LR,) and the value set (SR,, MR, and LR,)
corresponding to each iter-frame 1s calculated, the average
of the differential absolute values corresponding to the inter-
frames 1s calculated by adding the differential absolute val-
ues to each other, and the differential absolute values are
normalized according to the average of the differential abso-
lute values to set a maximum value among the differential
absolute values to 0 and to set a mimmum value among the
differential absolute values to 100. The normalized ditferen-
tial absolute values indicate the description precision of the
video segment on the basis of the description precision of the
inter-frames. The degree of reliability for the characteristic
descriptor 245 1s indicated by the average of the degrees of
reliability for the value sets (SR, MR, and LR, ) correspond-
ing to the iter-frames.
(d) The Characteristic Descriptor Relating to the Brightness
248

An absolute value of a difference between the average
histogram (composed of the numbers H_, .(j) of samples in
the sample-ranges) corresponding to the video segment and
the histogram (composed of the numbers H.(1) of samples in
the sample-ranges) corresponding to one inter-frame 1s cal-
culated for each of all inter-frames of the video segment, the
average of the differential absolute values corresponding to
the inter-frames 1s calculated by adding the differential abso-
lute values to each other, and the differential absolute values
are normalized according to the average of the differential
absolute values to set a maximum value among the differen-
tial absolute values to 0 and to set a minimum value among
the differential absolute values to 100. The normalized dif-
ferential absolute values indicate the description prec131011 of
the video segment on the basis of the description precision of
the inter-frames. The degree of reliability for the characteris-
tic descriptor 248 1s indicated by the histograms correspond-
ing to the iter-frames.
(e) The Characteristic Descriptor Relating to the Representa-
tive Color 249

An absolute value of a difference between the average
color-space histogram (composed of the numbers Hav; (1)
of samples 1n the sample-ranges) corresponding to the video
segment and the color-space histogram (composed of the
numbers H/ () of samples in the sample-ranges) corre-

sponding to one inter-frame 1s calculated for each of all
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inter-frames of the video segment, the average of the differ-
ential absolute values corresponding to the inter-frames 1s
calculated by adding the differential absolute values to each
other, and the differential absolute values are normalized
according to the average of the differential absolute values to
set a maximum value among the differential absolute values
to 0 and to set a minimum value among the differential abso-
lute values to 100. The normalized differential absolute val-
ues indicate the description precision of the video segment
on the basis of the description precision of the inter-frames.
The degree of reliability for the characteristic descriptor 249
1s 1ndicated by the color-space histograms corresponding to
the inter-frames.
(1-2-3) The Processing for Setting the Search Priority 241
(step ST32)

When the calculation of the characteristic descriptors 245
to 249 and the calculation of the degrees of reliability 242
tor each of all video shots 244 included 1n the video program
240 are completed, an 1nitial setting of the search priority
241 for the video program 240 1s performed (step ST32). An
initial setting method can be arbitrarily prescribed according
to the design of the image retrieval system. However, in the
second embodiment, an 1nitial setting method 1s determined
according to the degrees of reliability 242 A for all character-
istic descriptors 245 to 249 of the video program 240. The
degree of reliability 242 A for each characteristic descriptor
“k” of the video program 240 1s expressed by ., the degree
of reliability 242B for each characteristic descriptor of the
m-th video scene 1s expressed by 1. (m), and the degree of
reliability 242C for each characteristic descriptor of the n-th
video shot of the m-th video scene 1s expressed by 1, (m,n).
In this case, a tollowing relationship among ,, 1,.(m) and
Y, (m,n) 1s satisfied.

M-1 (15)
g = (1L/M)x Y di(m)
m=()

N-1 (16)
Yr(m) = (1/N) = > e(m, n)
n=0

Theretore, as the degree of reliability ¢, for one type of
characteristic descriptor “k”” of the video program 240 1is
heightened, the contents description of the type of character-
1stic descriptor “k” 1n the video program 240 becomes better.
Theretore, the search priority 241 1s determined so as to use
the characteristic descriptors 243 to 249 of the video pro-
gram 240 in the retrieval 1n the order of decreasing the
degree of reliability 1, .

(1-2-4) The Writing of the For-retrieval Descriptor Data File
210 (Step ST33)

After the above-described processing 1s performed, all
characteristic descriptors 245 to 249 of the video program
240, the video scenes 243 and the video shots 244, the search
priority 241, the degrees of reliability 242 are written in the
for-retrieval description data producing unit 209 1n the for-
mat of the XML file while relating to a space-time structure
of the compressed video data 201 according to the structure
shown 1 FIG. 18, and a for-retrieval description data file
210 1s produced. Thereatter, the produced for-retrieval
description data file 210 1s output to the 1image information
storing umt 5 and 1s stored (step ST33). Here, 1n this step, to
make the user possible to refer to information which indi-
cates video data from which the produced for-retrieval
description data file 210 1s produced, information 208 indi-
cating a storing position of the compressed video data 201 1s
written 1n the format of the XML file to include the informa-
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tion 208 1n the for-retrieval description data file 210, and the
for-retrieval description data file 210 including the informa-
tion 208 1s output to the 1image information storing unit 3.
Therefore, when the file 210 1s analyzed, the position of the
video data to be described can be specified.

(2) The Retrieval Processing

Next, the retrieval processing for a query (for example, a
video shot specified on a retrieval request side) specified by a
user on the client side 1s described 1n detail. The retrieval
processing 1s performed by the retrieval processing unit 10A
shown i FIG. 15 and the retrieval processing unit 10B
shown 1n FIG. 16.

In the retrieval processing unit 10A, retrieval request
information 216 transmitted from the client 1s analyzed, a
query 1s specified, a prescribed retrieval result 1s obtained
according to the conformity judgment processing 1n which
the produced for-retrieval description data file 210 stored 1n
the 1image information storing unit 3 1s used, retrieval result
information 217 1s coded at a prescribed rule, and the
retrieval result information 217 1s sent to the client.

In the retrieval processing unit 10B, a retrieval request of
the user 1s received through the user iterface unit 229, the
retrieval request 1s coded to the retrieval request information
216 according to a prescribed procedure, and the retrieval
request information 216 1s sent to the retrieval processing
unit 10A. Also, the retrieval result information 217 sent {from
the server according to the prescribed rule 1s receirved, the
format of the retrieval result information 217 1s transformed
to present the retrieval result information 217 to the user, and
the retrieval result information 217 1s displayed in the user
interface unit 229.

In the second embodiment, a specific video shot 244 of
the video program 240 described as shown in FIG. 18 1s
specified by the user as a video segment on the retrieval
request side (or a query), and a video shot similar to the
query 1s retrieved from the video program 240.

There are various methods for specilying the specific
video shot denoting the query. For example, a plurality of
video shots respectively usable as a retrieval key are regis-
tered as queries 1 advance when the video program 240 1s
produced, and the video shots usable as retrieval keys are
presented to the user to make the user specity one video shot
as a retrieval key. Also, as another example, when the user
watches the reproduced video program 240, the user stops
the reproduction of the video program 240 when a specific
video shot of the video program 240 1s displayed, and the
user specifies the specific video shot as a query. Hereinaftter,
the retrieval processing performed after the specifying of the
query 1s described in detail.

(2-1) The Specitying of the Query and the Analysis of the
For-retrieval Description Data (Step ST134 to Step ST36)

The user mitially selects a query as a retrieval request
from a list of queries presented in the user interface unmit 229
(step ST34).

In this embodiment, data of a plurality of key frames rep-
resenting the video segment 240 as a plurality of query can-
didates 1s sent 1n advance from the image information stor-
ing unit 5 arranged on the server side and 1s presented in the
form of a list of queries 1n the user interface unit 29.

In the retrieval processing unit 10B, retrieval request
information 216 i1s sent from the retrieval request informa-
tion coding and transmitting unit 227 to the retrieval pro-
cessing unit 10A to specily the query specified by the user.
In this case, the retrieval request information 216 1s, for
example, a number of a time series of numbers 1dentifying
the video program 240 and a specific video shot 244 of the
video program 240 or data of an appropriate identifier. Also,
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the retrieval request information 216 denoting contents
specilying information 1s described in advance in the for-
retrieval description data file 210 as link information indicat-
ing the linking to specific contents. Therefore, it 1s appli-
cable that the contents specifying information added to the
list of queries be sent to the client to present the list of
queries including the contents specitying information to the
user.

Thereafter, 1n the retrieval processing unit 10A, the
retrieval request information 216 sent from the retrieval pro-
cessing unit 10B 1s recetved 1n the for-retrieval description
data analyzing unit 211, the for-retrieval description data file
210 relating to a specific video shot 244 denoting the query
1s specified according to the received retrieval request infor-
mation 216 1n the for-retrieval description data analyzing
unit 211, the for-retrieval description data file 210 1s
analyzed, and data of characteristic descriptors 1s extracted
(step ST35).

Also, the search priority 241 of the video program 240, to
which the query belongs, and data of the degrees of reliabil-
ity 242B corresponding to each video scene 243 are
extracted 1n advance in the for-retrieval description data ana-
lyzing unit 211 and are sent to the conformity judgment
processing unit 213. Also, the data of the characteristic
descriptors relating to the query 1s sent from the for-retrieval
description data analyzing unit 211 to the conformity judg-
ment processing unit 213. Therealter, the for-retrieval
description data files 210 corresponding to the video shots
244 of the video program 240, to which the query belongs,
are analyzed one after another 1n the for-retrieval description
data analyzing unit 211 and are sent to the conformity judg-
ment processing unit 213 (step ST36).

Here, a structuring method of the for-retrieval description
data files 210 1s arbitrary determined. For example, 1t is
applicable that for-retrieval description data of all video
shots 244 of the video program 240 be stored in one for-
retrieval description data file 210. Also, 1t 1s applicable that
tor-retrieval description data of each video shot 244 of the
video program 240 be stored in one corresponding for-
retrieval description data file 210. In cases where pieces of
for-retrieval description data of all video shots 244 of the
video program 240 are stored 1n a plurality of for-retrieval
description data files 210 1n one-to-one correspondence, it 1s
required to include link information, which specifies the for-
retrieval description data file 210 corresponding to each
video shot 244, in the for-retrieval description data file 210
of the video program 240.

(2-2) The Determination of a Retrieval Rule and the Confor-
mity Judgment Processing (Step ST37 to Step ST38)

The conformity judgment processing 1s performed in the
conformity judgment processing unit 213 of the retrieval
processing umt 10A, and the operation performed in the
conformity judgment processing umt 213 1s classified into
the determination of a retrieval rule and the conformity judg-
ment processing based on the characteristic descriptors.
(2-2-1) The Determination of a Retrieval Rule

In the conformity judgment processing unit 213, a
retrieval rule and a parameter for the retrieval are set accord-
ing to the search priority 241 of the video program 240 and
data of the degrees of reliability 242B of the video scenes
243 recerved from the for-retrieval description data analyz-
ing unit 211 (step ST37). In the second embodiment, as
shown 1 FIG. 19, a use order of the characteristic descrip-
tors 245 to 249 in the retrieval 1s determined as a retrieval
rule according to the search priority 241, and a following
retrieval parameter 1s determined according to the degrees of
reliability.
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(a) The Number of Retrieval Candidates for each Character-
1stic Descriptor 1n a Retrieval Step

A final retrieval result number T sent to the user as a
retrieval result 1s determined.

It 1s applicable that the final retrieval result number T be
held 1n the 1image retrieval system as a default value, or it 1s
applicable that the final retrieval result number T be set
while being sent 1n the order of the user intertace unit 229,
the retrieval processing unit 10B and the retrieval processing,
unit 10A. In a retrieval engine, a retrieval result of a plurality
of video shots 244, of which the number 1s equal to or lower
than T, 1s obtained for each video scene 243, and a plurality
of video shots 244, of which the number 1s T, are selected 1n
the conformity judgment from all video shots 244 of all
video scenes 243 selected as retrieval candidates, and the
selected video shots 244 are sent to the user as a final
retrieval result.

A retrieval candidate number T, 1n the retrieval for the
m-th video scene 243 1s determined according to the degree
of reliability 1, (m) for the m-th video scene 243.

To=T=5 (17)

T =To/Px + [1#:11 — (¢ (m) /100)]]

Here, P, denotes a search priority (1=P,=5) of the k-th
(1=k=35) type of characteristic descriptor. Therefore, the
retrieval candidate number T, of candidates 1n each retrieval
step, 1in which the retrieval relating to one type of character-
istic descriptor determined according to the search priority
order 1s performed, 1s determined. Because the retrieval can-
didate number T, 1s basically reduced each time the retrieval
step 1s performed, the retrieval processing can be performed
at high speed. Also, because there 1s a possibility that a video
shot 244 truly expected by the user i1s not selected in the
above-described retrieval, 1t 1s applicable that the number of
retrieval candidates 1n each retrieval step be set to a constant
value and the degrees of reliability be used in the determina-
tion of final retrieval candidates.

(b) The Retrieval Skip Judgment Based on the Threshold
Processing,

In case of the conformity judgment processing for each
video shot 244, a video shot, in which the degree of reliabil-
ity for the characteristic descriptor ranked to the highest
search priority 1s extremely low so as to satisiy a condition
ol a following equation, 1s not selected as a candidate for the
conformity judgment processing because it 1s regarded that
the video shot does not satisfies the retrieval condition.
Because the reliability becomes low as the degree of reliabil-
ity approaches 0 and because the reliability becomes high as
the degree of reliability approaches 100, a parameter TH 1n
the following equation (18) 1s appropnately set to a low
value.

Y(m, n) <TH; Py =1 (18)

In this judgment based on the equation (18), any video
shot, which 1s not proper as a retrieval result candidate, can
be removed from the retrieval result candidates before the
performance of the conformity judgment processing, and the
retrieval processing can be performed at high speed.

Here, in the explanation of the second embodiment, the
characteristic descriptor ranked to the highest search priority
1s used for the judgment based on the equation (18).
However, other various skip judgment methods using the
degree of reliability can be performed. Also, this judgment
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of the second embodiment 1s performed each time the con-

formity judgment processing for one video shot 244 1s per-
formed.

(2-2-2) The Conformity Judgment Processing for each
Characteristic Descriptor

The conformity judgment processing i1s performed,
according to following standards, for the characteristic
descriptor determined according to the search priority 241 1n
cach retrieval step (step ST38).

(a) Type of Characteristic Descriptors Relating to the Mag-
nitude of Motion

A Euclidean distance between each pair of pieces of for-
retrieval description data relating to the magnitude of motion
1s calculated, and the Euclidean distances for all pairs are
added to each other. To reduce differences in the values of
the Fuclidean distances, the normalizing processing 1s per-
tormed for the Euclidean distances. The query 1s expressed
by S_, the video shot to be retrieved 1s expressed by S, and a
degree D(S_, S) of the matching estimation between the
query S, and the video shot S 1s determined according to
following equations (19). As the degree D(S_, S) 1s
decreased, the degree of similarity between the query S_ and
the video shot S 1s heightened, and it 1s judged that the video

shot S conforms with the query S_.

W = C™8(S,) + 0 (Sq)

D(Sy, S) = (W/C™8(S ) # |[CV8(S,) — C8(S)| + (19)

(W /0?(Sq) #|0*(Sq) — *(S)]

(b) Type of Characteristic Descriptors Relating to the
Motion Direction

A degree D(S_, S) of the matching estimation between the
query S, and the video shot S 1s determined according to a
tollowing equation (20). As the degree D(S _, S) 1s decreased,
the degree of similarity between the query S_ and the video
shot S 1s heightened, and 1t 1s judged that the video shot S
conforms with the query S_.

D(Sq, S) = [ATS(Sq) — AT=(S) (20)

(¢) Type of Characteristic Descriptors Relating to the Motion
Distribution

A degree D(S_, S) of the matching estimation between the
query S, and the video shot S 1s determined according to a
tollowing equation (21). As the degree D(S_, S) 1s decreased,
the degree of similarity between the query S and the video
shot S 1s heightened, and it 1s judged that the video shot S
conforms with the query S_.

D(Sq, S) = ISR(Sq) — SR(S)| + IMR(S¢) - MR(S)| + |[LR(Sq) = LR(S)|  (21)

(d) Type of Characteristic Descriptors Relating to the
Brightness

A degree D(S_, S) of the matching estimation between the
query S, and the video shot S 1s determined according to a
following equation (22). Here, H.(S) denotes the number of
samples in the 1-th sample-range. As the degree D(S _, S) 1s
decreased, the degree of similarity between the query S_ and
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the video shot S 1s heightened, and 1t 1s judged that the video
shot S conforms with the query S_.

5 (22)
D(Sq. ) = ) [Hi(Sy) - Hi(S)]
1=0

() Type of Characteristic Descriptors Relating to the Repre-
sentative Color

A degree D(S_, S) of the matching estimation between the
query S, and the video shot S is determined according to a
fellewmg equation (22). Here, HA(S) H,“(S) and H,”(S)
respectively denote the number of samples in the i-th
sample-range. As the degree D(S_, S) 1s decreased, the
degree of similarity between the query S_ and the video shot
S 1s heightened, and 1t 1s judged that the video shot S con-
torms with the query S_.

D(S,, S) = (23)

15
> IHR(Sy) - HE(S)| + [HT(Sq) — HE (S)] + |HF () - HF (S)]
1=0

An example of the conformity judgment processing for a
characteristic descriptor determined according to the search
priority 242 in the conformity judgment processing unit 211
1s shown 1 FIG. 19. For example there are three types of
character descriptors D, to D, in the video segment 240. The
search priority P, (k denotes a natural number) denotes the
use order of the character descriptors D, to D, in the
retrieval. For example, D, denotes the type of character

descriptor relating to the magmtude of motion, D, denotes
the type of character descriptor relating to the motion
distribution, and D, denotes the type of character descriptor
relating to the brightness. In the example of FIG. 19, in the
conformity judgment processing unit 213, the conformity
judgment processing 231 1s first performed for a query (or a
video shot specified on the retrieval request side) 250 by
using the character descriptor D, relating to the magmitude
of motion, and pieces of video segment data 252, which are
highly similar to the query and well conforms with the query
from a viewpoint of the magnitude of motion, are narrowly
selected from a large number of pieces video data 257 stored
in the 1mage information storing unit 3 which 1s sent from
the for-retrieval description data analyzing unit 211.
Thereatter, the conformity judgment processing 253 1s per-
formed for the pieces of selected video segment data 252 by
using the character descriptor D2 relating to the motion
distribution, and pieces of video segment data 254, which
are highly similar to the query and well conforms with the
query from a viewpoint of the motion distribution, are nar-
rowly selected from the pieces of selected video segment
data 252. Thereafter, the conformity judgment processing
2355 1s performed for the pieces of selected video segment
data 254 by using the character descriptor D, relating to the
brightness, and pieces of video segment data, which are
highly similar to the query and well conforms with the query
from a viewpoint of the brightness, are narrowly selected as
a final retrieval result 256 (equivalent to the conformity
judgment processing result 214 shown in FIG. 15) from the
pieces of selected video segment data 254.
(2-3) The Presentation of the Final Retrieval Result and the
Re-retrieval Based on the User’s Feed Back (Step ST39 to
Step ST41)

Information of T video shots, which are selected as the
final retrieval result 256 according to the above-described
retrieval rule and the conformity judgment processing, 1s




US RE42,185 E

39

presented to the user 232 1n the user interface unit 229 (step
ST39). The presenting method 1s arbitrary determined. In the
second embodiment, a query list 1s first presented. That 1s,
key frame data representing the video shots of the retrieval
result or attribute information (for example, a name of a
subject 1n each video shot) of the video shots 1s coded
according to a prescribed rule and 1s sent to the retrieval
processing unit 108 arranged on the client side as retrieval
result information 217, the retrieval result information 217,
which 1s obtained by coding the key frame data or the
attribute information and 1s sent from the server, 1s received
in the retrieval result recerving and displaying unit 228, the
format of the retrieval result information 217 1s transformed
so as to be displayed in the user interface unit 229, and the
retrieval result information 217 1s sent to the user interface
unit 229. Therefore, the user 232 can watch the retrieval
result 256 shown 1n the user interface unit 229.

Next, the procedure of the re-retrieval based on the user’s
feed back 1s described.

The user {first ascertains the retrieval result 256 obtained
according to the retrieval rule which 1s determined according
to the search priority 241 and the degrees of reliability 242.
However, there 1s a possibility that the retrieval result 256
differs from that subjectively expected by the user 232. To
flexibly solve this problem, in the second embodiment, the
image retrieval system has a function in which the user 232
changes the search priority 241 and the re-retrieval can be
performed according to the changed search priority (step
ST40).

The relationship between a subjective meaning particu-
larly desired by the user to be remarked and a characteristic
descriptor 1s shown 1n FIG. 20. As 1s realized in FIG. 20, 1n
cases where the user 232 selects a specific video shot, 1n
which a specific subject 1s moved in a certain direction, as a
query, there 1s a high possibility that the user 232 expects a
video shot which 1s similar to the specific video shot in the
characteristic of the motion direction. However, because the
search priority 241 is determined according to the degrees of
reliability mitially set, there 1s a probability that a weighting
value determined according to the user’s subjective meaning,
1s not reflected on the retrieval processing.

Therelore, to make the user 232 possible to reflect subjec-
tive meanings shown 1n FIG. 20 on the retrieval processing,
the 1mage retrieval system has a function 1n which the user
232 can change the search priority 241 through the user
interface unit 229. For example, in the above-described
example, 1t 1s possible that the user 232 sets the search prior-
ity relating to the type of characteristic descriptor of the
motion direction to a higher value. Theretfore, the conformity
judgment processing for the type of characteristic descrip-
tors relating to the motion direction 1s preferentially per-
tformed in the retrieval processing, and the condition of the
motion direction can be strongly reflected on the final
retrieval result 256.

The search priority 241 renewed by the user 232 1s coded
according to the prescribed rule 1n the retrieval request infor-
mation coding and transmitting unit 227, and the search pri-
ority 241 1s sent as a part of the retrieval request information
216 to the for-retrieval description data analyzing unit 211 of
the retrieval processing umt 10A of the server side through
the network A 225.

In the for-retrieval description data analyzing umt 211, to
reuse the renewed value of the search priority 241 1n the
tollowing retrieval processing, the value of the search prior-
ity 241 corresponding to the video program 240 of the for-
retrieval description data file 210 1s updated to the renewed

value (step ST41).
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Also, 1 the for-retrieval description data analyzing unit
211, when the retrieval processing 1s completed, the for-
retrieval description data file 210, 1n which the value of the
search priority 241 1s updated to the renewed value, 1s again
stored 1n the 1image information storing unit 3.

Because the image retrieval system has the function for
renewing the search priority 241 and storing the renewed
search priority 241, 1n cases where the user 232 again
searches the same video program 240 1n the same standards,
the user 232 can retrieve desired video data on condition that
the subjective request of the user 232 performed 1n the past 1s
reflected on the retrieval processing.

Also, 1n cases where a plurality of users 232 use the same
image retrieval system, it 1s applicable that the for-retrieval
description data file 210 be divided into a plurality of data
files so as to store the search priority 241 relating to each
user 232 in the corresponding data file. Therefore, the
retrieval rule appropriate to each user 232 can be appropri-
ately reused by adding a function of an appropriate user
authentication processing to the image retrieval system.
Therefore, the re-retrieval 1s performed by repeatedly per-
forming the retrieval processing in the step ST37 to step
ST41 while using the renewed search priority 241, and the
production of the for-retrieval descriptor data and the
retrieval processing in the 1mage retrieval processing shown
in FIG. 17 1s completed.

(3) The Processing for Reproducing Video Shot

In the above-described operation, the user can extract a
desired retrieval result to the use interface unit 229.
However, a plurality of retrieval candidates are generally
presented according to the retrieval result, and it 1s required
to transier a large amount of information from the server to
the client to display the retrieval candidates 1n the form of
the video data. Therefore, as 1s described above, in the image
retrieval system, data such as a plurality of key frames repre-
senting the video shots of the retrieval result 1s presented to
the user 232 1n the user interface unit 229, and a desired
video shot selected by the user can be reproduced.
Theretfore, a total amount of transferred information can be
elfectively reduced. To achieve the reduction of a total
amount of transferred information in the image retrieval
system, 1n the second embodiment, the video reproducing
server 218, the video decoding and reproducing unit 239 and
the video reproduction control unit 235 shown in FIG. 15 or
FIG. 16 are arranged. The user 232 uses the above-described
function to reproduce the selected video shot 244 or the
selected video program 240.

Next, the reproduction operation of the video shot 244 or
the video program 240 selected by the user 232 using the
above-described function 1s described.

When the user 232 selects a video shot 244 or a video
program 240, which 1s desired to be reproduced, according
to a plurality of key frames presented to the user 232 1n the
user interface umt 229, selection information 1s output as
retrieval result reproduction request 233 from the user inter-
face unit 229 to the video reproduction control unit 235.

In the video reproduction control unit 235, the retrieval
result reproduction request 233 1s transformed nto repro-
duction request information 219 according to a prescribed
procedure and 1s sent to the reproduction control unit 220 of
the video reproduction server 218 of the server through the
network A22S.

In the reproduction control unit 220, reproduced contents
specilying information 221, in which contents speciiying
information indicating the specifying of contents 1s
included, 1s produced from the reproduction request infor-
mation 219. In this case, 1t 1s preferred that the reproduced
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contents specitying information 221 including the contents
speciiyving information be described in the for-retrieval
description data file 210 1n advance as link information indi-
cating the linking to contents, the contents specilying infor-
mation be added to retrieval result information 217 when the
retrieval result information 217 1s presented to the user 232,
the contents specilying information be sent to the client, and
the contents specilying information be used as the reproduc-
tion request information 219.

Thereafter, in the reproduction control unit 220, the repro-
duced contents specilying information 221 produced
according to the receirved reproduction request information
219 1s sent to the 1mage information storing unit 3, video
contents data 222 to be reproduced 1s specified in the 1mage
information storing unit 5, and the specified video contents
data 222 to be reproduced 1s sent to the video data transmit-
ting unit 223.

In the video data transmitting unit 223, the video contents
data 222 to be reproduced 1s transformed into delivery video
data 224 which has a data format possible to be delivered at
real time, and the delivery video data 224 1s sent to the
network B237.

Here, 1t 1s applicable that the transformation of the data
format be performed 1n the video data transmitting unit 223
to make the client or the network B237 possible to obtain the
reliability when video data 1s sent from the video data trans-
mitting unit 223 to the network B237 in which the high
speed transmission 1s set as an important function. For
example, video data 1s divided into a plurality of video
frames, and a time stamp 1s added to each video frame. Also,
priority information 1s added to each packet denoting a trans-
fer unit.

Also, 1 the client, the delivery video data 224 sent
through the network B237 is recerved 1n the video decoding,
and reproducing unit 239, and the delivery video data 224 1s
reproduced according to control information 262, which 1s
required for the reproduction and 1s sent from the video
reproduction control unit 235, to be displayed on the user
interface unit 229. In cases where the reliability of trans-
ferred data 1s lowered because of a problem in the data
transter, a quality management control 1s appropriately per-
formed 1n the video decoding and reproducing unit 239 and
the video reproduction control unit 235 to heighten the
reproduction quality of the transterred data.

As 1s described above, 1n the 1image retrieval system and
the 1mage retrieval method according to the second
embodiment, a server-client type system configuration 1is
adopted. Therefore, the video data can be elfficiently
retrieved and delivered in the distributed network environ-
ment such as IP network as well as in the local environment.

Also, the search priority 241 and the degree of reliability
242 are stored 1n the 1image information storing unit 3 as the
for-retrieval description data. Therefore, the determination
course ol the common retrieval rule can be determined
according to the values of the search priority 241 and the
degrees of reliability 242 1n the 1image retrieval system.

Also, because the image retrieval system has the function
for renewing the search priority 241, the user can preferen-
tially performs the retrieval based on the subjective meaning
ol the video contents.

In addition, because the image retrieval system has the
function of the skip control 1n the conformity judgment pro-
cessing based on the degrees of reliability of the characteris-
tic descriptors, the retrieval processing can be performed at
high speed, and a system elliciency can be improved.

In the first and second embodiments, the video data 1s
processed as media data. However, the present invention 1s
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not limited to the video data. For example, it 1s applicable
that video data, to which speech/audio data 1s added, be
processed in the image retrieval system. Also, it 1s applicable
that another retrieval system based on characteristic descrip-
tors be prepared for the audio data in the image retrieval
system. Also, it 1s applicable that the retrieval for audio data
be not performed 1n the 1mage retrieval system because the
audio data 1s merely attached to the video data. Also, 1n cases
where audio data 1s added to the video data, it 1s applicable
that the reproduction of the audio data attached to and syn-
chronized with the video data be supported in the video shot
reproduction processing in the 1mage retrieval system.

Also, 1n the 1mage retrieval system described 1n the sec-
ond embodiment, i1t 1s not necessarily required that a
module, which 1s composed of the characteristic value
extracting unit 3 and the characteristic descriptor set produc-
ing unit 4, for producing data of characteristic descriptors, a
module of a retrieval engine, which has the retrieval process-
ing unit 10A, for performing the retrieval in response to a
retrieval request of the user and sending a retrieval result to
the user and a client module, which 1s mainly composed of
the retrieval processing unit 10B, for sending a retrieval
request of the user to the retrieval engine and presenting a
retrieval result sent from the retrieval engine to the user are
arranged 1n the same hardware at the same soitware. That 1s,
it 1s applicable that the modules be respectively arranged 1n a
certain hardware at a certain software according to a prede-
termined interface. Also, for example, from a viewpoint of
service, 1t 1s applicable that a contents provider produce data
of characteristic descriptors and apply for the data base reg-
istration of the characteristic descriptors, a retrieval service
provider register the characteristic descriptors 1n a data base
to make preparations for the retrieval processing, the user
specily a retrieval service provider as i1s described 1n the
second embodiment or the user perform the retrieval by
using a client tool 1n which the retrieval processing 1s per-
formed according to standard prescriptions.

As 1s described above, 1n the image retrieval system and
the 1mage retrieval method according to the present
invention, characteristic values and pieces of attribute 1nfor-
mation are extracted from pieces of image data, and the
retrieval of specific image data 1s performed by using the
extracted characteristic values and the attribute information.
Therefore, the 1mage retrieval processing can be efficiently
performed.

What 1s claimed 1s:

1. An 1image retrieval system, comprising:

a characteristic descriptor producing unit for extracting a
plurality of 1image characteristic values from pieces of
input 1mage data and producing a characteristic
descriptor for each piece of input image data;

an 1mage mformation storing unit for storing the charac-
teristic descriptors produced in the characteristic
descriptor producing unit while holding the correspon-
dence of each characteristic descriptor to one piece of
input 1mage data;

an attribute list producing unit for producing an attribute
list according to a piece of attribute information
attached to each piece of mput image data; and

an 1mage retrieving unit for receiving a first retrieval con-
dition relating to attribute information, searching the
attribute list produced 1n the attribute list producing unit
for one piece of attribute information conforming to the
first retrieval condition, outputting the piece of attribute
information conforming to the first retrieval condition,
receiving a second retrieval condition relating to a char-
acteristic descriptor, searching the image information
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storing unit for one piece of 1mage data conforming to
the second retrieval condition, and outputting the piece
of image data conforming to the second retrieval condi-
tion.

2. An i1mage retrieval system according to claim 1,
wherein the attribute list 1s produced according to a syntax,
which defines a data structure of the attribute list, in the
attribute list producing unit, the attribute list 1s analyzed
according to the syntax of the attribute list 1n the 1mage
retrieving unit, and the piece of attribute information con-
forming to the first retrieval condition 1s retrieved in the
image retrieving unit.

3. An 1mage retrieval system according to claim 1,
wherein the characteristic descriptors are produced accord-
ing to a syntax, which defines a data structure of each char-
acteristic descriptor, 1n the characteristic descriptor produc-
ing unit, the characteristic descriptors are analyzed
according to the syntax of the characteristic descriptors 1n
the 1mage retrieving unit, and the piece of 1image data con-
forming to the second retrieval condition is retrieved 1n the
image retrieving unit.

4. An 1mage retrieval system according to claim 1,
wherein one 1mage characteristic value 1s extracted in the
characteristic descriptor producing unit for each frame, and
one characteristic descriptor 1s produced 1n the characteristic
descriptor producing unit for each video segment composed
of a group of frames.

5. An 1mage retrieval system according to claim 4,
wherein each piece of input picture data recerved in the char-
acteristic descriptor producing unit denotes compressed
video data which composes one or more intra-frames and
one or more 1nter-frames,

both an average value and a standard deviation are pro-
duced as one characteristic descriptor of the intra-
frames of the video segment 1n the characteristic
descriptor producing unit by extracting an average
matrix of pixel values 1n a prescribed coding area of
one intra-frame for each intra-frame of the video
segment, calculating a sum of the average matrices of
all intra-frames included 1n the video segment and cal-
culating both the average value of the average matrices
and the standard deviation of the average matrices from
the sum and the number of intra-frames 1n the video
segment, and

one characteristic descriptor of the inter-frames of the

video segment 1s produced in the characteristic descrip-
tor producing unit by extracting a matrix ol motion
vectors of pixels of the prescribed coding areas of one
inter-frame for each inter-frame of the video segment,
calculating an average of the motion vectors of each
inter-frame of the video segment as a motion vector
average, classilying zero run lengths, which are
obtained according to a threshold processing for the
motion vectors of one inter-frame, into a plurality of
classified types of zero run lengths for each inter-frame
of the video segment, calculating an average of the
motion vector averages and a plurality of classified
types of average zero run lengths 1n the video segment
according to the number of inter-frames in the video
segment and setting the average of the motion vector
averages and the classified types of average zero run
lengths as the characteristic descriptor of the inter-
frames of the video segment.

6. An 1mage retrieval system according to claim 1,
wherein each piece of input picture data recerved in the char-
acteristic descriptor producing unit denotes non-compressed
video data, the characteristic values are extracted from the
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pieces ol non-compressed video data in the characteristic
descriptor producing unit to produce the characteristic
descriptors, and the characteristic descriptors and pieces of
compressed video data, which are obtained by compressing
the pieces of non-compressed video data according to a pre-
scribed video compression method, are stored in the image
information storing umt while the correspondence of each
characteristic descriptor to one piece of compressed video
data 1s held.

7. An 1mage retrieval system according to claim 1,
wherein a prescribed condition equation stored 1n advance 1s
read out by the image retrieving unit 1n cases where the
image retrieving umt searches the image information storing
unit for the piece of image data conforming to the character-
istic descriptor specified by the second retrieval condition to
output the piece of image data, and 1t 1s judged according to
the prescribed condition equation whether or not the piece of
image data conforms to the characteristic descriptor speci-
fied by the second retrieval condition.

8. An 1mage retrieval system according to claim 1,
wherein each piece of input image data denotes a monitored
image recorded by a monitoring camera.

9. An 1mage retrieval system according to claim 1,
wherein each piece of input image data denotes an 1mage of
a stored video mail.

10. An 1mmage retrieval system according to claim 1,
wherein each piece of input image data denotes an 1mage of
a stored broadcast program.

11. An mmage retrieval system according to claim 1,
wherein each piece of mput image data denotes a video
image recorded by a video camera.

12. An 1mage retrieval method, comprising the steps of:

extracting a plurality of 1image characteristic values from
pieces ol mput 1mage data to produce a characteristic
descriptor for each piece of input image data;

storing the produced characteristic descriptors while hold-
ing the correspondence of each characteristic descriptor
to one piece of input image data;

producing an attribute list according to a piece of attribute
information attached to each piece of input 1mage data;

recewving a lirst retrieval condition relating to attribute
information;

searching the attribute list for one piece of attribute infor-
mation conforming to the first retrieval condition;

outputting the piece of attribute information conforming
to the first retrieval condition;

recerving a second retrieval condition relating to a charac-
teristic descriptor;

searching the pieces of stored image data for one piece of
image data conforming to the second retrieval condi-
tion while referring to the piece of attribute information
conforming to the first retrieval condition; and

outputting the piece of image data conforming to the sec-
ond retrieval condition.
13. An 1mage retrieval system, comprising;:

a characteristic descriptor producing unit for extracting a
plurality of 1image characteristic values from pieces of
input 1mage data and producing a characteristic
descriptor for each piece of input image data;

a for-retrieval description data producing unit for describ-
ing each characteristic descriptor as a piece ol for-
retrieval description data while holding the correspon-
dence of the piece of for-retrieval description data to a
space-time structure of the pieces of input image data;

an 1mage information storing unit for storing each piece of
for-retrieval description data with the piece of mput
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image data corresponding to the piece of for-retrieval
description data;

a first retrieval processing unit;

a second retrieval processing unit; and

a user interface unit,

wherein a retrieval request recerved from a user through
the user interface unit 1s sent from the second retrieval
processing unit to the first retrieval processing unit as
retrieval request information, a retrieval result sent
from the first retrieval processing unit 1s received in the
second retrieval processing unit, the second retrieval
processing unit presents the retrieval result to the user
through the user interface unit, the pieces of for-

retrieval description data of the pieces of input 1image
data stored in the image information storing unit are

analyzed 1n the first retrieval processing unit according
to the retrieval request mnformation sent from the sec-
ond retrieval processing unit to extract the characteris-
tic descriptors, a conformity judgment processing 1s
performed in the first retrieval processing unit accord-
ing to the extracted characteristic descriptors to obtain
the retrieval result, and the retrieval result 1s sent from
the first retrieval processing unit to the second retrieval
processing unit to make the second retrieval processing
umt present the retrieval result to the user through the
user interface unit.

14. An 1image retrieval system according to claim 13, fur-
ther comprising;:

a characteristic descriptor reliability calculating unit for
calculating a degree of reliability of each characteristic
descriptor produced 1n the characteristic descriptor pro-
ducing unit,

wherein the for-retrieval description data producing unit
describes each characteristic descriptor and the degree
of reliability of the characteristic descriptor as one
piece of for-retrieval description data while holding the
correspondence of the piece of for-retrieval description
data to the space-time structure of the pieces of mput
image data, the pieces of for-retrieval description data
of the pieces of mput image data stored in the image
information storing unit are analyzed in the first
retrieval processing unit according to the retrieval
request information sent from the second retrieval pro-
cessing unit to extract the characteristic descriptors and
the degrees of reliability of the characteristic
descriptors, a conformity judgment processing 1S per-
formed 1n the first retrieval processing unit according to
the extracted characteristic descriptors and the degrees
of reliability of the characteristic descriptors to obtain
the retrieval result, and the retrieval result 1s sent from
the first retrieval processing unit to the second retrieval
processing unit to make the second retrieval processing
umt present the retrieval result to the user through the
user interface unit.

15. An 1mage retrieval system according to claim 14,
wherein the necessity of the conformity judgment process-
ing for each characteristic descriptor i1s estimated 1n the first
retrieval processing unit according to the degree of reliabil-
ity of the characteristic descriptor in case of the conformity
judgment processing, and the conformity judgment process-
ing for the characteristic descriptor 1s skipped 1n cases where
it 1s judged that the conformity judgment processing for the
characteristic descriptor 1s not necessary.

16. An 1mage retrieval system according to claim 14, fur-
ther comprising:

a characteristic descriptor retrieval order determining unit

for determining a use order of the characteristic
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descriptors in the retrieval according to the degrees of
reliability calculated in the characteristic descriptor
reliability calculating unit, wherein the for-retrieval
description data producing unit describes each charac-
teristic descriptor, the degree of reliability of the char-
acteristic descriptor and the use order 1n the retrieval as
one piece ol for-retrieval description data while holding
the correspondence of the piece of for-retrieval descrip-
tion data to the space-time structure of the pieces of
input image data, the pieces of for-retrieval description
data of the pieces of mput image data stored in the
image information storing unit are analyzed 1n the first
retrieval processing unit according to the retrieval
request information sent from the second retrieval pro-
cessing unit to extract the characteristic descriptors, the
degrees of reliability of the characteristic descriptors
and the use order 1n the retrieval, a conformity judg-
ment processing 1s performed 1n the first retrieval pro-
cessing unit according to the extracted characteristic
descriptors, the degrees of reliability and the use order
in the retrieval to obtain the retrieval result, and the
retrieval result 1s sent from the first retrieval processing
unit to the second retrieval processing unit to make the
second retrieval processing unit present the retrieval
result to the user through the user interface unit.

17. An 1mage retrieval system according to claim 13,
wherein the retrieval request information, in which a use
order of the characteristic descriptors 1n the retrieval, 1s sent
from the second retrieval processing unit to the first retrieval
processing unit as the retrieval request sent from the user
through the user interface unit, and a retrieval order of the
characteristic descriptors 1s renewed 1n the first retrieval pro-
cessing unit according to the use order in the retrieval which
1s included 1n the retrieval request information sent from the
second retrieval processing unit to perform a retrieval pro-
cessing corresponding to the retrieval request of the user.

18. An 1mage retrieval system according to claim 16,
wherein the number of characteristic descriptor candidates
in the retrieval result obtained 1n the conformity judgment
processing 1s determined according to the degrees of reli-
ability of the characteristic descriptors in the first retrieval
processing unit for each of a plurality of retrieval steps of
which an applied order 1s determined according to the use
order 1n the retrieval, and the conformity judgment process-
ing 1s performed.

19. An 1mage retrieval system according to claim 17,
wherein the number of characteristic descriptor candidates
in the retrieval result obtained 1n the conformity judgment
processing 1s determined according to the degrees of reli-
ability of the characteristic descriptors in the first retrieval
processing unit for each of a plurality of retrieval steps of
which an applied order i1s determined according to the use
order 1n the retrieval, and the conformity judgment process-
ing 1s performed.

20. An 1mage retrieval system according to claim 13, fur-
ther comprising;:

a video data reproducing server; and

a video data decoding and reproducing unit, wherein each

piece of input image data denotes a piece of video data,
a piece ol key image data representing each of pieces of
video data specified 1n the retrieval 1s sent from the first
retrieval processing unit to the second retrieval process-
ing unit as the retrieval resulkt,

cach piece of key image data is received 1n the second
retrieval processing unit as the retrieval result sent from
the first retrieval processing unit to present the retrieval
result to the user through the user interface unit,
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a reproduction request indicating a specific key image,
which 1s selected by the user from a plurality of key
images indicated by the pieces of key image data, 1s
sent from the user interface unit and 1s recerved 1n the
video data reproducing server, a piece of specific video
data represented by the specific key 1image 1s read out
from the 1mage information storing unit and 1s sent to
the video data decoding and reproducing unit, and

the piece of specific video data sent from the video data
reproducing server 1s received in the video data decod-
ing and reproducing unit, 1s decoded and 1s recerved.

21. An 1mage retrieval method, comprising the steps of:

extracting a plurality of 1image characteristic values from
pieces ol mput 1mage data to produce a characteristic
descriptor for each piece of input image data;

describing each characteristic descriptor as a piece of for-
retrieval description data while holding the correspon-
dence of the piece of for-retrieval description data to a
space-time structure of the pieces of mput image data;

storing each piece of for-retrieval description data with
the piece of input image data corresponding to the piece
of for-retrieval description data;

analyzing the pieces of stored for-retrieval description
data of the pieces of mput image data according to a
retrieval request sent from a user to extract the charac-
teristic descriptors;

performing a conformity judgment processing according
to the extracted characteristic descriptors to obtain a
retrieval result; and

presenting the retrieval result to the user.
22. An 1image retrieval method according to claim 21, fur-
ther comprising the steps of:

preparing pieces ol video data as the pieces of input image
data;

presenting a piece of key image data, which represents
cach of pieces of video data specified 1n the retrieval, to
the user as the retrieval result:

receiving a reproduction request indicating a specific key
image which 1s selected by the user from a plurality of
key 1mages indicated by the pieces of key image data;

reading out a piece of specific video data represented by
the specific key image; and

decoding and reproducing the piece of specific video data.

23. An image characteristic evaluating system, compris-

Ing:
a characteristic extracting unit for extracting color infor-

mation of each frame as an image charvacteristic value
Jor each image frame from image data;

a characteristic descriptor producing unit for producing
characteristic descriptors for each video segment by
arithmetically averaging colov information, extracted

10

15

20

25

30

35

40

45

50

48

by the characteristic extracting unit, of each frame per
video segment composed of a plurality of image frames
of image data;

a characteristic description data analyzing unit for input-
ting a characteristic descriptor file or a characteristic
descriptor stream in which color characteristic
descriptors extracted by characteristic descriptor pro-
ducing unit per video segment are sequenced, and for
extracting a characteristic descriptor of the specified

video segment from the characteristic descriptor file or
the colov characteristic descriptor stream,; and

an evaluating unit for evaluating similarity between a
requived characteristic descriptor and the charvacteris-
tic descriptor of the specified video segment extracted
by the characteristic description data analyzing unit.

24. The image characteristic evaluating system according

to claim 23, wherein the color information indicates a histo-

gram corresponding to an image frame.

25. The image characteristic evaluating system according
to claim 23, wherein

the colov information indicates a spatial distvibution of
luminance and color differences.
26. A method of evaluating image characteristic values,
comprising the steps of:
extracting color information of each frame as an image

characteristic value for each image frame from image
data;

producing characteristic descriptors for each video seg-
ment by arithmetically averaging color information,
extracted by the characteristic extracting unit, of each
frame per video segment composed of a plurality of
image frames of image data;

inputting a characteristic descriptor file or a characteris-
tic descriptor stream in which characteristic descrip-

tors extracted in the step of extracting per video seg-
ment are sequenced,

extracting a colov characteristic descriptor for a specified
video segment from the color characteristic descriptor
file or the color characteristic descriptor stream; and

evaluating similarity between a required characteristic
descriptor and the characteristic descriptor of the
specified video segment extracted in the extracting step.
27. The method of evaluating image characteristic
according to claim 26, wherein the color information indi-
cates a histogram corresponding to an image frame.
28. The method of evaluating image characteristic
according to claim 26, wherein

the color information indicates a spatial distvibution of
[luminance and color differences.
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