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(57) ABSTRACT

Information presented to a user via an mformation access
system 1s ranked according to a prediction of the likely
degree of relevance to the user’s interests. A profile of inter-
ests 15 stored for each user having access to the system. Items
of information to be presented to a user are ranked according
to their likely degree of relevance to that user and displayed
in order of ranking. The prediction of relevance 1s carried out
by combining data pertaining to the content of each item of
information with other data regarding correlations of inter-
ests between users. A value indicative of the content of a
document can be added to another value which defines user
correlation, to produce a ranking score for a document.
Alternatively, multiple regression analysis or evolutionary
programming can be carried out with respect to various fac-
tors pertaining to document content and user correlation, to
generate a prediction of relevance. The user correlation data
1s obtained from feedback information provided by users
when they retrieve items of information. Preferably, the user
provides an indication of interest in each document which he
or she retrieves from the system.

104 Claims, 4 Drawing Sheets
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SYSTEM FOR RANKING THE RELEVANCE
OF INFORMATION OBJECTS ACCESSED BY
COMPUTER USERS

Matter enclosed in heavy brackets [ ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue.

Move than one reissue application has been filed for the
reissue of U.S. Pat. No. 6,202,058 the reissue applications
are (i) application Ser. No. 10/388,362 (the present
application) filed on Mar. 12, 2003, (ii) application Ser. No.
11/499,819 (now abandoned) filed on Aug. 3, 2006 which is
a divisional reissue application of application Ser. No.
10/388,362, and (iii) application Ser. No. 11/499,820 (now

abandoned) filed on Aug. 3, 2006 which is also a divisional
reissue application of application Ser. No. 10/385,362.

FIELD OF THE INVENTION

The present inversion 1s directed to information access in
multiuser computer systems, and more particularly to a sys-
tem for ranking the relevance of information that is accessed
via a computer.

BACKGROUND OF THE INVENTION

The use of computers to obtain and/or exchange informa-
tion 1s becoming quite widespread. Currently, there are three
prevalent types of systems that can be employed to distribute
information via computers. One of these systems comprises
electronic mail, also known as e-mail, in which a user
receives messages, such as documents, that have been spe-
cifically sent to his or her electronic mailbox. Typically, to
receive the documents, no explicit action 1s required on the
user’s part, except to access the mailbox itself. In most
systems, the user 1s informed whenever new messages have
been sent to his or her mailbox, enabling them to be read in a
timely fashion.

Another medium that 1s used to distribute information 1s
an electronic bulletin board system. In such a system, users
can post documents or files to directories corresponding to
specific topics, where they can be viewed by other users who
need not be explicitly designated. In order to view the
documents, the other users must actively select and open the
directories containing topics of interest. Articles and other
items of information posted to bulletin board systems typi-
cally expire after some time period, and are then deleted.

The third form of information exchange 1s by means of
text retrieval from static data bases, which are typically
accessed through dial-up services. A group of users, or a
service bureau, can place documents of common interest on
a file server. Using a text searching tool, individual users can
locate documents matching a specific topical query. Some
services ol this type enable users to search personal
databases, as well as databases of other users.

As the use of these types of systems becomes ever more
common, the amount of information presented to users can
reach the point of becoming unmanageable. For example,
users of electronic mail services are increasingly finding that
they recerve more mail than they can usefully handle. Part of
this problem 1s due to the fact that junk mail of no particular
interest 1s regularly sent 1n bulk to lists of user accounts. In
order to view messages of interest, the user may be required
to siit through a large volume of undesirable mail.

Similarly, 1n bulletin board systems, the number of docu-
ments 1n a particular topical category at any given time can
be quite significant. The user must try to identify documents
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2

ol interest on the basis of cryptic titles. As a result, an oppor-
tunity to view documents that are critically relevant may be
missed 11 the user cannot take the time to view all documents
in the category.

Along similar lines, 1n a text retrieval system, a broadly
framed query can result in the 1dentification of a large num-
ber of documents for the user to view. In an effort to reduce
the number of documents, the user may modify the query to
narrow 1its scope. In doing so, however, documents of inter-
est may be eliminated because they do not exactly match the
modified query.

In the past, some mnformation access systems, particularly
¢-mail systems, have provided the user with the ability to
have incoming information filtered, so that only items of
interest would be presented to the user. The filtering was
carried out on the basis of objective criteria specified by the
user. Any messages not meeting the filtering criteria would
be blocked. There 1s always the danger 1n such an objective
approach that potentially relevant items of information can
be missed. It 1s desirable, therefore, to employ a system for
predicting the likely relevance of items of information to a
particular user, so that the items of interest can be ranked and
the need to deal with large amounts of irrelevant information
can be avoided.

Some types of relevance predictors have already been pro-
posed. For example, the contents of a document can be
examined to make a determination as to whether a user
might find that document to be of interest, based on user-
supplied information. While approaches of this type have
some utility, they are limited because the prediction of rel-
evance 1s made only on the basis of one attribute, e¢.g., word
content. It 1s desirable to 1improve upon existing relevance
predicting techniques, and provide a system which takes into
account a variety of attributes that are relevant to a user’s
likely interest 1 a particular item of information. In this
regard, 1t 1s particularly desirable to provide an information
relevance predicting technique which utilizes community
teedback as one of the factors 1n the prediction.

SUMMARY OF THE INVENTION

In accordance with the present invention, information to
be presented to a user via an information access system 1s
ranked according to a prediction of the likely degree of rel-
evance to the user’s interests. A profile of interests 1s stored
for each user having access to the system. Using this profile,
items of information to be presented to the user, e.g., mes-
sages 1n an electronic mail network or documents within a
particular bulletin board category, are ranked according to
their likely degree of relevance and displayed with an indica-
tion of their relative ranking. For example, they can be dis-
played in order of rank.

The prediction of relevance i1s carried out by combining
data pertaining to one or more attributes of each item of
information with other data regarding correlations of inter-
ests between users. For example, a value indicative of the
content of a document can be added to another value which
defines user correlation, to produce a ranking score for a
document. Other information evaluation techniques, such as
multiple regression analysis or evolutionary programming,
can alternatively be employed to evaluate various factors
pertaining to document content and user correlation, and
thereby generate a prediction of relevance.

The user correlation data 1s obtained through feedback
information provided by users when they retrieve items of
information. Preferably, the user provides an indication of
interest 1n each document which he or she retrieves from the

system.
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The relevance predicting technique of the present inven-
tion 1s applicable to all different types of information access
systems. For example, 1t can be employed to filter messages
provided to a user 1n an electronic mail system and search
results obtained through an on-line text retrieval service.
Similarly, 1t can be employed to route relevant documents to
users 1n a bulletin board system.

The foregoing features of the invention, as well as the
advantages offered thereby, are explained in greater detail
hereinafter with reference to exemplary implementations
illustrated in the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a general diagram of the hardware architecture
of one type of information access system in which the
present invention can be implemented;

FIG. 2 1s a block diagram of an exemplary software archi-
tecture for a server program;

FIG. 3 1s an example of an interface window for present-
ing a sorted list of messages to a user;

FIG. 4 1s an example of an interface window for present-
ing the contents of a message to a user;

FIG. 5A 1s a graph of content vectors for two documents
in a two-term space;

FIG. 5B 1s a graph of user profile vectors 1n a two-term
space;
FI1G. 6 1llustrates the generation of a correlation chart; and

FIG. 7 1s an example of an interface window for a movie
recommendation database.

DETAILED DESCRIPTION

To facilitate an understanding of the principles of the
present invention, they are described heremafter with refer-
ence to the implementation of the invention 1n a system hav-
ing multiple personal computers that are connected via a
network. It will be appreciated, however, that the practical
applications of the mvention are not limited to this particular
environment. Rather, the mvention can find utility 1n any
situation which provides for computer access to information.
For example, 1t 1s equally applicable to other types of mul-
tiuser computer systems, such as mainirame and mini-
computer systems in which many users can have simulta-
neous access to the same computer.

The present invention can be employed 1n various kinds of
information access systems, such as electronic mail, bulletin
board, text search and others. Depending upon the type of
system, a variety of different types of information might be
available for access by users. In addition to more conven-
tional types of information that are immediately interpret-
able by a person, such as text, graphics and sound, for
example, the accessible information might also include data
and/or soltware objects, such as scripts, rules, data objects 1n
an object-oriented programming environment, and the like.
For ease of understanding, 1n the following description, the
term “message” 1s employed 1n a generic manner to refer to
cach 1tem of information that 1s provided by and accessible
to users, whether or not 1ts contents can be readily compre-
hended by the person receiving 1t. A message, therefore, can
be a memorandum or note that 1s addressed from one user of
an electronic mail system to another, a textual and/or graphi-
cal document, or a video clip. A message can also be a data
structure or any other type of accessible information.

One example of a hardware architecture for an informa-
tion access system implementing the present mmvention 1s
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4

illustrated 1 FIG. 1. The specific hardware arrangement
does not form part of the invention itself. Rather, 1t 1s
described herein to facilitate an understanding of the manner
in which the features of the invention interact with the other
components of an information access system. The 1llustrated
architecture comprises a client-server arrangement, 1n which
a database of information is stored at a server computer 10,
and 1s accessible through various client computers 12, 14.
The server 10 can be any suitable micro, mini or mainframe
computer having suificient storage capacity to accommodate
all of the 1tems of information to be presented to users. The
client computers can be suitable desktop computers 12 or
portable computers 14, e.g., notebook computers, having the
ability to access the server computer 10. Such access might
be provided, for example, via a local area network or over a
wide area through the use of modems, telephone lines, and/
or wireless communications.

Each client computer 1s associated with one or more users
ol the information access system. It includes a suitable com-
munication program that enables the user to access messages
stored at the server machine. More particularly, the client
program may request the user to provide a password or the
like, by means of which the user 1s 1dentified to the server
machine. Once the user has been identified as having autho-
rized access to the system, the client and server machines
exchange information through suitable communication pro-
tocols.

One particular type of information access system in which
the present can be utilized 1s described 1n detail hereinatter.
It will be appreciated that this description 1s for exemplary
purposes only, and that the practical applications of the

invention are not limited to this particular embodiment.

The general architecture of a server program for an infor-
mation access system 1s 1llustrated i1n block diagram form in
FIG. 2. Referring thereto, at the highest level the server pro-
gram contains a message server 16. The message server car-
ries out communications with each of the clients, for
example over a network, and retrieves information from two
databases, a user database 18 and a message database 20.
The user database 18 contains a profile for each of the sys-
tem’s users, as described 1n greater detail hereinafter. The
message database contains stored messages 22 supplied by
and to users of the database. In addition, the message data-
base has associated therewith an index 24, which provides a
representation of each of the stored messages 22, for
example its title. The index can contain other information
pertinent to the stored messages as well.

In the operation of the system, when a user desires to
retrieve messages, the user accesses the system through the
client program on one of the client machines 12, 14. As part
of the access procedure, the user may be required to log into
the system. Through the use of a password or other appropri-
ate form of identification, the user’s identity 1s provided to
the server 10, which acknowledges the user’s right to access
the system or disconnects the client machine 1t the user has
not been authorized. When the access procedure 1s
successiul, the message server 16 on the server machine
retrieves the user’s profile from the user database 18. This
profile 1s used to rank the messages stored within the system.
The particular information within the user’s profile 1s based
upon a ranking technique that 1s described 1n detail hereinat-
ter. Once the user’s profile 1s retrieved, all of the messages to
be provided to the user are ranked on the basis of a predicted
degree of relevance to the user. For example, in an e-mail
system, all of the messages addressed to that user are ranked.
Those messages which are particularly pertinent to the
user’s interests are highly ranked, whereas junk mail mes-
sages are given a low ranking.
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A list of the ranked messages 1s provided to the client
program, which displays some number of them through a
suitable interface. Preferably, the messages are sorted and
displayed 1n order from the highest to the lowest ranking.
One example of such an interface is illustrated in FIG. 3.
Referring thereto, the interface comprises a window 26 con-
taining a number of columns of information. The left hand
column 28 indicates the relative ranking score of each
message, for example 1n the form of a horizontal
thermometer-type bar 30. The remaining columns can con-
tain other types of information that may assist the user in
determining whether to retrieve a particular message, such
as the date on which the message was posted to the system,
the message’s author, and the title of the message. The 1nfor-
mation that 1s displayed within the window can be stored as
part of the index 24. If the number of messages 1s greater
than that which can be displayed 1n a single window, the
window can be provided with a scroll bar 32 to enable the
user to scroll through and view all of the message titles.

Other display techniques can be employed 1n addition to,
or i lieu of, sorting the messages 1 order of rank. For
example, the color, size and/or intensity of each displayed
message can be varied 1n accordance with 1ts predicted rel-
evance.

When the user desires to view any particular message, the
desired message 1s selected within the window, using any
suitable technique for doing so. Once a message has been
selected by the user, the client program 1nforms the server 10
of the selected message. In response thereto, the server
retrieves the complete text of the message from the stored
file 22, and forwards 1t to the client, where it 1s displayed.

An example of an 1nterface for the display of a message 1s
illustrated 1n FIG. 4. Referring thereto, the message can be
displayed 1n an appropriate window 34. The contents of the
message, €.g., 1ts text, 1s displayed 1n the main portion of the
window. Located above this main portion 1s header 36 which
contains certain nformation regarding the message. For
example, the header can contain the same information as
provided in the columns shown in the interface of FIG. 3,
1.e., author, date and title. Located to the right of this infor-
mation are two 1cons which permit the user to indicate his or
her mterest 1n that particular message. If the user found the
message to be of interest, a “thumbs-up” 1con 38 can be
selected. Alternatively, 1 the message was of little of no
interest to the user, a “thumbs-down” icon 40 can be
selected. When either of these two 1cons 1s selected, the 1ndi-
cation provided thereby 1s forwarded to the server 10, where
it 1s used to update the user profile.

In the example of FIG. 4, the user 1s provided with only
two possible selections for indicating interest, 1.e., “thumbs-
up” or “thumbs-down™, resulting in very coarse granularity
for the indication of interest. If desired, finer resolution can
be obtained by providing additional options for the user. For
example, three options can be provided to enable the user to
indicate high interest, mediocre interest, or minimal 1nterest.

Preferably, in order to obtain reliable information about
cach user, it 1s desirable to have the user provide an 1ndica-
tion of degree of interest for each message which has been
retrieved. To this end, the interface provided by the client
program can be designed such that the window 34 contain-
ing the content of the message, as 1llustrated 1n FIG. 4, can-
not be closed unless one of the options 1s selected. More
particularly, the window 1illustrated in FIG. 4 does not
include a conventional button or the like for enabling the
window to be closed. To accomplish this function, the user 1s
required to select one of the two 1cons 38 or 40 which 1ndi-

10

15

20

25

30

35

40

45

50

55

60

65

6

cates his or her degree of interest 1n the message. When one
of the 1cons 1s selected, the window 1s closed and the mes-
sage disappears from the screen. With this approach, each
time a message 1s retrieved, feedback information regarding
the user’s degree of 1nterest 1s obtained, to thereby maintain
an up-to-date profile for the user.

Depending upon the particular information access system
that 1s being used, the type of information presented to the
user may vary. In the embodiment illustrated 1n FIGS. 1 and
2, all items of information available to users can be stored 1n
a single database 22. If desired, multiple databases directed
to specific categories of information can be provided. For
example, a separately accessible database of movie descrip-
tions can be provided, to make movie recommendations to
users. Each separate database can have its own profile for
users who access that database. Thus, each time a user sees a
movie, he or she can record his or her reaction to it, e.g., like
or dislike. This information 1s used to update the user’s pro-
file for the movie database, as well as provide information to
rank that movie for viewing by other users whose 1nterests in
movies are similar or opposed. An example of a user inter-
face for presenting this information 1s shown in FIG. 7.
Referring thereto, 1t can be seen that the title of each movie
1s accompanied by a recommendation score 46. This particu-
lar example also illustrates a different techmque for quanti-
tying the relevance ranking of each item. Specifically, the
scores 46 are negative as well as positive. This approach may
be more desirable for certain types of information, for
example, to provide a clearer indication that the viewer will
probably dislike certain movies. The values that are used for
the ranking display can be within any arbitrarily chosen
range.

Traditionally, the ranking of messages was based only on
the content of the messages. In accordance with the present
invention, however, the ranking of messages 1s carried out by
combining data based upon an attribute of the message, for
example 1ts content, with other data relating to correlations
of indications provided by users who have retrieved the mes-
sage. To dertve the content-based data, certain elements of
the message, e.g., each word 1n a document, can be assigned
a weight, based on 1ts statistical importance. Thus, for
example, words which frequently occur 1n a particular lan-
guage are given a low weight value, while those which are
rarely used have a high weight value. The weight value for
cach term 1s multiplied by the number of times that term
occurs 1n the document. Referring to FIG. 5A, the results of
this procedure 1s a vector of weights, which represents the
content of the document.

For non-document types of information, the content data
can be based upon other attributes that are relevant to a
user’s interest 1 that information. For example, 1n the movie
database, the content vector might take into account the type
of movie, such as action or drama, the actors, its viewer
category rating, and the like.

The example of FIG. SA illustrates a two-dimensional
vector for each of two documents. In practice, of course, the
vectors for information content would likely have hundreds
or thousands of dimensions, depending upon the number of
terms that are monitored. For further information regarding
the computation of vector models for indexing text, refer-
ence 1s made to Introduction To Modern Information
Retrieval by Gerald Salton and Michael J. McGill (McGraw-

Hill 1983), which 1s incorporated herein by reference.

Each user profile also comprises a vector, based upon the
user’s mdications as to his or her relative interest 1n previ-
ously retrieved documents. Each time a user provides a new
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response to a retrieved message, the profile vector 1s modi-
fied 1n accordance with the results of the indication. For
example, 11 the user indicates 1nterest 1n a document, all of
the significant terms 1n that document can be given increased
weight 1n the user’s profile.

Each user in the system will have at least one profile,
based upon the feedback information received each time the
user accesses the system. If desirable, a single user might
have two or more different profiles for different task con-
texts. For example, a user might have one profile for work-
related information and a separate profile for messages per-
taining to leisure and hobbies.

One factor in the prediction of a user’s likely interest 1n a
particular piece of mnformation can be based on the similarity
between the document’s vector and the user’s profile vector.
For example, as shown 1n FIG. 5B, a score of a document’s
relevance can be indicated by the cosine of the angle
between the document’s vector and the user’s profile vector.
A document having a vector which 1s close to that of the
user’s profile will be highly ranked, whereas those which are
significantly different will have a lower ranking.

A second factor 1n the prediction of a user’s interest in
information 1s based upon a correlation with the indications
provided by other users. Referring to FIG. 6, each time a
user retrieves a document and subsequently provides an indi-
cation of interest, the result can be stored 1n a table 42. From
this table, a correlation matrix R can be generated, whose
entries idicate the degree of correlation between the various
users’ interests 1n commonly retrieved messages. More
precisely, element R,; contains a measure of correlation
between the 1-th user and the j-th user. One example of such
a matrix 1s the correlation matrix illustrated at 44 in FIG. 6.
In this example, only the relevant entries are shown. That is,
the correlation matrix 1s symmetric, and the diagonal ele-
ments do not provide any additional information for ranking,
purposes.

Subsequently, when a user accesses the system, the feed-
back table 42 and the correlation matrix 44 are used as
another factor 1n the prediction of the likelithood that the user
will be interested 1n any given document. As one example of
an algorithm that can be used for this purpose, a prediction
score, P,; for the 1-th user regarding the j-th document, can be

computed as:

Pij =

where R, 1s the correlation of users 1 and k, the V, 1s the
weight indicating the feedback of user k on document j.
Thus, for the corresponding data in FIG. 6, the prediction
score for User C regarding Document 1 1s as follows:

(0.00%1)+(=0.33%1)+(=1.00%*~1)=0.67

In this formula, each parenthetical product pertains to one of
the other users, 1.e., A, B and D, respectively. Within each
product, the first value represents the degree of correlation
between the other user and the current user in question, as
indicated by the matrix 44. The second value indicates
whether the other user voted favorably (+1) or negatively
(—1) after reading the document, as indicated 1n the table 42.
The values of +1 and -1 are merely exemplary. Any suitable
range of values can be employed to indicate various users’
interests 1n retrieved items of information.

In accordance with the invention, a combination of
attribute-based and correlation-based prediction 1s employed
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to rank the relevance of each item of information. For
example, a weighted sum of scores that are obtained from
cach of the content and correlation predictors can be used, to
determine a final ranking score. Other approaches which
take 1nto account both the attribute-based information and
user correlation information can be employed. For example,
multiple regression analysis can be utilized to combine the
various factors. In this approach, regression methods are
employed to identily the most important attributes that are
used as predictors, e.g., salient terms 1 a document and
users having similar feedback responses, and how much
cach one should be weighted. Alternatively, principal com-
ponents analysis can be used to 1dentily underlying aspects
ol content-based and correlation-based data that predict a
score.

As another example, evolutionary programming tech-
niques can be employed to analyze the available data regard-
ing content of messages and user correlations. One type of
evolutionary programming that 1s suitable 1n this regard is
known as genetic programming. In this type of
programming, data pertaining to the attributes of messages
and user correlation are provided as a set of primitives. The
various types of data are combined 1n different manners and
evaluated, until the combination which best fits known
results 1s found. The result of this combination 1s a program
that describes the data which can best be used to predict a
given user’s likely degree of interest 1n a message. For fur-
ther information regarding genetic programming, reference
1s made to Koza, John R., Genetic Programming: On The
Programming of Computers By Means of Natural Selection,
MIT Press 1992.

In a more specific implementation of evolutionary
programming, the analysis techmque known as genetic algo-
rithms can be employed. This technique differs from genetic
programming by virtue of the fact that pre-defined param-
cters pertaiming to the items of information are employed,
rather than more general programming statements. For
example, the particular attributes of a message which are to
be utilized to define the prediction formula can be estab-
lished ahead of time, and employed in the algorithms. For
further mformation regarding this techmique, reference is
made to Goldberg, David E., Genetic Algorithms 1n Search,
Optimization and Machine Learning, Addison-Wesley 1989.

In addition to content and correlation scores, other
attributes can be employed. For example, event times can be
used 1n the ranking equation, where older 1tems might get
lower scores. If a message 1s a call for submitting papers to a
conierence, 1ts score might rise as the deadline approached,
then fall when 1t had passed. These various types of data can
be combined using any of the data analysis techniques
described previously, as well as any other well-known analy-
s1s technique.

From the foregoing, it can be seen that the present inven-
tion provides a system for ranking information which 1s not
based on only one factor, namely content. Rather, a determi-
nation 1s made on the basis of a combination of factors. In a
preferred implementation, the present invention provides for
social interaction within the community of users, since each
individual can benefit from the experiences of others. A user
who has written about a particular topic 1s more likely to
have other messages relating to that same topic presented to
him or her, without awareness of the authors of these other
items of information.

The 1nvention takes advantage of the fact that a commu-
nity ol users 1s participating in the presentation of informa-
tion to users. In current systems, 1 a large number of readers
cach believe a message 1s significant, any given user 1S no
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more likely to see it than any other message. Conversely, the
originator of a relatively uninteresting 1dea can easily broad-
cast 1t to a large number of people, even though they may
have no desire to see 1t. In the system of the present
invention, however, the relevance score of a particular mes-
sage takes 1nto account not only on the user’s own interests,
but also feedback from the community.

To facilitate an understanding of the invention, 1ts prin-
ciples have been explained with reference to specific
embodiments thereof. It will be appreciated, however, that
the practical applications of the mvention are not limited to
these particular embodiments. The scope of the invention 1s
set forth 1n the following claims, rather than the foregoing
description, and all equivalents which are consistent with the
meaning of the claims are intended to be embraced therein.

What 1s claimed:

1. In a computerized information access system, a method
for presenting 1tems of information to users, comprising the
steps of:

a) storing user profiles for users having access to the
system, where each user profile 1s based, at least 1n part,
on the attributes of information the user finds to be of
interest;

b) determining an attribute-based relevance factor for an
item of information which is indicative of the degree to
which an attribute of that item of information matches
the profile for a particular user;

¢) determinming a measure ol correlation between the par-
ticular user’s interests and those of other users who
have accessed said item of information;

d) combining said relevance factor and said degree of cor-
relation to produce a ranking score for said item of
information;

¢) repeating steps b, ¢ and d for each 1tem of information
to be presented to said particular user; and

1) displaying the items of information to the user 1n accor-

dance with their ranking scores.

2. The method of claim 1, wherein said combining step
comprises a regression analysis of attribute-based and
correlation-based factors for each 1tem of information.

3. The method of claim 1 wherein said combining step
comprises forming a weighted sum of said relevance factor
and said degree of correlation.

4. The method of claim 1, wherein said ranking score 1s
also related to a date associated with each 1tem of informa-
tion.

5. The method of claim 1 wherein said step of determining,
said degree of correlation includes the steps of obtaining
teedback information from users regarding each user’s inter-
est 1n particular items of information when each such item 1s
accessed by a user, and recording said feedback information.

6. The method of claim 3 further including the step of
generating a correlation matrix which indicates the degree of
correlation between respective users based upon commonly
accessed 1tems of information.

7. The method of claim 1 wherein said attribute 1s the
contents of the 1item of information.

8. The method of claim 1 wherein said 1tems of informa-
tion are displayed in order of their relative rankings to
thereby provide said indication.

9. The method of claim 1 wherein said relevance factor
and said degree of correlation are combined by means of
evolutionary programming techniques to generate a formula
that 1s used to produce a ranking score for an item of 1nfor-
mation.

10. The method of claim 9 wherein said evolutionary pro-
gramming technique comprises genetic programming.
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11. The method of claim 9 wherein said evolutionary pro-
gramming technique comprises genetic algorithms.

12. The method of claim 1 wherein said information
access system 1s an electronic mail system, and said method
1s employed to filter messages provided to subscribers of
said system.

13. The method of claim 1 wherein said information
access system 1s an electronic bulletin board system, and
said method 1s employed to rank items of information 1n a
topic category selected by a user.

14. A computer-based information access system, com-
prising:

a first database containing items of information to be pro-

vided to users of said system;

means for enabling users to indicate their degree of inter-
est 1n particular items of information stored 1n said first

database;:

means for determining the correlation between the 1ndi-
cated interests of respective users and for storing infor-
mation related thereto; and

means for predicting a given user’s likely degree of inter-
est 1n a particular 1tem of information on the basis of
said 1nformation relating to the determined correlation
and at least one attribute of the 1tem of information.

15. The information access system of claim 14 further
including a user interface for displaying plural items of
information with an indication of their relative predictions
regarding likely degree of interest for a given user.

16. The information access system of claim 14 wherein
said attribute 1s the contents of the 1tem of information.

17. The information access system of claim 14 further
including a second database containing at least one profile of
interests for each of a number of users of said system, and
wherein said prediction 1s based on a combination of (1) the
relationship of said attribute to the profile for said given user
and (11) the correlation between indications provided by the
given user and other users who have had access to said 1tem
of information.

18. The information access system of claim 17 wherein
cach user profile comprises a vector and said attribute
defines a vector for the 1item of information, and wherein said
relationship 1s determined in accordance with the similarities
between the vector for the item of information and the user

profile vector.
19. The information access system of claim 14 wherein

said prediction 1s based on a regression analysis of data
related to said attribute and stored correlation information

pertaining to said given user.
20. The mformation access system of claim 14 wherein

said prediction 1s determined by means of evolutionary pro-
gramming techniques.

21. The mformation access system of claim 20 wherein
the evolutionary programming techniques produce a formula
which establishes a combination of attribute-based and
correlation-based factors that determine said prediction.

22. The mformation access system of claim 20 wherein
said evolutionary programming techniques comprise genetic
programming.

23. The mformation access system of claim 20 wherein
said evolutionary programming techniques comprise genetic
algorithms.

24. The system of claim 14, wherein said information
access system comprises an electronic mail system.

25. The system of claim 14, wherein said information
access system comprises an electronic bulletin board sys-
tem.

26. The system of claam 14, wheremn said information
access system comprises an electronic search and retrieval
system.
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27. The method of claim 1 wherein the items of informa-
tion are displayed with an indication of their ranking scores.

28. A method for displaying 1tems of information to users,
comprising the steps of:

determining a relevance factor for an 1tem of information,
based upon an attribute of the item of information;

defiming a relationship between the interests of a given
user and those of other users;

determining a correlation factor for the item of 10
information, based upon said defined relationship;

combining said relevance factor and said correlation fac-
tor to produce a ranking score for the item of informa-

tion; and Ny
displaying the item of information to the given user in

accordance with 1ts ranking score.

29. The method of claim 28 further including the steps of
determining a ranking score for multiple items of
information, and displaying the items of information mn 5
accordance with their ranking scores.

30. The method of claim 28 wherein the item of informa-
tion 1s displayed with an indication of its ranking score.

31. A method of presenting documents from a document

collection to a user, the method comprising. 25

storing a user profile vector for the user, the user profile
vector in a vector space derived from terms contained
in the document collection and including a plurality of
weights, each weight associated with a term in the

document collection; 30

selecting a plurality of documents from the document
collection, each document associated with a document

vector in the term vector space;

Jor each selected document:

determining a relevance scorve, the relevance score
based on a relationship between the user profile vec-
tor and the document vector associated with the
selected document;

determining a corrvelation score between the user and
other users corresponding to the selected document;
and

combining the relevance scove and the correlation
scove to determine a final ranking score for the
selected document; and

35

40

45
presenting the selected documents to the user according

to the final ranking scores.
32. The method of claim 31, wherein determining a corre-
lation score comprises.

storing information rvelating to users’ interest in the docu- 50

ments in the document collection;

storing information relating to the degree of correlation
between the users’ interest in documents;

generating the correlation scove based upon the informa-
tion relating to the users’ interest and the information
relating to the degree of correlation.

33. The method of claim 32, wherein.:

the information relating to the users’ intevests in the docu-
ments is stoved in a user intervest matrix indicating the
users’ interests in particular documents;

55

60

the degree of correlation between the users’ intevest is
stored in a correlation matrix indicating the degree of
correlation between the users’ intervest in the docu-

ments; and 65

the correlation scove is generated based upon the user
interest matrix and the correlation matrix.

12
34. The method of claim 32, wherein:

storing information relating to the users’ intevest com-
prises generating a user intervest matrix V wherve each
entry V, . is the weight indicating the feedback of user k
on document j;

storing information relating to the degree of correlation
comprises generating a correlation matrix R where
each entry R is a measure of the degree of correlation
between users i and k; and

generating the correlation score comprises calculating a
prediction score P indicating a likelihood of user i’s
interest in document j by carrying out an operation,

Pi= ) RyVy.

k+i,j

35. The method of claim 31, wherein the relationship
between the user profile vector and the document vector is a
cosine of an angle between the document vector and the user
profile vector.

36. The method of claim 31, wherein the rvelationship
between the user profile vector and the document vector is
based on the similarity between the user profile vector and
the document vector.

37. A computer program product for presenting docu-
ments from a document collection to a user, the computer
program product stored on a computer readable medium
and adapted to perform a method comprising:

storing a user profile vector for the user, the user profile

vector in a vector space derived from terms contained
in the document collection and including a plurality of
weights, each weight associated with a term in the
document collection;

selecting a plurality of documents from the document

collection, each document associated with a document
vector in the term vector space;

for each selected document:

determining a relevance scorve, the relevance score

based on a relationship between the user profile vec-
tor and the document vector associated with the

selected document;

determining a correlation score between the user and
other users corresponding to the selected document;
and

combining the relevance scorve and the correlation
scorve to determine a final ranking scove for the
selected document;: and

presenting the selected documents to the user according
to the final ranking scores.
38. The computer program product of claim 37, wherein
determining a correlation scorve comprises:

storing information relating to users’ intevest in the docu-
ments in the document collection;

storing information rvelating to the degree of correlation
between the users’ interest in documents;

generating the corrvelation scove based upon the informa-
tion relating to the users’ interest and the information
relating to the degree of correlation.

39. The computer program product of claim 38, wherein:

the information relating to the users’ intevests in the docu-
ments is stoved in a user intervest matrix indicating the
users’ intevests in particular documents;

the degree of correlation between the users’ interest is
stored in a correlation matrix indicating the degree of
correlation between the users’ interest in the docu-

ments; and
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the correlation score is generated based upon the user
interest matrix and the correlation matrix.
40. The computer program product of claim 38, wherein:

storing information rvelating to the users’ intevest com-
prises generating a user interest matvix V where each

entry V, is the weight indicating the feedback of user k

on document j;

storing information relating to the degree of correlation
comprises generating a correlation matrix R where

each entry R, is a measure of the degree of correlation
between users i and k; and

generating the correlation score comprises calculating a
prediction score P, indicating a likelihood of user i’s
interest in document j by carrying out an operation,

Pi= ) RV

k+i, j

41. The computer program product of claim 37, wherein
the relationship between the user profile vector and the
document vector is a cosine of an angle between the docu-
ment vector and the user profile vector.

42. The computer program product of claim 37, wherein
the relationship between the user profile vector and the
document vector is based on the similarity between the user
profile vector and the document vector.

43. A system for presenting documents to a usev, the docu-
ments each associated with a document vector in a vector
space and stoved in a document database coupled to the
system, the system comprising:

a user database stoving a user profile vector for the user,
the user profile vector in the vector space derived from
termms contained in the document database and includ-
ing a plurality of weights, each weight associated with
a term in the document collection; and

a server coupled to the user database and the document
database for selecting documents from the document
database, wherein the server:
determines, for each selected document, a relevance
score, the relevance scove based on a relationship
between the user profile vector and the document
vector associated with the selected document;

determines, for each selected document, a correlation
score between the user and other users corvrespond-
ing to the selected document;

combines, for each selected document, the relevance
score and the correlation scorve to determine a final
ranking score for the selected document; and

presents the selected documents to the user accovding
to the final ranking scorves.

44. The system of claim 43, wherein the server determines

the correlation scove by:

stoving information relating to users’ intevest in the docu-
ments in the document collection;

storing information relating to the degree of correlation
between the users’ interest in documents;

generating the corrvelation scove based upon the informa-
tion relating to the users’ interest and the information

relating to the degree of correlation.
45. The system of claim 44, wherein:

the information relating to the users’ intevests in the docu-
ments is stoved in a user intervest matrix indicating the
users’ intevests in particular documents;

the degree of correlation between the users’ intevest is
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stored in a correlation matrix indicating the degree of 65

correlation between the users’ interest in the docu-
ments; and
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the server generates the correlation scove based upon the
user intevest matrix and the correlation matrix.
46. The system of claim 44, wherein.

the information relating to the users’ intevest is stored in a
user interest matrix V where each entry V,  is the weight
indicating the feedback of user k on document j;

the information relating to the degree of correlation is
stored in a correlation matrix R where each entry R; is
a measure of the degree of correlation between users i

and k; and

the server generates the correlation score by calculating a
prediction score P, indicating a likelihood of user i’s
interest in document j by carrying out an operation,

Py= > RyVy.

k+i,

47. The system of claim 43, wherein the relationship
between the user profile vector and the document vector is a
cosine of an angle between the document vector and the user
profile vector.

48. The method of claim 43, wherein the rvelationship
between the user profile vector and the document vector is
based on the similarity between the user profile vector and
the document vector:

49. A method of presenting information items from an
information item collection to a user, the method compris-
Ing.

storing a usev profile vector for the user, the user profile

vector in a vector space derived from attributes in the
information item collection and including a plurality of

weights, each weight associated with an attribute in the
information item collection;

selecting a plurality of information items from the infor-
mation item collection, each information item associ-
ated with an information item vector in the attribute
vector space;

for each selected information item:
determining a relevance score, the relevance score
based on a relationship between the user profile vec-
tor and the information item vector associated with
the selected information item;
determining a correlation score between the user and
other users corresponding to the selected informa-
tion item; and
combining the rvelevance scove and the correlation
scorve to determine a final ranking scove for the
selected information item; and

presenting the selected information items to the user
according to the final vanking scoves.

50. The method of claim 49, wherein determining a corre-
lation scove comprises.:

storing information velating to users’ intevest in the infor-
mation items in the information item collection;

storing information velating to the degree of correlation
between the users’ interest in information items;

generating the corrvelation scove based upon the informa-
tion relating to the users’ interest and the information
relating to the degree of correlation.

51. The method of claim 50, wherein:

the information relating to the users’ intevests in the infor-
mation items is stoved in a user interest matrix indicat-
ing the users’ intevests in particular information items;
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the degree of correlation between the users’ intervest is

storved in a correlation matrix indicating the degree of

correlation between the users’ intevest in the informa-
tion items; and

the correlation score is generated based upon the user
interest matrix and the correlation matrix.

52. The method of claim 50, wherein.

storing information rvelating to the users’ intevest com-
prises generating a user interest matvix V where each
entry V,, is the weight indicating the feedback of user k
on information item j;

storing information relating to the degree of correlation
comprises generating a correlation matrvix R where
each entry R, is a measure of the degree of correlation
between users i and k; and

generating the correlation score comprises calculating a
prediction score P, indicating a likelihood of user i’s
intevest in information item j by carrying out am
operation,

Pi= ) RyVy.

ki, j

53. The method of claim 49, wherein the relationship

between the user profile vector and the document vector is a
cosine of an angle between the document vector and the user
profile vector.

54. The method of claim 49, wherein the relationship

between the user profile vector and the document vector is
the distance between the user profile vector and the docu-
ment vecitor.

55. A computer program product for presenting informa-

tion items from an information item collection to a user, the
computer program product stoved on a computer veadable
medium and adapted to perform a method comprising:

storing a user profile vector for the user, the user profile
vector in a vector space derived from attributes con-
tained in the information item collection and including
a plurality of weights, each weight associated with an
attribute in the information item collection;

selecting a plurality of information items from the infor-
mation item collection, each information item associ-
ated with an information item vector in the attrvibute
vector space;

Jor each selected information item.

determining a relevance scorve, the relevance score
based on a relationship between the user profile vec-
tor and the information item vector associated with
the selected information item;

determining a corrvelation score between the user and
other users corresponding to the selected informa-
tion item; and

combining the relevance scorve and the correlation
scorve to determine a final ranking scove for the
selected information item; and

presenting the selected information items to the user

according to the final vanking scoves.
56. The computer program product of claim 535, wherein

determining a correlation score comprises:

storing information rvelating to users’ interest in the infor-
mation items in the information item collection;

storing information relating to the degree of correlation
between the users’ interest in information items,

generating the correlation scove based upon the informa-
tion relating to the users’ interest and the information
relating to the degree of correlation.
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57. The computer program product of claim 56, wherein:

the information relating to the users’ intevests in the infor-
mation items is stoved in a user interest matvix indicat-
ing the users’ intevests in particular information items;

the degree of correlation between the users’ interest is
stored in a correlation matrix indicating the degree of
correlation between the users’ intervest in the informa-
tion items; and

the correlation scorve is genervated based upon the user
interest matrvix and the correlation matrix.
58. The computer program product of claim 56, wherein:

storing information relating to the users’ intevest com-
prises generating a user intervest matrix V wherve each
entry V,, is the weight indicating the feedback of user k
on information item j;

storing information rvelating to the degree of correlation
comprises generating a correlation matrix R where
each entry R; is a measure of the degree of correlation
between users i and k; and

generating the correlation score comprises calculating a
prediction score P indicating a likelihood of user i’s
intevest in information item j by carrying out an
operation,

Py= ) RyVy.

k+ij

59. The computer program product of claim 55, wherein
the relationship between the user profile vector and the
document vector is a cosine of an angle between the docu-
ment vector and the user profile vector.
60. The computer program product of claim 55, wherein
the relationship between the user profile vector and the
document vector is based on the similarity between the user
profile vector and the document vector.
61. A system for presenting information items to a user,
the information items each associated with an information
item vector in the attribute vector space and stored in an
information item database coupled to the system, the system
COmprising:
a user database stoving a usev profile vector for the user,
the user profile vector in a vector space derived from
attributes contained in the information item database
and including a plurality of weights, each weight asso-
ciated with an attribute in the information item collec-
tion; and
a server coupled to the user database and the information
item database for selecting information items from the
information item database, wherein the server:
determines, for each selected information item, a vel-
evance score, the relevance score based on a rela-
tionship between the user profile vector and the
information item vector associated with the selected
information item;

determines, for each selected information item, a corre-
lation score between the user and other users corre-
sponding to the selected information item;

combines, for each selected information item, the vel-
evance score and the correlation score to determine
a final rvanking scove for the selected information
item; and

presents the selected information items to the user
according to the final vanking scoves.

62. The system of claim 61, wherein the server determines
the correlation scove by:
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stoving information relating to users’ intevest in the infor-
mation items in the information item collection;

storing information relating to the degree of correlation

between the users’ interest in information items;

generating the correlation scove based upon the informa- °

tion relating to the users’ interest and the information
relating to the degree of correlation.
63. The system of claim 62, wherein:

the information relating to the users’ interests in the infor-
mation items is stoved in a usev interest matrix indicat-
ing the users’ intevests in particular information items;

10

the degree of correlation between the users’ intevest is
storved in a correlation matrix indicating the degree of

correlation between the users’ intevest in the informa-
tion items; and

15

the server generates the correlation scove based upon the
user interest matrix and the correlation matrix.
64. The system of claim 62, wherein.

the information relating to the users’ intervest is stored in a 2V

user interest matrix V where each entry V, is the weight
indicating the feedback of user k on information item j;

the information relating to the degree of corrvelation is
stored in a correlation matrix R where each entry R, is
a measure of the degree of correlation between users i

and k; and

the server generates the correlation scorve by calculating a
prediction score P, indicating a likelihood of user i’s
interest in information item j by carrving out am
operation,

Pi= ) RyVy.

k#i, j
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65. The server of claim 61, wherein the relationship

between the user profile vector and the document vector is a
cosine of an angle between the document vector and the user
profile vector.

40

66. The server of claim 61, wherein the relationship

between the user profile vector and the document vector is

based on the similarity between the user profile vector and
the document vector:

67. A method of presenting documents from a document +

collection to a user, the method comprising.

storing a user profile for the user, the user profile includ-
ing terms contained in the document collection and

weights respectively associated with the terms, 50

selecting a plurality of documents from the document
collection, each document associated with a document
profile, the document profile including terms contained
in its associated document;

Jor each selected document:

determining a relevance scorve, the relevance score
based on a relationship between the user profile and
the document profile associated with the selected
document;

determining a corrvelation score between the user and
other users corresponding to the selected document;
and

combining the relevance scorve and the correlation
scorve to determine a final ranking scove for the
selected document; and

55

60

63
presenting the selected documents to the user according
to the final ranking scores.

18
68. The method of claim 67, wherein the final ranking

scove comprises a recommendation score.
69. The method of claim 68, wherein the recommendation

score comprises a movie recommendation scorve.
70. A method comprising:

storing a user profile for a user, the user profile including
terms contained in a document collection and weights
respectively associated with the tevms;

selecting a plurality of documents from the document
collection, each document associated with a document
profile, the document profile including tevms contained
in its associated document;

for each selected document:

determining a relevance scorve, the relevance score
based on a relationship between the user profile and
the document profile associated with the selected
document;

determining a correlation score between the user and
other users corresponding to the selected document;
and

combining the relevance scove and the correlation
scorve to determine a final ranking scove for the
selected document;: and

presenting one orv more rvecommendations to the user
based on the final ranking scores.
71. The method of claim 70, wherein the recommenda-
tions comprise movie recommendations.
72. A method of presenting documents received from a
document collection to a user, the method comprising:

retrieving a user profile vector associated with the user,
the user profile vector in a vector space derived from
terms in the document collection;

receiving a plurality of documents from the document
collection, each document having a document vector in
the vector space;

for each received document:
determining a relevance scorve for the document by a
vector operation comparing the user profile vector
and the document vector; and
determining a correlation score between the user and
other users corresponding to the document; and

ranking the received documents based on a combination
of each received document’s relevance score and corre-
lation score for presentation to the user.

73. The method of claim 72, wherein the vector space is
defined by a set of tevms selected from the tevms in the docu-
ment collection, each user profile vector and each document
vector includes a plurality of vector components, each vec-
tor component corresponding to a weight of one of the tevms.

74. The method of claim 72, wherein the vector operation
is the determination of a cosine of an angle between the
document vector and the user profile vector.

75. The method of claim 72, wherein the vector operation
is a geometric operation determining a distance between the
user profile vector and the document vector.

76. The method of claim 72, wherein each user profile
vector and each document vector comprises a plurality of
weights, each weight associated with a term.

77. The method of claim 72, wherein each user profile
vector comprises a plurality of user profile vector weights
derived from the user’s interest in documents and each docu-
ment vector comprises a plurality of document vector
weights indicating the frequency of occurvence of the terms
associated with the document vector weights in the docu-
ment.
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78. The method of claim 72, further comprising

receiving a usev vating of a document;

responsive to positive user rating, modifying the user pro-
file vector of the user so that the user profile vector is
movre similar to the document vector of the user rated
document; and

responsive to a negative user rating, modifving the user
profile vector of the user so that the user profile vector
is less similar to the document vector of the user rated

document.
79. The method of claim 72, further comprising.

receiving a user vating of a document; and

modifving the user profile vector as a function of the user

rating and the document vector of the user vated docu-
ment.

80. The method of claim 72, further comprising:

receiving a usev vating of a document indicating a user
interest in the user rated document; and

modifving the user profile vector by determining which
terms of the user rated document arve significant and
increasing the weights corresponding to the significant
tevms in the user profile vector.

81. The method of claim 72, wherein the document collec-
tion includes a first document database and a second docu-
ment database separate from the first document database,
and the user profile vector associated with the user com-
prises a first user profile vector and a second user profile
vector, the first and second user profile vectors correspond-
ing to the first and second document databases, vespectively,
the method further comprising:

updating the first user profile vector in vesponse to a user
rating of a document from the first document database;
and

updating the second user profile vector in response to a
user vating of a document from the second document
database.

82. A computer program product for presenting docu-
ments received from a document collection to a user, the
computer program product stored on a computer readable
medium and configured to perform a method comprising:

vetrieving a userv profile vector associated with the user,
the user profile vector in a vector space derived from
terms in the document collection;

receiving a plurality of documents from the document
collection, each document having a document vector in
the vector space;

for each received document:
determining a relevance scove for the document by a
vector operation comparing the userv profile vector
and the document vector; and
determining a correlation score between the user and
other users corresponding to the document; and

ranking the received documents based on a combination
of each received document’s relevance scorve and corre-
lation score for presentation to the user.

83. The computer program product of claim 82, wherein
the vector space is defined by a set of terms selected from the
terms in the document collection, each user profile vector
and each document vector includes a plurality of vector
components, each vector component corresponding to a
weight of one of the terms.

84. The computer program product of claim 82, wherein
the vector operation is the determination of a cosine of an
angle between the document vector and the user profile vec-
lor.
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85. The computer program product of claim 82, wherein
the vector operation is a geometric operation determining a
distance between the user profile vector and the document
vecltor.

86. The computer program product of claim 82, wherein
each user profile vector and each document vector com-
prises a plurality of weights, each weight associated with a
lerm.

87. The computer program product of claim 82, wherein
each user profile vector comprises a plurality of user profile
vector weights derived from the user’s intevest in documents
and each document vector comprises a plurality of docu-
ment vector weights indicating the frequency of occurrence
of the tevms associated with the document vector weights in
the document.

88. The computer program product of claim 82, the
method further comprising:

receiving a user vating of a document;

responsive to positive user vating, modifying the user pro-
file vector of the user so that the user profile vector is
movre similar to the document vector of the user rated
document; and

responsive to a negative user vating, modifying the user
profile vector of the user so that the user profile vector
is less similar to the document vector of the user rvated
document.
89. The computer program product of claim 82, the
method further comprising:

receiving a user rvating of a document; and

modifving the user profile vector as a function of the user
rating and the document vector of the user vated docu-
ment.
90. The computer program product of claim 82, the
method further comprising:

receiving a user rating of a document indicating a user
interest in the user rated document; and

modifving the user profile vector by determining which
terms of the user rated document are significant and
increasing the weights corresponding to the significant
terms in the user profile vector.

91. The computer program product of claim 82, wherein
the document collection includes a first document database
and a second document database sepavate from the first
document database, and the user profile vector associated
with the user comprises a first user profile vector and a
second user profile vector, the first and second user profile
vectors corresponding to the first and second document
databases, vespectively, the method further comprising:

updating the first user profile vector in response to a user
rating of a document from the first document database;
and

updating the second user profile vector in response to a
user rating of a document from the second document
database.

92. A system for presenting documents to a usev, the docu-
ments each having a document vector in a vector space and
storved in a document database coupled to the system, the
system comprising.

a user database stoving a user profile vector associated

with the user, the user profile vector in the vector space
derived from terms in the document database;

a server coupled to the document database and the user
database, the server receiving documents from the
document database and determining a relevance score
for each of the received documents by a vector opera-
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tion comparing the user profile vector and the docu-
ment vector and determining a corrvelation scove for
each of the received documents between the user and
other users corresponding to the document and vanking
the received documents based on a combination of each
received document’s relevance scorve and correlation
scove for presentation to the user.

93. The system of claim 92, wherein the vector space is
defined by a set of terms selected from the tevms in the docu-
ment database, each user profile vector and each document
vector includes a plurality of vector components, each vec-
tor component corresponding to a weight of one of the terms.

94. The system of claim 92, wherein the vector operation
is the determination of a cosine of an angle between the
document vector and the user profile vector.

95. The system of claim 92, wherein the vector operation
Is a geometric operation determining a distance between the
user profile vector and the document vector.

96. The system of claim 29, wherein each user profile

vector and each document vector comprises a plurality of

weights, each weight associated with a term.
97. The system of claim 92, wherein each user profile

vector comprises a plurality of user profile vector weights
derived from the user’s interest in documents and each docu-

ment vector comprises a plurality of document vector
weights indicating the frequency of occurvence of the terms
associated with the document vector weights in the docu-
ment.

98. The system of claim 92, wherein the server receives a
user rating of a document, and:
responsive to positive user rvating, modifies the user profile
vector of the user so that the user profile vector is more
similar to the document vector of the user rated docu-
ment; and
responsive to a negative usev rating, modifies the user
profile vector of the user so that the user profile vector
is less similar to the document vector of the user rvated
document.
99. The system of claim 92, wherein the server receives a
user rating of a document and modifies the user profile vec-

tor as a function of the user rating and the document vector
of the user rated document.

100. The system of claim 92, wherein the server receives a
user rating of a document indicating a user intevest in the
user rated document and modifies the user profile vector by

determining which terms of the user rated document are
significant and increasing the weights corresponding to the
significant terms in the user profile vector.

101. The system of claim 92, wherein the document data-
base includes a first document database and a second docu-
ment database separate from the first document database,
and the user profile vector associated with the user com-
prises a first user profile vector and a second user profile
vector, the first and second user profile vectors correspond-
ing to the first and second document databases, vespectively,
and the server:

updates the first user profile vector in response to a user
rating of a document from the first document database;
and
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updates the second user profile vector in rvesponse to a
user rvating of a document from the second document
database.

102. A method of presenting information items from an
information item collection to a usev, the method compris-
Ing:

accessing a user profile associated with the user;

for each information item in the information item collec-

tion.

determining a rvelevance scove for the information item
based on a relationship between the user profile and
the information item; and

determining a correlation score between the user and
other users corresponding to the information item;
and

ranking the information items based on a combination of
each information item’s relevance scove and corrvela-
tion score for presentation to the user.

103. A computer program product for presenting informa-
tion items from an information item collection to a user, the
computer program product stoved on a computer readable
medium and configured to perform a method comprising:

accessing a usev profile associated with the user,

Jor each information item in the information item collec-

tion:

determining a rvelevance scove for the information item
based on a relationship between the user profile and
the information item; and

determining a correlation score between the user and
other users corresponding to the information item;
and

ranking the information items based on a combination of
each information item’s relevance scorve and correla-
tion scove for presentation to the user.
104. A system for presenting information items to a user,
the information items stored in an information item database
coupled to the system, the system comprising:

a user database storing a user profile associated with the
user,

a server coupled to the information item database and the
user database, the server identifying information items
from the information item database and determining a
relevance scorve for each of the identified information
items based on a relationship between the user profile
and the information item and determining a correlation
scove for each of the identified information items
between the user and other users corvesponding to the
information item and ranking the identified information
items based on a combination of each identified infor-
mation item’s velevance score and correlation score for
presentation to the user.
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