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FIG. 1
PROBABILITY OF
CHARACTERS OCCURRENCE RANGE
SPACE 1/10 0.00-0.10
A 1710 0.10-0.20
B 1/10 0.20-0.30
E 1710 0.30-0.40
G 1/10 0.40-0.50
I 1/10 0.50-0.60
L 2/10 0.60-0.80
S 1710 0.80-0.90
T 1710 0.50-1.00
FIG.2
CHARACTERS
CODED Low High
0.0 1.0
B 0.2 0.3
I 0.25 0.26
L 0.256 0.258
L 0.2572 0.2576
SPACE 0.25720 0.25724
G 0.257216 0.257220
0.2572164 0.2572168

0.257216772 0.257216776

A

T 0.25721676 0.2572168

E

S 0.2572167752 0.2572167756
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FIG.7
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DIGITAL SIGNAL CODING APPARATUS,
DIGITAL SIGNAL DECODING APPARATUS,
DIGITAL SIGNAL ARITHMETIC CODING
METHOD AND DIGITAL SIGNAL
ARITHMETIC DECODING METHOD

Matter enclosed in heavy brackets [ ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue.

CROSS REFERENCE TO RELATED
APPLICATIONS

This application 1s a Divisional of application Ser. No.
10/480,046, filed on Dec. 9, 2003, now U.S. Pat. No. 7,095,

344, for which priority 1s claimed under 35 U.S.C. § 120.
Application Ser. No. 10/480,046 1s the national phase of
PCT International Application No. PCT/JP03/04578 filed on
Apr. 10, 2003 under 35 U.S.C. § 371, which mternational
application claims priority under 35 U.S.C. § 119(a)-(d) on
Japanese Application No. 2002-124114, filed on Apr. 25,
2002. The entire contents of each of these applications are
hereby incorporated by reference.

TECHNICAL FIELD

The present mvention relates to a digital signal coding
apparatus, a digital signal decoding apparatus, a digital sig-
nal arithmetic coding method and a digital signal arithmetic
decoding method used for video compression coding and
compressed video data transmission.

BACKGROUND ART

In International standards for video coding such as MPEG
and ITU-T H.26x, Huifman coding has been used for
entropy coding. Hullman coding provides an optimum cod-
ing performance when individual information symbols are to
be represented as individual codewords. Optimum perfor-
mance 1s not, however, guaranteed when a signal such as a
video signal exhibits localized variation so that the probabil-
ity ol appearance of information symbols varies.

Arithmetic coding 1s proposed as a method that adapts
dynamically to the probability of appearance of individual
information symbols and 1s capable of representing a plural-
ity of symbols as a single codeword.

The concept behind arithmetic coding will be outlined by
referring to Mark Nelson, “Arithmetic Coding+Statistical
Modeling=Data Compression Part 1—Arithmetic Coding”,
Dr. Dobb’s Journal, February 1991. It 1s assumed that an
information source generates mnformation symbols compris-
ing alphabets and a message “BILL GATES” 1s arithmeti-
cally coded.

The probability of appearance of individual characters 1s
defined as shown i FIG. 1. As indicated 1n a column
“RANGE” of FIG. 1, portions of a probability line defined
by a segment [0, 1) are uniquely established for respective
characters.

Subsequently, the characters are subject to a coding pro-
cess. First, the letter “B” 1s coded. This 1s done 1n the form of
identifying a range [0.2, 0.3) on the probability line for that
character. Theretore, the letter “B” corresponds to a set of
High value and a Low value 1n the range [0.2, 0.3).

To code “I”” subsequently, the range [ 0.2, 0.3) identified in
the process of coding “B” 1s regarded as a new segment |0,
1) so that a sub-segment [0.5, 0.6) is 1dentified therein. The
process of arithmetic coding 1s a process of successively
bounding rages on the probability line.
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2

Repeating the process for the characters, the result of
arithmetic coding “BILL GATES” 1s represented as a Low

value “0.25721677352” of a segment after the coding of the
letter S 1s completed.

A decoding process 1s an mverse of the coding process.

First, the coding result “0.2572167752” 1s examined to
determine a range on the probability line in which the result
lies and determine a character assigned to the range. In this
case, we restore “B”.

Thereafter, the Low value for “B” 1s subtracted from the
result and the resultant value 1s divided by the magnitude of

the range of “B”, producing “0.572167752”. This enables us
to restore “I” corresponding to the segment [0.5, 0.6). The

process 1s repeated until “BILL GATES” 1s restored by
decoding.

By performing an arithmetic coding as described above, a
message of extreme length could be mapped onto a single
codeword. In actual implementation, 1t 1s impossible to oper-
ate with infimite decimal precision. Moreover, multiplication
and division are necessary for coding and decoding so that
heavy computational load 1s imposed. These problems are
addressed by tloating-point decimal computation using, for
codeword representation, registers ol an integer type. The
Low value 1s approximated by a power of 2 so that multipli-
cation and division are replaced by shift operations. Ideally,
arithmetic coding according to the above-described process
enables entropy coding adapted to the probability of occur-
rence of mformation symbols. More specifically, when the
probability of occurrence varies dynamically, the coding
eificiency higher than that of Huifman coding 1s available by
tracing the variation and updating the table of FIG. 1 appro-
priately.

Since the digital signal arithmetic coding method and
digital arithmetic decoding method according to the related
art are configured as described above, each video frame is
divided into segments for transmission 1n units that allows
resynchronization (for example, MPEG-2 slice structure) in
order to minimize degradation occurring in an entropy-
coded video signal due to transmission errors.

Huffman coding maps individual coding symbols 1nto
codewords of an integer bit length so that transmission unit
1s immediately defined as a group of codewords. In arith-
metic coding, however, a special code for explicitly suspend-
ing a coding process 1s required. In addition, for resumption
of coding, the process of learning the probability of occur-
rence of earlier symbols should be reset so as to output bits
for establishing a code. As a result, the coding efliciency
may suiler prior to and subsequent to the suspension.
Another problem to be addressed 1s that, when an arithmetic
coding process 1s not reset while coding a video frame and
the frame has to be divided into small units such as packet
data for transmission, decoding of a packet cannot take place
without the immediately preceding packet data so that sig-
nificant adverse effects on video quality result when a trans-
mission error or a packet loss due to a delay occurs.

The present mvention addresses these problems and has
an objective of providing a digital signal coding apparatus
and a digital signal coding method capable of ensuring a
high degree of error resiliency and improving a coding etfi-
ciency of arithmetic coding.

The present invention has a further objective of providing
a digital signal decoding apparatus and a digital signal
decoding method capable of proper decoding 1n a situation
where the coding apparatus continues coding across bounds
of transmission units, by inheriting, instead of resetting, the
arithmetic coding status for earlier transmission units or the
symbol probability learning status.
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DISCLOSURE OF THE INVENTION

In accordance with a digital signal coding apparatus and a
digital signal coding method according to the present
invention, a digital signal partitioned into units 1s com-
pressed by arithmetic coding. Information representing an
arithmetic coding status, occurring when a transmission unit
has been coded, may be multiplexed into data constituting a
subsequent transmission unit. Alternatively, a probability of
occurrence of coding symbols may be determined, based on
dependence of the digital signal coded on the signal included
in one or a plurality of adjacent transmission units, the prob-
ability of occurrence may be learned by counting a ire-
quency of occurrence of coding symbols and information
representing a probability learming status, occurring when a
given transmission unit has been coded, may be multiplexed
into data constituting a subsequent transmission unit.

With this, 1t 1s possible to continue coding across bounds
of transmaission units by inheriting, instead of resetting, the
carlier arithmetic coding status or the symbol probability
learning status. Thus, a high degree of error resilience and an
improved coding efficiency of arithmetic coding result.

In accordance with a digital signal decoding apparatus
and a digital signal decoding method according to the
present invention, a decoding process may be initialized
when decoding of a transmission unit 1s started, based on
information multiplexed into data constituting the transmis-
sion unit and representing an arithmetic coding status.
Alternatively, a probability of symbol occurrence used in
decoding the transmission unit may be initialized when
decoding of a transmission unit 1s started, based on informa-
tion multiplexed into data constituting the transmission unit
and representing a symbol occurrence probability learning
status, the compressed digital signal recerved in the units
may be decoded, by determiming a probability of occurrence
of restored symbols, based on dependence of the digital sig-
nal decoded on the signal included 1n one or a plurality of
adjacent transmission units, and by learning the probability
by counting a frequency of the restored symbols.

With thus, proper decoding is possible 1n a situation where
the coding apparatus continues coding across bounds of
transmission units, by inheriting, instead of resetting, the
arithmetic coding status for earlier transmission units or the
probability learning status.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows the probability of occurrence of individual
characters when a phrase “BILL GATES” 1s arithmetically
coded.

FIG. 2 shows an arithmetic coding result when the phrase
“BILL GATES” 1s antthmetically coded.

FIG. 3 shows a construction of a video coding apparatus
(digatal signal coding apparatus) according to a first embodi-
ment of the present invention.

FI1G. 4 shows a construction of a video decoding appara-
tus (digital signal decoding apparatus) according to the first
embodiment.

FIG. 5 shows an internal construction of an arithmetic
coding unit 6 of FIG. 3.

FIG. 6 1s a tflowchart showing processes performed by the
arithmetic coding unit 6 of FIG. 5.

FI1G. 7 1llustrates a concept of a context model.

FIG. 8 illustrates an example of context model for a
motion vector.

FIG. 9 shows a slice structure.
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FIG. 10 shows an example of bit stream generated by the
arithmetic coding unit 6.

FIG. 11 shows another example of bit stream generated by
the arithmetic coding unit 6.

FIG. 12 shows another example of bit stream generated by
the artthmetic coding unit 6.

FIG. 13 shows an internal construction of an arithmetic
decoding unit 27 of FIG. 4.

FIG. 14 1s a flowchart of processes performed by the arith-
metic decoding unit 27 of FIG. 13.

FIG. 15 shows an internal construction of the arithmetic
coding unit 6 according to a second embodiment of the
present invention.

FIG. 16 1s a flowchart showing processes performed by
the arithmetic coding unit 6 of FIG. 15.

FIG. 17 illustrates a context model learning status.

FIG. 18 shows an example of bit stream generated by the
arithmetic coding unit 6 according to the second embodi-
ment.

FIG. 19 shows an internal construction of the arithmetic
decoding unit 27 according to the second embodiment.

FIG. 20 1s a flowchart showing processes performed by
the arithmetic decoding unit 27 of FIG. 19.

FIG. 21 shows an example of bit stream generated by the
arithmetic coding unit 6 according to a third embodiment of
the present invention.

BEST MODE FOR CARRYING OUT TH
INVENTION

Heremaftter, details of the mvention will be explained by
describing the best mode for carrying out the invention with
reference to the attached drawings.

First Embodiment

A first embodiment of the present invention 1s presented
using an example, disclosed 1n D. Marpe et al. “Video Com-
pression Using Context-Based Adaptive Arithmetic
Coding”, International Conference on Image Processing
2001, 1n which arithmetic coding 1s applied to a video cod-
ing scheme where a square area of 16x16 pixels (herematter,
referred to as a macroblock) produced by uniformly dividing
a video frame 1s a coding unat.

FIG. 3 shows a construction of a video coding apparatus
(digital signal coding apparatus) according to the first
embodiment of the present invention. Referring to FIG. 3, a
motion estimation unit 2 extracts a motion vector 5 for each
of the macroblocks of an mnput video signal 1, using a refer-
ence 1mage 4 stored 1 a frame memory 3a. A motion com-
pensation unit 7 constructs a temporal predicted image 8
based on the motion vector 3 extracted by the motion estima-
tion unit 2. A subtractor 51 determines a difference between
the mput video signal 1 and the predicted image 8 and out-
puts the difference as an temporal prediction error signal 9.

A spatial prediction unit 10a refers to the mnput video sig-
nal 1 so as to generate a spatial prediction error signal 11 by
making a prediction from spatially neighboring areas in a
given video frame. A coding mode determination umit 12
selects a mode capable of coding a target macroblock most
cificiently and outputs coding mode information 13, the
mode selected by the code mode determination unit 12 being
one of a motion compensation mode for coding the temporal
prediction error signal 9, a skip mode for a case where the
motion vector 5 1s zero and the temporal prediction error
signal 9 has a null component, and an 1intra mode for coding
the spatial prediction error signal 11.

An orthogonal transform unit 15 subjects the signal
selected for coding by the coding mode determination unit

L1l
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12 to orthogonal transform so as to output orthogonal trans-
form coellicient data. A quantization unit 16 quantizes the
orthogonal transform coetlicient data with a granularity indi-
cated by a quantization step parameter 23 determined by a
coding controller 22.

An mverse quantization unit 18 subjects orthogonal trans-
form coellicient data 17 output from the quantization unit 16
with the granularity indicated by the quantization step
parameter 23. An inverse orthogonal transform unit 19 sub-
jects the orthogonal transform coetlicient data subjected to
inverse quantization by the inverse quantization unit 18. A
switching unit 52 selects for output the temporal predicted
image 8 output from the motion compensation unit 7 or a
spatial predicted image 20 output from the spatial prediction
unit 10a, 1n accordance with the coding mode information 13
output from the coding mode determination unit 12. An
adder 53 adds the output signal from the switching unit 52 to
the output signal from the inverse orthogonal unit 19 so as to
generate a local decoded image 21 and stores the locally
decoded 1image 21 1n the frame memory 3a as the reference
image 4.

An anthmetic coding unit 6 subjects coding data includ-
ing the motion vector 3, the coding mode mnformation 13, an
spatial prediction mode 14, the orthogonal transform coetli-
cient data 17 to entropy coding, so as to output a coding
result via a transmission buffer 24 as compressed video data
26. The coding controller 22 controls components including
the coding mode determination unit 12, the quantization unit
16 and the inverse quantization unit 18.

FIG. 4 shows a configuration showing a video decoding
apparatus (digital signal decoding apparatus) according to
the first embodiment of the present mvention. Referring to
FIG. 4, an arithmetic coding unit 27 performs entropy
decoding so as to restore parameters including the motion
vector 5, the coding mode information 13, the spatial predic-
tion mode 14, the orthogonal coelficient data 17 and the
quantization step parameter 23. The inverse quantization
unit 18 subjects the orthogonal coetlicient data 17 and the
quantization step parameter 23 restored by the arithmetic
decoding unit 27 to inverse quantization. The inverse
orthogonal transform unit 19 subjects the orthogonal trans-
form coetlicient data 17 and the quantization step parameter
23 thus mverse-quantized to 1nverse orthogonal transform.

The motion compensation unit 7 restores the temporal
predicted image 8 using the motion vector 5 restored by the
arithmetic decoding unit 27. A spatial prediction unit 10b
restores the spatial predicted image 20 from the spatial pre-
diction mode 14 restored by the arithmetic decoding unit 27.

A switching unit 54 selects for output the temporal pre-
dicted image 8 or the spatial predicted image 20 1n accor-
dance with the coding mode information 13 restored by the
arithmetic decoding unit 27. An adder 55 adds the prediction
error signal output from the inverse orthogonal transform
unit 19 to the output signal from the switching unit 54 so as
to output a decoded 1mage 21. The decoded image 21 1s
stored 1n a frame memory 3b so as to be used to generate a
predicted 1mage for a frame subsequent to the decoded
image 21.

A description will now be given of the operation accord-
ing to the first embodiment.

First, the operation of the video coding apparatus and the
video decoding apparatus will be outlined.

(1) Outline of the Operation of the Video Coding Appara-
tus

The mput 1mage signal 1 1s input 1n units of macroblocks
derived from division of individual video frames. The
motion estimation umt 2 of the video coding apparatus esti-
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mates the motion vector 5 for each macroblock using the
reference 1image 4 stored in the frame memory 3a.

The motion compensation unit 7 constructs the temporal
predicted 1image 8 based on the motion vector 5 when the
motion detection unit 2 extracts the motion vector 3.

The subtractor 51 receives the temporal predicted image 8
from the motion compensation unit 7 and determines a dii-
ference between the mput image signal 1 and the temporal
predicted image 8. The subtractor 51 then outputs the
difference, the temporal prediction error signal 9, to the cod-
ing mode determination unmit 12.

The spatial prediction unit 10a refers to the mput video
signal 1 so as to generate the spatial prediction error signal
11 by making a prediction from spatially neighboring areas
in a given video frame.

The coding mode determination unit 12 selects a mode
capable of coding a target macroblock most efficiently and
outputs the coding mode information 13 to the arithmetic
coding unit 6, the mode selected by the code mode determi-
nation unit 12 being one of a motion compensation mode for
coding the temporal prediction error signal 9, a skip mode
for a case where the motion vector 3 1s zero and the temporal
prediction error signal 9 has a null component, and an intra
mode for coding the spatial prediction error signal 11. When
selecting the motion prediction mode, the coding mode
determination unit 12 outputs the temporal prediction error
signal 9 to the orthogonal transform unit 15 as a signal that
requires coding. When selecting the intra mode, the coding
mode determination unit 12 outputs the spatial prediction
error signal 11 to the orthogonal transform unit 15 as a signal
that requires coding.

When the motion prediction mode 1s selected, the motion
vector 3 1s output from the motion estimation unit 2 to the
arithmetic coding unit 6 as information that requires coding.
When the intra mode 1s selected, the intra prediction mode
14 1s output from the spatial prediction unit 10a to the arith-
metic coding unit 6 as information that requires coding.

The orthogonal transform unit 135 receives the signal that
requires coding from the coding mode determination unit
12, subjects the signal to orthogonal transform and outputs
the resultant orthogonal transform coeflicient data to the
quantization unit 16.

The quantization unit 16 receives the orthogonal trans-
form coeflficient data from the orthogonal transform unit 15
and quantizes the orthogonal transform coefficient data with
a granularity indicated by the quantization parameter 23
determined by the coding controller 22.

By allowing the coding controller 22 to control the quan-
tization step parameter 23, appropriate balance between a
coding rate and quality 1s ensured. Generally, the volume of
arithmetically coded data stored in the transmission buifer
24 for transmission 1s examined at predetermined intervals
so that the quantization step parameter 23 i1s adjusted in
accordance with the residual volume 25 of the data that
remain in the buffer. For example, when the residual volume
235 1s large, the coding rate 1s controlled to be low and, when
the residual volume 235 1s relatively small, the coding rate 1s
controlled to be high so that the quality 1s improved.

The mverse quantization unit 18 receives the orthogonal
transform coellicient data 17 from the quantization unit 16
and subjects the orthogonal transform coetlicient data 17 to
iverse quantization with the granularity indicated by the
quantization step parameter 23.

The inverse orthogonal transform unit 19 subjects the
orthogonal transform coellicient data subjected to inverse
quantization by the inverse quantization unit 18 to inverse
orthogonal transform.
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The switching unit 52 selects from output the temporal
predicted image 8 output from the motion compensation unit
7 or the spatial predicted 1mage 20 output from the spatial
prediction unit 10a, 1 accordance with the coding mode
information 13 output from the coding mode determination
unit 12. When the coding mode information 13 indicates the
motion prediction mode, the switching unit 52 selects for
output the temporal predicted image 8 output from the
motion compensation unit 7. When the coding mode infor-
mation 13 indicates the intra mode, the switching unit 52

selects for output the spatial predicted image 20 output from
the spatial prediction unit 10a.

The adder 53 adds the output signal from the switching
unit 52 to the output signal from the verse orthogonal
transform unit 19 so as to generate the locally decoded
image 21. The locally decoded image 21 i1s stored in the
frame memory 3a as the reference 1mage 4 so as to be used
for motion prediction for subsequent frames.

The arithmetic coding unit 6 subjects coding data includ-
ing the motion vector 5, the coding mode information 13, the
spatial prediction mode 14 and the orthogonal transform
coellicient data 17 to entropy coding according to steps
described later and outputs the coding result via the trans-
mission buifer 24 as the compressed video data 26.

(2) Outline of the Operation of the Video Decoding Appa-
ratus

The arithmetic decoding unit 27 receives the compressed
video data 26 from the video coding apparatus and subjects
the recerved data to entropy decoding described later, so as
to restore the motion vector 5, the coding mode information
13, the spatial prediction mode 14, the orthogonal transform
coellicient data 17 and the quantization step parameter 23.

The 1nverse quantization unit 18 subjects the orthogonal
transform coellicient data 17 and the quantization step
parameter 23 restored by the arithmetic decoding unit to
inverse quantization. The 1nverse orthogonal transform unit
19 subjects the orthogonal transform coellicient data 17 and
the quantization step parameter 23 thus inverse-quantized to
inverse orthogonal transform.

When the coding mode information 13 restored by the
arithmetic decoding unmt 27 indicates the motion prediction
mode, the motion compensation unit 7 restores the temporal
predicted 1image 8 using the motion vector 5 restored by the
arithmetic decoding unit 27.

When the coding mode information 13 restored by the
arithmetic decoding umit 27 indicates the intra mode, the
spatial prediction unit 10b restores the spatial predicted
image 20 using the spatial prediction mode 14 restored by
the arithmetic decoding unit 27.

A difference between the spatial prediction unit 10a of the
video coding apparatus and the spatial prediction unit 10b of
the video decoding apparatus 1s that, while the spatial pre-
diction unit 10a 1s capable of performing a step ol most
eificiently 1dentitying the spatial prediction mode 14 from a
variety of available spatial prediction modes, the spatial pre-
diction unit 10b 1s limited to generating the spatial predicted
image 20 from the spatial prediction mode 14 that 1s given.

The switching unit 54 selects the temporal predicted
image 8 restored by the motion compensation unit 7 or the
spatial predicted image 20 restored by the spatial prediction
unit 10b, 1 accordance with the coding mode information
13 restored by the arithmetic decoding unit 27. The switch-
ing unit 54 then outputs the selected image to the adder 55 as
the predicted image.

The adder 35, receiving the predicted image from the
switching unit 34, adds the predicted image to the prediction
error signal output from the inverse orthogonal transform
unit 19 so as to obtain the decoded 1mage 21.
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The decoded 1image 21 1s stored 1n the frame memory 3b
so as to be used to generate predicted images for subsequent
frames. A difference between the frame memories 3a and 3b
consists 1n the difference between the video coding appara-
tus and the video decoding apparatus respectively hosting
the memories.

(3) Arithmetic Coding and Decoding

A detailed description will now be given of arithmetic
coding and decoding according to the features of the present
invention. A coding process 1s performed by the arithmetic
coding unit 6 of FIG. 3 and a decoding process 1s performed
by the arithmetic decoding unit 27 of FIG. 4.

FIG. 5 shows a construction of the arithmetic coding unit
6 of FIG. 3. Referring to FIG. 5, the arithmetic coding unit 6
comprises a context model determination unit 28, a binariza-
tion unit 29, a probability generation unit 30, a coding unit
31 and a transmission unit generation unit 35. The context
model determination unit 28 determines a context model
(described later) defined for each of individual types of cod-
ing data including the motion vector 3, the coding mode
information 13, the spatial prediction mode 14 and the
orthogonal transform coelficient data 17. The binarization
unit 29 converts multilevel data 1n accordance with a bina-
rization rule determined for each of types of coding data.
The probability generation unit 30 assigns a probability of
occurrence of binary values (0 or 1) for individual binary
sequences after binarization. The coding unit 31 executes
arithmetic coding based on the probability thus generated.
The transmission unit generation unit 35 imndicates the timing
when the arithmetic coding should be suspended and con-
structs data constituting a transmission unit at the timing.

FIG. 6 1s a flowchart showing processes performed by the
arithmetic coding unit 6 of FIG. 5.

1) Context Mode Determination Process (step ST1).

A context model 1s a model that defines dependence of
probability of occurrence of data symbols on information
that causes variation i1n the probability. By switching
between probability states 1n accordance with the
dependence, 1t 1s possible to perform coding adapted to the
probability.

FIG. 7 illustrates a concept of context model. In FIG. 7, a
binary data symbol 1s assumed. Options 0—2 available for ctx
are defined on an assumption that the probability state of the
data symbols to which ctx 1s applied changes depending on
the condition.

In video coding according to the first embodiment, the
value for ctx 1s switched from one to another 1n accordance
with mterdependence between coding data for a given mac-
roblock and coding data for a neighboring macroblock.

FIG. 8 illustrates an example of context model for a
motion vector, the example being taken from D. Marpe et al.
“Video Compression Using Context-Based Adaptive Arith-
metic Coding”, International Conference on Image Process-
ing 2001. The context model here 1s relevant to a motion
vector 1n a macroblock.

Retferring to FIG. 8, for coding of a motion vector for
block C, a motion vector prediction error mvdk(c), a ditfer-
ence between the motion vector for block C and a prediction
thereol from 1ts spatial neighbors, 1s coded. ctx__mvd (C, k)
indicates a context model.

mvdk(A) indicates a motion vector prediction error for
block A and mvdk(B) indicates a motion vector prediction
error for block B. mvdk(A) and mvdk(B) are used to define
an evaluated value ek(C) evaluated for switching between
context models.

The evaluated value ek(C) indicates a variation 1n motion
vectors 1n the neighbors. Generally, 1f ek(C) 1s small, mvdk
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(C) will have a small magnitude. If ek(C) 1s large, 1t 1s more
likely that mvdk(C) will have a large magnitude.

Accordingly, the probability of occurrence of symbols 1n
mvdk(C) should best be optimized based on ek(C). A con-
text model 1s one of predefined sets of variations of probabil-
ity estimate. In this case, there are three variation sets of
probability estimate.

Aside from the motion vector, context models are defined
for coding data including the coding mode information 13,
the spatial prediction mode 14 and the orthogonal transform
coellicient data 17. The context models are shared by the
arithmetic coding unit 6 of the video coding apparatus and
the arithmetic decoding unit 27 of the video decoding appa-
ratus. The context model determination unmit 28 of the arith-
metic coding unit 6 of FIG. 5 selects a model defined for a
type of coding data.

Selection, from a context model, a probability estimate
variation 1s described as a probability generation process in
3) below.

2) Binarization Step (step ST2)

The coding data 1s turned into a binary sequence by the
binarization unit 29 so that a context model 1s applied to
cach bin (binary location) of the binary sequence. The rule
for binarization 1s 1n accordance with the general distribu-
tion of values of the coding data. A variable-length binary
sequence results. By coding each bin instead of directly sub-
jecting the multilevel coding data to arnthmetic coding, the
number of divisions on a probability line 1s reduced so that
computation 1s stmplified. Thus, binarization has a merit of
simplifying a context model.

3) Probability Generation Process (step ST3)

As a result of the processes 1) and 2) above, binarization
of the multilevel coding data and the setting of a context
model applied to each bin are completed. The bins are now
ready for coding. Fach context model includes variations
gving an estimate of the probability for 0/1. The probabaility
generation unit 30 refers to the context model determined 1n
step ST1 so as to generate the probability of occurrence of
0/1 1n each bin.

FIG. 8 shows an example of the evaluated value ek(C) for
selection of the probability. The probability generation unait
30 determines the evaluated value such as ek(C) shown 1n
FIG. 8 for selection of the probability. The probabaility deter-
mination unit 30 accordingly examines options available in
the context model referred to and determines which variation
of probability estimate 1s to be used for coding of a current
bin.

4) Coding Process (steps ST3—ST7)

As a result of the step 3), the probability of occurrence of
0/1 necessary for arithmetic coding 1s determined and 1den-
tified on a probability line. Accordingly, the coding unit 31
performs arithmetic coding as described with reference to
the related art (step ST4).

The actual coding data 32 (0 or 1) 1s fed back mto the
probability generation unit 30. The frequency of occurrence
of 0/1 1s counted to update the variation of probability esti-
mate 1n the context model used (step ST5).

For example, 1t 1s assumed, that, when a total of 100 bins
have been coded using a variation of probability estimate in
a given context model, the frequency of occurrence of 0/1
under that variation of probability estimate 1s 0.25, 0.75.
When 1 1s subsequently coded using the same variation of
probability estimate, the frequency of occurrence of 1 1s
updated so that the probability of occurrence of 0/1 1is
updated to 0.2477, 0.752. According to this mechanism, effi-
cient coding adapted to the actual probability of occurrence
1s possible.
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An arithmetic code 33 generated by the coding unit 31
from the coding data 32 (0 or 1) 1s fed to the transmission
unit generation unit 35 and multiplexed into data constitut-
ing a transmission unit as described 1n 6) below (step ST6).

A determination 1s made as to whether the entirety of a
binary sequence (bins) of the coding data has been coded
(step ST7). If the coding has not been completed, control 1s
returned to step ST3, where probability generation for each
bin and subsequent steps are performed. If 1t 1s determined
that the coding process 1s completed, a transmission unit
generation process described below 1s performed.

5) Transmission Unit Generation Process (steps

ST8-ST9)

Arithmetic coding turns a plurality of sequences of coding
data into a single codeword. A special consideration that
should be given to a video signal 1s that a decoded 1mage
should be created in units of frames so that a frame memory
1s updated. This 1s because a video signal 1s characterized by
motion prediction between frames and frame-by-frame dis-
play. Therefore, 1t 1s necessary to identify a boundary
between frames 1n arithmetically compressed data. For the
purpose ol multiplexing with other media data such as voice/
audio and for the purpose of packet transmission, the com-
pressed data for transmission may have to be partitioned nto
units smaller than a frame. An example of sub-frame unit 1s
known as a slice structure produced by grouping a plurality
of macroblocks 1n raster scan order.

FIG. 9 1llustrates a slice structure.

A macroblock 1s encircled by dotted lines. Generally, a
slice structure 1s used as a unit for resynchronization in
decoding. In a typical example, slice data are mapped onto a
payload of a IP transport packet. For real-time IP transmis-
sion of media data such as video which is relatively less
tolerant of transmission delays, real-time transport protocol
(RTP) 1s often used. An RTP packet has a time stamp
attached to 1ts header portion. Slice data for video may be
mapped onto a payload portion for transmission. For
example, Kikuchi et al. “RTP Payload Format for MPEG-4
Audio/Visual Streams”, RFC 3016 describes a method for
mapping the MPEG-4 compressed video data onto an RTP
payload 1n units of MPEG-4 slices (video packets).

RTP packets are transmitted as UDP packets, Since UDP
does not support retransmission, the entirety of slice data
may not reach a decoding apparatus when a packet loss
occurs. If the coding of subsequent slice data 1s conditioned
on mformation of the discarded slice, appropriate decoding
1s not possible even 11 the subsequent slice data arrive at the
decoding apparatus normally.

For this reason, it 1s necessary to ensure that any given
slice 1s properly decoded 1n 1ts entirety without resorting to
any interdependence. For example, 1t should be ensured that
Slice 5 1s coded without using information of macroblocks
located 1n Slice 3 above or Slice 4 below.

For improvement of arithmetic coding efficiency,
however, 1t 1s desirable to adapt the probability of occurrence
of symbols to surrounding conditions or to maintain the pro-
cess of dividing a probability line. To code Slice 4 and Slice
5 independent of each other, for example, a register value
representing a codeword of arithmetic coding are not main-
tained when arithmetic coding of the last macroblock in
Slice 4 1s completed. For Slice 5, the register 1s reset to an
initial state so that coding 1s restarted. In this way, 1t 1s
impossible to exploit correlation that exits between the end
of Slice 4 and the head of Slice 3, resulting 1n a lower coding
elficiency. Thus, a general practice in the design 1s that resil-
ience to unexpected loss of slice data due to transmission
errors 1s 1improved at the cost of a decrease in the coding
elficiency.
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The transmission unit generation unit 35 according to the
first embodiment provides a method and an apparatus for
improving the adaptability of the design. More specifically,
where the possibility of loss of slice data due to transmission
errors 1s extremely low, mterdependence between slices 1s
not disregarded but 1s fully exploited.

When the possibility of loss of slice data 1s high, interde-
pendence between slices may be disregarded so that the cod-
ing eificiency 1s adaptively controlled in units of transmis-
S101.

The transmission unit generation unit 35 according to the
first embodiment receives a transmission unit designation
signal 36 at the end of a transmission unit. The transmission
unit designation signal 36 1s provided as a control signal in
the video coding apparatus. The transmission unit genera-
tion unit 35 generates transmission units by partitioming the
codeword of the arithmetic code 33 recerved from the arith-
metic coding unit 31 1n accordance with the timing of the
input of the transmission unit designation signal 36.

More specifically, the transmission unit generation unit 35
multiplexes the arithmetic code 33 dertved from the coding
data 32 sequentially into bits that constitute the transmission
unit (step ST6). The transmission unit generation unit 35
determines whether coding of data for macroblocks that {it
into a transmission umit has been completed, by referring to
the transmission unit designation signal 36 (step ST8). When
it 1s determined that coding to build the entirety of a trans-
mission unit has not been completed, control 1s returned to
step ST1 so that the determination of a context model and
subsequent steps are performed.

When 1t 1s determined that the coding to build the entirety
of a transmission unit 1s complete, the transmission unit gen-
eration unit 35 constructs a header for the subsequent trans-
mission unit as described below (step ST9).

1. The unit 35 provides a register reset flag indicating
whether a register value, which designates a probability line
segmentation status, 1.e. an arithmetic coding process for
codeword representation, should be reset 1n the next trans-
mission unit. In the 1nitially generated transmission unit, the
register reset flag 1s set to indicate that the register should be
reset.

2. The unit 35 provides an imitial register value, which
indicates a register value to be used to start arithmetic
coding/decoding to build/decompose the next transmission
unit, only when the register reset flag indicates that the reg-
i1ster should not be reset. As shown 1n FIG. 5, the 1nitial
register value 1s provided as an 1nitial register value 34 fed
from the coding unit 31 to the transmission unit generation
unit 35.

FI1G. 10 illustrates a bit stream generated by the arithmetic
coding unit 6.

As shown 1n FIG. 10, slide header data for compressed
video slice data includes a slice start code, the register reset
flag described 1n “1” above, the 1nitial register value multi-
plexed into the bit stream only when the register reset flag
indicates that the register should not be reset.

With the added information described above, slice-to-
slice continuity for arithmetic coding 1s maintained even
when loss of the preceding slice occurs, by using the register
reset flag and the initial register value included in the current
slice header data. Accordingly, the coding efliciency 1s pre-
vented from becoming low.

FIG. 10 shows the slice header data and the compressed
video slice data being multiplexed into the same bit stream.
Alternatively, as shown 1n FIG. 11, the slice header data may
be carried 1n a separate bit stream for offline transmission
and the compressed video slice data may have attached
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thereto 1D information referring to the corresponding slice
header data. Referring to FIG. 11, the stream 1s transmitted
in accordance with the IP protocol. The header data 1s trans-
mitted using TCP/IP that provides relatively high reliability.
The compressed video data 1s transmitted using RTP/UDP/
IP characterized by small delays. In accordance with the
separate transmission scheme of FIG. 11 for transmission of
headers and transmission units, the data transmitted using
RTP/UDP/IP need not be partitioned into slices.

Use of slices basically requires resetting of interdepen-
dence (context model) between a video signal for a given
slice and si1gnals for neighboring areas to ensure that decod-
ing for a slice can be resumed independent of the other
slices. Thus will bring about a drop 1 video coding eili-
ciency.

Once 1t 1s ensured, however, that the initial register status
1s transmitted over TCP/IP, as shown 1n FIG. 11, video sig-
nals may be coded by fully exploiting the available context
models 1n a frame. Resultant arithmetically coded data may
be partitioned for transmission prior to RTP packetization.
According to this separate transmission scheme, the fruit of
arithmetic coding processes 1s consistently obtained without
being affected by the conditions occurring i a circuit.
Therefore, a bit stream produced without the constraints of
the slice structure can be transmitted, while ensuring a rela-
tively high degree of resilience to errors.

In an alternative approach shown in FIG. 12, a layer above
may be used to indicate whether a syntax comprising the
register reset flag and the mitial register value 1s to be used.
FIG. 12 shows a register reset control flag, indicating
whether a syntax comprising the register reset flag and the
initial register value 1s to be used, being multiplexed nto a
header attached to a video sequence comprising a plurality
of video frames.

For example, when it 1s determined that the circuit quality
1s low and stable video transmission may be possible by
consistently resetting registers throughout a video sequence,
the register reset control flag 1s set to indicate that the regis-
ter 1s always reset at the head of a slice throughout the video
sequence. In this case, the register reset flag and the nitial
register value need not be multiplexed on a slice-by-slice
level.

By controlling register resetting on a video sequence
level, overhead information otherwise transmitted for each
slice 1s reduced 1n size when, for example, a specified circuit
condition (for example, a specified error rate 1n a circuit)
persists. The register reset control tlag may of course be
attached to a header of any desired video frame (Nth frame,
N+1th frame) 1n a video sequence.

FIG. 13 shows an internal construction of the arithmetic
decoding unit 27 of FIG. 4.

The anithmetic decoding unit 27 comprises a transmission
unit decoding mnitialization unit 37, a context model determai-
nation unit 28, a binarization umt 29, a probability genera-
tion unit 30 and a decoding unit 38. The transmission unit
decoding 1nitialization unit 37 initializes, for a transmission
unit recerved, an arithmetic decoding process, based on
added information related to an arithmetic coding and
included 1n a header. The context model determination unit
28 1dentifies the type of data, 1.e. identifying whether the
motion vector 5, the coding mode information 13, the spatial
prediction mode 14 or the orthogonal transform coelficient
data 17 1s to be restored by decoding, so as to determine a
context model, shared by the video coding apparatus and the
video decoding apparatus, for the 1dentified type. The bina-
rization unit 29 generates a binarization rule defined for the
identified decoding data type. The probability generation
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unit 30 gives the probability of occurrence of each bin (0 or
1) 1n accordance with the binarization rule and the context
model. The decoding unit 38 performs arithmetic decoding
based on the probability thus generated so as to restore the
motion vector 5, the coding mode information 13, the spatial
prediction mode 14 and the orthogonal transform coelficient
data 17 1 accordance with the binary sequence resulting
from arithmetic decoding and the binarization rule.

FI1G. 14 1s a flowchart showing a process performed by the
arithmetic decoding unit 27 of FIG. 13.

6) Transmission Unit Decoding Initialization Process
(step ST10)

As shown 1n FIG. 10, the status in the decoding unit 38 1s
initialized before arithmetic decoding 1s started, based on the
register reset flag and the initial register value 34 multi-
plexed nto each transmission unit such as a slice (step
ST10), the register reset flag designating whether the register
value indicating the arithmetic coding process 1s reset or not.
When the register value 1s reset, the initial register value 34
1s not used.

7) Context Model Determination Process, Binarization
Process and Probability Generation Process

These processes are performed by the context model
determination unit 28, the binarization unit 29 and the prob-
ability generation unit 30 shown 1n FIG. 13. These processes
are 1dentified as steps ST1-ST3, respectively, 1n the tlow-
chart and the description thereof 1s omitted since they are
similar to the context model determination process ST1
identified as the process 1), the binarization process ST2
identified as the process 2) and the probability generation
process ST3 1dentified as the process 3) in the video coding
apparatus.

8) Arithmetic Decoding Process (step ST11)

The probability of occurrence of bin to be restored 1s 1den-
tified through the processes 1)-7). The decoding unit 38
restores the value of bin (step ST11), 1n accordance with the
arithmetic decoding process described with reference to the
related art. In a similar configuration as the video coding
apparatus, the decoding unit 38 counts the frequency of
occurrence of 0/1 so as to update the probability of occur-
rence of bin (step ST5). The decoding unit 38 further con-
firms the value of bin restored by comparing 1t with a binary
series pattern defined by the binarization rule (step ST12).

If the value of bin restored 1s not confirmed as a result of
comparison with the binary series pattern defined by the
binarization rule, the process 1dentified as step ST3 for gen-
erating the probability for 0/1 of each bin and the subsequent
processes are performed for a second time (steps ST3, ST11,
STS, ST12).

It the value of bin restored 1s confirmed by successtully
matching 1t with the binary series pattern defined by the
binarization rule, the data indicated by the matching pattern
are output as the restored data. If the decoding 1s not com-
plete for the entirety of transmission unit such as a slice (step
ST13), the context model determination process of step ST1
and the subsequent processes are pertormed repeatedly until
the entirety of transmission unit 1s decoded.

As has been described, according to the first embodiment,
for transmission of compressed video data i transmission
units such as slices, the slice header date has the register flag
and the mitial register value 34 attached thereto, the register
reset tlag designating whether the register value indicating,
the arithmetic coding process 1s reset or not. Accordingly, it
1s possible to perform coding without losing the continuity
of the anthmetic coding process. The coding elliciency 1is
maintained, while the resilience to transmission errors 1s
improved. Decoding of resultant codes 1s also possible.
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In the first embodiment, a slice structure 1s assumed as a
transmission unit. Alternatively, the present ivention 1s
equally applicable to a configuration 1n which a video frame
1s a transmission unit.

Second Embodiment

An alternative configuration of the arithmetic coding unit
6 and the arithmetic decoding unit 27 according to the sec-
ond embodiment will now be described. In the second
embodiment, not only the register value indicating the status
of a codeword from the arnthmetic coding process but also
the status of learning of a variation of probability estimate in
a context model 1s multiplexed into the slice header. The
status of learning occurs 1n the probability generation unit 30
as the unit updates the probability of occurrence of each bin.

For example, referring to FIG. 8 1n the first embodiment,
in order to improve the arithmetic coding efliciency for
block C, information on the motion vector for block B above
block C i1s exploited to determine a variation of probability
estimate. Accordingly, 11 block C and block B are located 1n
difference slices, the information on block B should be pre-
vented from being used to determine the probability of
occurrence.

This means that the coding efficiency 1s lowered in a
design where the probability of occurrence 1s adaptively
determined using a context model.

Accordingly, the second embodiment provides a method
and an apparatus for improving the adaptability of the
design. The coding efliciency with which the transmission
umt 1s coded 1s adaptively controlled such that the slice-to-
slice interdependence 1n respect of arithmetic coding 1s be
disregarded but fully exploited 1n a case where the probabil-
ity of loss of slice data due to transmission errors 1s
extremely low and the slice-to-slice interdependence may be
disregarded in a case where the probability of loss of slice
data 1s high.

FIG. 15 shows an internal construction of the arithmetic
coding unit 6 according to the second embodiment.

A difference between the arithmetic coding unit 6 accord-
ing to the second embodiment and the arithmetic coding unit
6 shown 1n FIG. 5 according to the first embodiment 1s that
the probability generation unit 30 delivers a context model
status 39 to be multiplexed into a slice header to the trans-
mission unit generation unit 33.

FIG. 16 1s a flowchart showing the process performed by
the artthmetic coding unit 6 of FIG. 15.

An immediately appreciable difference from the flowchart
of FIG. 6 according to the first embodiment 1s that the con-
text model status 39 that occurs in the process of step ST3
for generating the probability of occurrence of 0/1 for each
bin, 1.e. the learning status 39 that occurs 1n the probability
generation unit 30 as 1t updates the variation of probabaility
estimate 1 a context model, 1s multiplexed into the slice
header 1n the header construction process (step ST9) in the
transmission unit generation unit 35 for constructing a
header for the next transmission unit, 1n a similar configura-
tion as the register value that occurs 1n the binary arithmetic
coding process of step ST4.

FIG. 17 illustrates a context model learning status. A
description will be given of the meaning of the context
model learning status 39 using FIG. 17.

FIG. 17 shows a case where there are a total of n macrob-
locks 1n a kth transmission unit. A context model ctx used
only once 1s defined for each macroblock and the probability
in ctx varies macroblock to macroblock.

The context model status 39 1s inherited from a transmis-
s1on unit to the next transmission unit. This means that the
final status ctx k(n-1) for the kth transmission unit 1s made
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to be equal to the initial status of ctx in the k+1th transmis-
s1on unit, 1.¢. the probability p0, p1 of occurrence of 0, 1 1n
ctx“(n-1)=0, 1, 2 is made to be equal to the probability po,
p of occurrence of 0, 1 in ctx“(n-1). The transmission unit
generation unit 35 transmits data indicating the status of
ctx“(n-1) in the header of the k+1th transmission unit.

FI1G. 18 illustrates a bit stream generated by the arithmetic
coding unit 6 according to the second embodiment.

In the second embodiment, the slice header for the com-
pressed video slice data has information indicating the con-
text model status of the preceding slice attached thereto, in
addition to the slice start code, the register reset tlag and the
initial register value according to the first embodiment
shown 1n FIG. 10.

In an alternative configuration of the second embodiment,
the register reset tlag may include an indication of whether
the context model status 1s multiplexed or not, 1n addition to
an indication of whether the mitial register value 1s multi-
plexed or not.

A flag other than the register reset tflag may indicate
whether the context model status 1s multiplexed or not.

FIG. 18 shows the slice header data and the compressed
video slice data being multiplexed into the same bit stream.
Alternatively, as 1s described 1n the first embodiment, the
slice header data may be carried 1n a separate bit stream for
offline transmission and the compressed data may have
attached thereto ID information referring to the correspond-
ing slice header data.

FIG. 19 shows an internal construction of the arithmetic
decoding unit 27 according to the second embodiment. A
difference between the arithmetic decoding unit 27 accord-
ing to the second embodiment and the anthmetic decoding
unit 27 according to the first embodiment show 1n FIG. 13 1s
that the transmission umt decoding initialization unit 37 of
the arithmetic decoding unit 27 according to the second
embodiment delivers the context model status 39 for the
immediately preceding slice multiplexed 1nto the header to
the probability generation unit 30 so that the context model
status 1s inherited from the immediately preceding slice.

FIG. 20 1s a flowchart showing a process performed by the
arithmetic decoding unit 27 of FIG. 19.

A difference between the flowchart of FIG. 20 and that of
FIG. 14 1s that, 1in step ST10 for transmission unit decoding
initialization, the context model status 39 restored from the
slice header 1s output to the process of step ST3 for generat-
ing the probability of occurrence of 0/1 for each bin by refer-
ring to the context model determined 1n step ST1. The con-
text model status 39 output to step ST3 is used to generate
the probability of occurrence of 0/1 1n the probability gen-
eration unit 30.

If the number of context models 1s extremely large, carry-
ing of the context model status in the slice header introduces
an overhead caused by slice headers. In this case, context
models providing significant contribution to the coding effi-
ciency may be selected so that the associated status 1s multi-
plexed.

For example, motion vectors and orthogonal transform
coellicient data represent a large portion 1n the entire coding
volume so that the status may be inherited for these context
models only. The type of context model for which the status
1s mherited may be explicitly multiplexed into a bit stream
so that the status may be selectively inherited for important
context models depending on the local condition that occurs
in video.

As has been described, according to the second
embodiment, for transmission of compressed video data 1n
transmission units, the slice header data has the register tlag,
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the mitial register value 34 and the context model status
information attached thereto, the 1nitial register flag desig-
nating whether the register value indicating the arithmetic
coding process 1s reset or not, and the context model status
information indicating the context model status of the imme-
diately preceding slice. Accordingly, 1t 1s possible to perform
coding without losing the continuity of the arithmetic coding
process. The coding efliciency 1s maintained, while the resil-
ience to transmaission errors 1s improved.

In the second embodiment, a slice structure 1s assumed as
a transmission unit. Alternatively, the present mmvention 1s
equally applicable to a configuration 1n which a video frame
1s a transmission unit.

In the second embodiment, information indicating the
context model status of the immediately preceding slice 1s
attached to a current header. Therelfore, referring to FIG. 8,
even when block C and block B immediately preceding
block C are located 1n different slices, the coding efficiency
1s 1mproved through probability adaptation using context
models, by exploiting the context model status of block B in
determining the probability for block C. The coding effi-
ciency with which the transmission unit 1s coded 1s adap-
tively controlled such that the slice-to-slice interdependence
1s not disregarded but the context model status for the 1mme-
diately preceding slice 1s fully exploited 1n a case where the
probability of loss of slide data due to transmission errors 1s
extremely low. The context model status for the immediately
preceding slice 1s not used and the slice-to-slice interdepen-
dence 1s disregarded in a case where the probability of loss
of slice data 1s high.

Referring to the bit stream syntax shown in FIG. 18, the
second embodiment has been described assuming that infor-
mation 1ndicating the context model status for data in the
immediately preceding slice 1s attached 1n each slice header
in addition to the register reset tlag and the nitial register
value according to the first embodiment. Alternatively, the
register reset flag and the 1nitial register value according to
the first embodiment may be omitted so that only the infor-
mation 1ndicating the context model status for data in the
immediately preceding slice 1s attached 1n each slice header.
Alternatively, the context model status reset flag (see FIG.
21) may be provided irrespective of whether the register
reset flag and the 1nmitial register value according to the first
embodiment are provided, so that only when the context
model status reset tlag 1s oflf, 1.e. the context model status 1s
not reset, the mmformation indicating the context model status
for data 1in the immediately preceding slice 1s attached for
use in decoding.

Third Embodiment

A disclosure will now be given of the third embodiment 1n
which transmission units are constructed according to a data
partitioning format in which coding data are grouped
according to a data type.

The example explained below 1s taken from Working
Drait Number 2, Revision 3, JVT-B118r3 for a video coding
scheme discussed 1n Joint Video Team (JVT) of ISO/IEC
MPEG and ITU-T VCEG. The draft discloses as many data
items of a specific type as there are macroblocks in a slice
structure as shown 1n FIG. 9, are grouped. The resultant data
unit 1s transmitted in the form of slice data. The slice data
(data unit) constructed by grouping i1s of one of data types
0—7 such as those shown below, for example.

0 TYPE__HEADER picture (frame) or slice header

1 TYPE__MBHEADER macroblock header information
(coding mode information)

2 TYPE__MVD motion vector

3 TYPE_ CBP CBP (non-zero orthogonal transform coetfi-

cient pattern 1n macroblock)
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4 TYPE_ 2x2DC orthogonal transform coeflicient data (1)
5 TYPE_COEFF__Y orthogonal transform coelificient data

(2)

6 TYPE__COEFF__ C orthogonal transtorm coetlicient data

(3)

7 TYPE__EOS end of stream 1dentification information

For example, a slice of data type 2 or TYPE__ MVD 1s
transmitted as slice data in which are collected as many
motion vector information items as there are macroblocks
fitting 1nto a slice.

Accordingly, when the k+1TB slice of a type TYPE__
MVD i1s subject to decoding following the kth slice of a type
TYPE__MVD, only the context model status for motion vec-
tors occurring at the end of the kth slice should be multi-
plexed mnto a header of the k+1TB slice carrying the TYPE__
MVD data, 1n order to allow the context model learning
status for arithmetic coding of motion vectors to be nher-
ited.

FI1G. 21 shows an example of bit stream generated by the
arithmetic coding unit 6 according to the third embodiment.
Referring to FIG. 21, when motion vectors are collected to
construct slice data of a data type 2 or TYPE__MVD, the
slice header has attached thereto a slice start code, a data
type ID designating TYPE_MVD, a context model status
reset flag and information imndicating the context model sta-
tus for motion vectors occurring in the immediately preced-
ing slice.

When only orthogonal transform coeftficient data (2) of a
data type 5 or TYPE__COEFF__Y are collected to construct
slice data, the slice header has attached thereto a slice start
code, a data type ID designating TYPE__COEFF__Y, a con-
text model status reset flag and information indicating the
context model status for orthogonal transform coefficient
data occurring in the immediately preceding slice.

FI1G. 21 shows the slice header data and the compressed
data being multiplexed into the same bit stream.
Alternatively, the slice header data may be carried 1n a sepa-
rate bit stream for offline transmission and the compressed
data may have attached thereto ID information referring to
the corresponding slice header data.

Referring to FIG. 15, the arithmetic coding unit 6 accord-
ing to the third embodiment 1s implemented such that the
transmission unit generation unit 35 reconstructs macrob-
lock data 1n a slice 1n accordance with the data partitioning
rule described above, so that the ID imnformation designating
the data type and the context model learning status corre-
sponding to the data type are collected 1n slice data.

Referring to FIG. 19, the arithmetic decoding unit 27
according to the third embodiment 1s implemented such that,
for arithmetic decoding, a context model to be used 1s deter-
mined by allowing the transmission unit decoding initializa-
tion unit 37 to notify the context model determination unit
28 of the data type ID multiplexed into the slice header, and
the context model learning status 39 i1s inherited across
bounds of slices by allowing the transmission decoding 1ni-
tialization unit 37 to notify the probability generation unit 30
ol the context model learming status.

As has been described, according to the third
embodiment, a video signal 1s subject to compression coding
by being divided into transmission units grouped according
to predetermined data types. The video signal belonging to
the transmission unit 1s arithmetically coded such that cod-
ing 1s continued across bounds of transmission units by
inheriting, instead of resetting, the symbol occurrence prob-
ability learning status from the earlier transmission unit also
grouped according to the data type. Accordingly, a high
degree of error resilience 1s ensured and the coding eifi-
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ciency of arithmetic coding 1s improved 1n a configuration 1n
which data are grouped according to predetermined data
types.

While the third embodiment assumes that slice structures
are organized according to a data type as a transmission unit,
video frames may also be organized according to a data type.

In the example of bit stream syntax according to the third
embodiment shown 1n FIG. 21, 1t 1s assumed that the header
of slice data for a given data type has attached thereto a
context model status reset tlag and information indicating
the context model status of data 1n the immediately preced-
ing slice when the flag 1s off. Alternatively, 1n a similar con-
figuration as the bit stream syntax according to the second
embodiment shown 1n FIG. 18, the header of slice data for a
given data type may have attached thereto a context model
status reset flag and information indicating the context
model status of data in the immediately preceding slice
when the flat 1s off, 1n addition to the register reset tlag and
the iitial register value. Alternatively, the context model
status reset flag may be omitted so that the information 1ndi-
cating the context model status of data 1n the immediately
preceding slice 1s always attached for use 1n decoding, 1rre-
spective of whether the register reset tlag and the initial reg-
ister value are provided.

In the first through third embodiments, video data 1s given
as an example of digital signals. The present imvention 1s
equally applicable to digital signals for audio, digital signals
tor sill pictures, digital signals for texts and multimedia digi-
tal signals 1n which these are mixed.

In the first and second embodiments, a slice 1s given as an
example of digital signal transmission unit. In the third
embodiment, a transmission umt, constructed according to
data partitioning for collecting data 1n a slice according to a
data type, 1s given as an example. Alternatively, an image
(picture) constructed from a plurality of slices, 1.e. a video
frame, may be a transmission unit. The present invention
also finds an application 1n a storage system. In this case, a
storage unit, mstead of a transmission unit may be con-
structed.

INDUSTRIAL APPLICABILITY

As has been described, a digital signal coding apparatus
according to the present invention 1s suitably used for trans-
mission of a compressed video signal in which a high degree
ol error resiliency 1s ensured and the coding efficiency for
arithmetic coding 1s improved.

The mvention claimed 1s:

1. A digital signal coding apparatus for partitioning a digi-
tal signal mto predetermined umts for compression coding,
comprising;

an arithmetic coding unit for compressing, by arithmetic

coding, the digital signal partitioned into the units,
wherein said arithmetic coding unit multiplexes infor-
mation representing an arithmetic coding status, occur-
ring when a given transmission unit has been coded,
[into] wit/ data constituting a subsequent transmission
unit.

2. The digital signal coding apparatus according to claim
1, wherein said arithmetic coding unit arithmetically codes
the digital signal partitioned 1nto the units, by determining a
probability of occurrence of coding symbols, based on
dependence of the digital signal coded on the signal included
in one or a plurality of adjacent transmission unit.

3. The digital signal coding apparatus according to claim
2, wherein said arithmetic coding unit learns the probabaility
of occurrence by counting a frequency of occurrence of cod-
ing symbols.



US RE41,729 E

19

4. The digital signal coding apparatus according to claim
1, wherein the information representing the arithmetic cod-
ing status includes a register reset tlag indicating whether a
register value designating an arithmetic coding process 1s
reset or not and an 1nitial register value included in the infor-
mation only when the register value 1s not reset.

5. A digital signal coding apparatus for partitioning a digi-
tal signal 1into predetermined units for compression coding,
comprising;

an arithmetic coding unit for compressing, by arithmetic

coding, the digital signal partitioned into the units,
wherein said arithmetic coding unit determines a prob-
ability of occurrence of coding symbols, based on
dependence of the digital signal coded on the signal
included in one or a plurality of adjacent transmission
units, learns the probability of occurrence by counting a
frequency of occurrence of coding symbols and multi-
plexes information representing a probability learning
status, occurring when a given transmission unit has
been coded, [into] witk data constituting a subsequent
transmission unit.

6. The digital signal coding apparatus according to claim
5, wherein the information representing the probability
learning status 1s information representing a context model
status, a context model being a model that defines depen-
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dence of the probability of occurrence of data symbols on 25

information that causes variation in the probability.

7. The digital signal coding apparatus according to claim
1, wherein the digital signal 1s a video signal and the trans-
mission unit 1s a slice constituted by one or a plurality of
macroblocks 1n a video frame.
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8. The digital signal coding apparatus according to claim
1, wherein the digital signal 1s a video signal and the trans-
mission unit 1s constructed by collecting coding data 1n a
slice according to a type of the coding data.

9. The digital signal coding apparatus according to claim
1, wherein the digital signal 1s a video signal and the trans-
mission unit 1s a video frame.

10. A digital signal coding apparatus for outputting a
bitstream containing coded data of a digital signal of a pre-
determined unit, comprising:

an arithmetic coding unit for compressing, by arithmetic
coding, the digital signal of the predetermined unit, and

a header multiplexing unit for multiplexing information
representing an arithmetic coding status to be used for
arithmetic decoding of the predetermined unit, with the
bitstream as an element of header information associ-
ated with said predetermined unit.

11. A digital signal coding method for outputting a bit-

stream containing coded data of a digital signal of a prede-
termined unit, comprising.

compressing, by arithmetic coding, the digital signal of
the predetermined unit, and multiplexing information
representing an arithmetic coding status to be used for
arithmetic decoding of the predetermined unit, with the
bitstream as an element of header information associ-
ated with said predetermined unit.
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