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MOVING OBJECTS IN A DISTRIBUTED
COMPUTING ENVIRONMENT

Matter enclosed in heavy brackets [ ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue.

TECHNICAL FIELD OF THE INVENTION

The present mnvention relates 1n general to object-oriented
technologies and more particularly to a method for moving,
objects 1n a distributed computing environment.

BACKGROUND OF THE INVENTION

In object onented programming, real world objects are
modeled by software objects that have encapsulated therein
special procedures and data elements. In object-onented
programming terminology, procedures are referred to as
methods. To avoid having to redefine the same methods and
data members for each and every occurrence of an object,
object-oriented programming provides the concept of
classes. An inherent structure of one or more levels of
increasingly more specialized classes 1s created to provide
templates that define the methods and variables to be
included 1n the objects of each class. The classes at the lower
levels of the inheritance structure inherit the behavior,
methods, and variables of the classes above. Classes above a
certain class 1n an inheritance structure are referred to as
parent classes setting up a parent-child relationship.
Therefore, an object belonging to a class 1s a member of that
class, and contains the special behavior defined by the class.
In this manner, each object 1s an instance of a defined class
or template and the need to redefine the methods and data
members for each occurrence of the object 1s eliminated.

One example of an object-oriented programming lan-
guage 1s Java, developed by Sun Microsystems. To define a
class 1n Java, the programmer creates a .java file containing
the source code to define the class. The .java file 1s compiled
to create a .class file containing the executable code to define
the class. Instances of the class file are instantiated to create

an object containing data and methods defined by the .class
file.

Object-oriented programming 1s a method of program-
ming that abstracts a computer program into manageable
sections. The key to object-oriented programming is the con-
cept of encapsulation. Encapsulation 1s a method by which
the subroutines, or methods, that manipulate data are com-
bined with the declaration and storage of that data. This
encapsulation prevents the data from arbitrarily being
accessed by other programs’ subroutines, or objects. When
an object 1s invoked, the associated data 1s available and can
be manipulated by any of the methods that are defined within
an object to act upon the data.

The basic component of encapsulation is a class. A class 1s
an abstraction for a set of objects that share the same struc-
ture and behavior. An object 1s a single instance of a class
that retains the structure and behavior of the class. Objects
also contain methods that are the processes by which an
object 1s structed to perform some procedure or manipula-
tion of data that i1t controls. Classes may also be character-
1zed by their interface which defines the elements necessary
for proper communication between objects.

Often, a programmer needs to add functionality to an
existing class of objects but either does not want to change
the existing .class file or does not have access to the source
code and, therefore, does not have the ability to alter the
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source code. In addition, the programmer may not want to
alter the functionality of the existing .class file since a .class
file may be used in more than one application program.
Therefore, 1t 1s desirable to add functionality to an existing
class of objects during the execution of an application pro-
gram without altering the associated source code.

Distributed computing allows an object on one computer
system to seamlessly communicate with and manipulate an
object contained 1n a second computer system when the two
computer systems are connected by a computer network.
The second computer system may also be referred to as
another address space. Client/server systems are an example
of this type of distributed computing system. Sophisticated
distributed computing systems have removed the communi-
cations burden from the computer programs, or objects in an
object oriented programming environment, and placed 1t 1n a
mid-level operating system that manages communications
across a computer network to facilitate a client’s access to
and manipulation of data contained on a server system. The
server system could be a computer 1n a different address
space and remote to a user on a client system.

In distributed processing environments, objects in differ-
ent address spaces may exchange a large number of mes-
sages. Using traditional distributed processing communica-
tions techniques may lead to slow response time and
increased network traffic. Moving a first object to the same
address space as a second object makes communications
between the two objects local and, therefore, reduces net-
work traflic. Local messages are often at least one thousand
times faster than remote messages sent through the distrib-
uted computing system.

SUMMARY OF THE INVENTION

From the foregoing, it may be appreciated that a need has
arisen for a method for moving objects 1n a distributed com-
puting environment. In accordance with the present
invention, an improved method for moving objects 1n a dis-
tributed computing environment i1s provided that substan-
tially eliminate or reduce disadvantages and problems asso-
ciated with conventional methods for moving objects 1n a
distributed computing environment.

According to an embodiment of the present invention,
there 1s provided a method for moving objects 1n a distrib-
uted computing system that includes receiving a move indi-
cation at a mobility object. The mobility object 1s aggregated
with the primary object through an aggregate object located
at a current host address and port number. The move 1ndica-
tion 1nstructs the mobility object to move the primary object
to a new host address and port number. The aggregate object
has the primary object as a primary facet object and the
mobility object [has] as a facet object.

The method then creates a serialized version of the mobil-
ity object in response to the move indication. The method
then sends the serialized version of the mobility object to the
new host address and port number and creates a new version
of the mobility object at the new host address and port num-
ber from the serialized version of the mobility object. The
method then creates a serialized version of the primary
object 1n response to a serialize and move message recerved
from the new version of the mobility object. The method
then sends the serialized version of the primary object to the
new host address and port number and creates a new version
of the primary object at the new host address and port num-
ber from the serialized version of the primary object. The
method then creates a new aggregate object with the new
version of the primary object as a new primary facet object
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and the new version of the mobility object as a new facet
object at the new host address and port number.

The present mvention provides various technical advan-
tages over conventional methods for moving objects in a
distributed computing environment. For example, one tech-
nical advantage 1s providing a method for objects that
exchange a large number of messages to move to a common
computer to reduce the amount of time needed for commu-
nications and to conserve system resources. Other technical
advantages may be readily apparent to one skilled 1n the art
from the following figures, description, and claims.

BRIEF DESCRIPTION OF THE DRAWINGS

For a more complete understanding of the present inven-
tion and the advantages thereol, reference 1s now made to the
following description taken 1n conjunction with the accom-
panying drawings, wherein like reference numbers represent
like parts, 1n which:

FIG. 1 1llustrates a block diagram of an application pro-
gram utilizing aggregate objects;

FIG. 2 illustrates a block diagram of the application pro-

gram utilizing aggregate objects where facet objects are dis-
tributed 1n different processing environments;

FI1G. 3 illustrates a block diagram of a facet control mod-
ule used within the application program;

FI1G. 4 illustrates a flow diagram illustrating creation of
aggregate objects;

FI1G. 5 1llustrates a flow diagram illustrating a method of
locating an object that extends a requested class or imple-
ments a requested interface;

FIG. 6 illustrates a flow diagram 1illustrating a method for
adding a class to an aggregate object;

FIGS. 7TA-TF 1llustrate an exemplary process for moving,
an object from one host address and port number to another
host address and port number within a computer network;

FIGS. 8 A—8B illustrate an exemplary process for forward-
ing messages by a reference holder; and

FIGS. 9A-9C illustrate various move notifications that
may occur while moving the object from one host address
and port number to another host address and port number

within the computer network.

DETAILED DESCRIPTION OF THE INVENTION

Dynamic Aggregation ol Objects

Referring to FIG. 1, an application program using
dynamically aggregated objects 1s generally indicated at 10.
An application program 12 may access one or more aggre-
gate objects 14 through a facet control module 30. Aggregate
object 14 1includes a set of facets 32 that may contain one or
more facets such as a primary facet 34, a first facet 36, and a
second facet 38. One or more facet objects 28 are linked to
the set of facets 32 1n a one to one correspondence. A pri-
mary facet object 16 having a primary interface 18 1s linked
to primary facet 34, a first facet object 20 having a first
interface 22 1s linked to first facet 36, and a second facet
object 24 having a second interface 26 is linked to second

facet 38.

Aggregate object 14 1s an aggregation of one or more facet
objects 28 within an object-oriented environment. Aggregate
object 14 and the associated facet objects 28 function as a
single logical object within the object-oriented environment.
A change to one of the facet objects 28 creates a logical
change 1n the other facet objects 28 and aggregate object 14.
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For example, 11 one of the facet objects 28 moves to a differ-
ent processing environment, or address space, the aggregate
object 14 to which the particular facet object 28 1s linked and
any other associated facet objects 28 will move as a single
logical object to the new, processing environment, or address
space. Primary facet objects 16, first facet object 20, and
second facet object 24 represent a group of one or more facet
objects 28.

Each aggregate object 14 communicates directly with 1ts
associated set of facets 32. Each facet within a set of facets
32 1s linked to a particular facet object 28. Each facet in the
set of facets 32 contains basic information related to its asso-
ciated facet object 28 to facilitate use of the aggregate object
14 within application program 12. The mformation con-
tained 1n each facet in the set of facets 32 for its associated
facet object 28 includes the class of the facet object 28 and
any interfaces implemented by the facet object 28. In one
embodiment, each facet 1n set of facets 32 1s a proxy object
created from the associated facet object 28. The proxy object
1s created by using Java Reflection to determine a particular
facet object’s 28 name, class, and interfaces. This informa-
tion 1s then packaged into a facet 1n set of facets 32. The
particular facet 1n set of facets 32 1s an object that includes
the name, class, and interfaces for the associated facet object
28. An mterface 1n an object oriented environment defines
the format and information needed to communicate with a
particular object. An interface may be referred to as the pub-
lic view of the object.

During application program development, the software
developer may utilize aggregate objects 14 to extend the
functionality of existing objects without modifying source
code. The software developer extends functionality of an
existing object by placing 1t in an aggregate object 14 as the
primary facet object 16 and aggregating additional objects
within aggregate object 14 as facet objects 28. Within appli-
cation program 12, a particular object may be the primary
facet object 16 of only one aggregate object 14. Each aggre-
gate object 14 1n application program 12 will have a unique
primary facet object 16. In one embodiment, a software
developer desires to extend the functionality of a specified
object to add additional functions such as mobility within a
distributed processing environment or the ability to function
as an agent within a distributed processing environment.
Another example of adding functionality to an existing
object would be adding repair history to a car object or add-
ing a bonus plan to an employee object.

The software developer dynamically creates an aggregate
object 14 with the specified object as the associated primary
facet object 16. The term “dynamically” 1s used here to refer
to using program statements during execution of application
program 12 to create aggregate object 14. The soltware
developer then dynamically adds first facet object 20 and
second facet object 24 to aggregate object 14. First facet
object 20 and second aggregate object 24 provide additional
functionality for primary facet object 16. Any method of any
facet object 28 may atlect all facet objects 28 within aggre-
gate object 14. Therefore, invoking a method on first facet
object 20 will etfect a change 1n primary facet object 16.

Application program 12 may create and utilize one or
more aggregate objects 14. Each aggregate object 14 has one
or more associated facet objects 28. Facet objects 28 may be
added and deleted as application program 12 progresses
depending upon processing requirements. To access a par-
ticular facet object 28, application program 12 may request
access to the particular facet object 28 that extends the func-
tionality of a primary facet object 16 by requesting a class or
interface using commands that mvoke facet control module
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30. Facet control module 30 then scans the set of facets 32
associated with the aggregate object 14 1dentified 1n the facet
control system command until locating the particular facet
object 28 that has a class that equals or extends the requested
class or implements the requested interface. Facet control
module 30 returns a reference to the first facet in the set of
facets 32 that has a class that equals or extends the requested
class or implements the requested interface. Application pro-
gram 12 can then invoke the particular facet object 28 by
using the returned reference to the facet 1n the set of facets

32. In another embodiment, facet control system 30 may
return a list of all facets within the set of facets 32 with

associated facet objects 28 that have a class that equal or
extend the requested class or implement the requested 1nter-
face. Application program 12 carn then determine which
facet object 28 1n the returned reference list to imvoke.

If no facet object 28 exists that has a class that equals or
extends the requested class or implements the requested
interface, a not-found condition 1s returned to application
program 12 as a null reference. Application program 12 can
then determine whether a new aggregate object 14 should be
created, whether an object should be added to an existing
aggregate object 14 as an additional facet object 28, or
whether appropriate error handling procedures should be
performed.

Referring to FIG. 2, a system with an application program
12 using dynamically aggregated objects 1mn a distributed
processing environment 1s generally indicated at 40. The
structure and operation of system 40 1s the same as system
10 except that facet objects 28 may exist within different
address spaces 1n a distributed processing environment and

be accessed by aggregate object 14 using proxies.

In system 40, application program 12, facet control mod-
ule 30, aggregate object 14, set of facets 32 and primary
facet object 16 all exist within a first environment 42. First
facet object 20 exists within a second environment 44. Com-
munications between aggregate object 14 and first facet
object 20 are facilitated by using an appropriate distributed
processing system such as an object request broker. In one
embodiment, a {irst facet object proxy 46 resides in {first
environment 42 and 1s logically coupled to first facet object
20 1n second environment 44. First facet object proxy 46
may be a conventional proxy object created from first facet

object 20. First facet object proxy 46 has an interface 47
modeled on first interface 22. Interface 47 has a format and
needed information similar to first interface 22. Second facet
object 24 resides 1n a third environment 48. Communica-
tions between aggregate object 14 and second facet object 24
are facilitated by using an appropriate distributed processing
system such as an object recognition broker. In one
embodiment, a second facet object proxy 350 resides 1n first
environment 42 and provides communications between
aggregate object 14 and second facet object 24. Second facet
object proxy 50 may be a conventional proxy object created
from second facet object 24. Second facet object proxy 50
has an interface modeled on second interface 26. Interface
51 has a format and needed information similar to second
interface 26.

Referring to FIG. 3, a facet control module 1s generally
indicated at 30. Facet control module 30 provides dynamic
aggregation of existing objects for application program 12.
Facet control module 30 consists of several modules includ-
ing a facet creator 70, an object adder 72, an object deleter
74, and a class/interface finder 76. The functionality of facet

control module 30 will be discussed with reference to the
flow diagrams of FIGS. 4, 5 and 6.

Referring to FIG. 4, a flow diagram 1llustrating a method
tor dynamically aggregating objects 1s generally indicated at
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100. The method commences at step 102 where application
program 12 requests that an aggregate object 14 be created
with a specified primary object. The method proceeds to step
104 where facet control module 30 receives the request and
forwards 1t to facet creator 70 to create an aggregate object
14 with a primary facet object 16 of the specified object
named 1n the create aggregate object request. A particular
object may be the primary facet object 16 of only one aggre-
gate object 14. The method proceeds to step 106 where a
new facet 32 for the specified primary facet object 16 1s
created as primary facet 34. The method proceeds to step
108 where the specified primary facet object 16 1s identified
and linked to primary facet 34. The method proceeds to step
110 where primary facet 34 1s linked to the new aggregate
object 14.

In one embodiment, the following syntax may be used to
create an aggregate object 14:

Facets myFacets=new Facets (myPrimary);
where myPrimary identifies an existing object which will
become primary facet object 16 within the newly created
aggregate object 14 identified as myFacets. Facet control
module 30 creates an aggregate object 14 i1dentified as
myFacets. Next, facet control module 30 creates a primary
facet 34 1dentified as primaryFacet. Primary facet 34 1s
linked to aggregate object 14. Next, facet control module 30
creates a primary facet object 16 identified as myPrimary.
Primary facet object 16 1s linked to primary facet 34. Facet
control module 30 creates primary facet 34 such that primary
facet 34 contains the class of primary facet object 16 and the
interfaces implemented by primary facet object 16.

Referring to FIG. 5, a flow diagram illustrating a method
for locating an object that extends a requested class or imple-
ments a requested interface within an aggregate object 14 1s
generally indicated at 120. The method proceeds to step 122
where application program 12 requests that facet control
module 30 locate a facet object 28 that has a class that equals
or extends a requested class or implements a requested inter-
face. Upon recerving this type of request, facet control mod-
ule 30 forwards the request to class/interface finder 76. In
one embodiment, the following syntax may be used to
request access to a facet object 28 that has a class that equals
or extends the requested class or implements the requested
interface:

myfacets.get (“class name™);
where myfacets.get 1dentifies the aggregate object 14
(myfacets) and the operation (get) for class/interface finder
76. The class name 1n the above example may also 1dentily a
requested interface name. The method proceeds to step 124
where a facet reference 1s set to aggregate object’s 14 pri-
mary facet, primary facet 34. Primary facet 34 should be the
first facet 1n the set of facets 32.

The method proceeds to decisional step 125 where class/
interface finder 76 determines 1f the facet referenced by
facet-reference has a class that equals the requested class,
has a class that extends the requested class, or implements
the requested interface. If the facet in the set of facets 32
identified by the facet-reference meets one of the above tests,
the Yes branch of decisional step 125 proceeds to step 126
where class/interface finder 76 returns a reference to the
facet 1n the set of facets 32 identified by the facet-reference.
The method proceeds to step 128 where application program
12 uses the returned reference to 1dentily the facet object 28
through the reference to a facet in the set of facets 32. Appli-
cation program 12 then invokes the facet object 28. After
step 128, the method terminates.

Returning to decisional step 125, 1f the facet 1n the set of
facets 32 1dentified by the facet-reference does not meet one
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of the atorementioned tests, the No branch of decisional step
125 proceeds to decisional step 130 where class/interface
finder 76 determines whether aggregate object 14 has more
facets within its associated set of facets 32. If the set of facets
32 includes more facets, the Yes branch of decisional step
130 proceeds to step 132 where the facet-reference 1s set to
the next facet, first facet 36 in this example, 1 the set of
facets 32 associated with aggregate object 14. The method
returns to decisional step 125 to process the next facet iden-
tified by the facet-reference.

Returming to decisional step 130, i the set of facets 32
associated with aggregate object 14 does not include more
facets, the No branch of decisional step 130 proceeds to step
134 where a null reference 1s returned. Application program
12 would then perform appropriate error processing upon
receipt of the null reference. After step 134, the method ter-
minates.

Referring to FIG. 6, a flow diagram 1llustrating a method
for adding objects to an aggregate object 14 1s generally
indicated at 150. The method commences at step 152 where
application program 12 requests a facet object 28 that has a
class that equals or extends a requested class. In one
embodiment, the following syntax may be used to add
objects to a aggregate object 14 as facet objects 28:

myFacets.of (*class name”™);
where the desired aggregate object 14 1s identified
(myFacets) and the desired operation 1s also i1dentified (.of).
“Class name” refers to an existing .class file. When adding
facet objects to aggregate object 14, class names should be
used so that an instance of the class may be generated and
added to aggregate object 14 as a facet object 28.

The method proceeds to step 154 where the method of
FIG. 5 1dentified in steps 122-126 and 130-134 1s performed
until a facet within the set of facets 32 associated with aggre-
gate object 14 1s found that has a class that equals or extends
the requested class or a null reference 1s returned.

The method proceeds to decisional step 156 where a
determination 1s made regarding whether a null reference
was returned. If a null reference was not returned, the No
branch of decisional step 156 proceeds to step 158 where the
reference recerved from step 126 1n the method of FIG. 5 1s
returned. If a null reference 1s not recerved, the requested
class has already been added to the set of facets 32 1n aggre-
gate object 14 and processing may continue. After step 158
the method terminates.

Returming to decisional step 156, 11 a null reference 1s
received, the Yes branch of decisional step 156 proceeds to
step 160 where object adder 72 creates an instance of the
requested class. The method proceeds to step 162 where
object adder 72 creates a new facet for the mstance of the
requested class. Object adder 72 creates the new facet by
adding the requested class and the interfaces implemented
by that class to the new facet. The new facet 1s an object that
summarizes available information regarding the associated
facet object that 1n this example 1s the created instance of the
requested class. The new facet becomes a member of the set
of facets 32 associated with the aggregate object 14.

The method proceeds to step 164 where object adder 72
links the instance of the requested class created 1n step 160
to the new facet created 1n step 162. The method proceeds to
step 166 where object adder 72 links the new facet created 1n
step 162 to the aggregate object 14. The method proceeds to
step 168 where a reference to the new facet created 1n step
162 1s returned. After step 168, the method terminates.

In one embodiment, the facets.of command that 1s used to
add objects to an existing aggregate object 14 may be used
by software developers when they have determined that a
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requested class should be part of aggregate object 14 but
they are not sure that the requested class has been added to
facet objects 28 that are associated with aggregate object 14.
By using this type of command, the software developer
requests a facet object 28 that has a class that equals or
extends a requested class and 1s guaranteed that a reference
to a facet object 28 will be returned.

In addition to the above-referenced sample commands,
one embodiment of the present mvention includes the fol-
lowing command to determine the primary facet object 16 of
aggregate object 14:

myFacets.getPrimary ( );
where the desired aggregate object 14 1s 1dentified as myFac-
cts and the desired operation 1s 1dentified as getPrimary. The
sample command returns a reference to primary facet object
16.

Another sample command from one embodiment of the
present invention includes the following command to deter-
mine the members of set of facets 32 associated with aggre-
gate object 14;

myFacets.getFacets ( );
where the desired aggregate object 14 1s 1dentified as myfac-
cts and the desired operation 1s 1dentified as getfacets. The
sample command returns a list of each facet object 28 asso-
ciated with aggregate object 14.

Object deleter 74 of facet control module 30 provides a
software developer with the ability to delete a specified
object from facet objects 28. The software developer 1denti-
fies the particular facet object 28 to be removed from aggre-
gate object 14 and instructs facet control module 30 to
remove the specified facet object from aggregate object 14.
Object deleter 74 physically deletes the associated facet 1n
set of facets 32 and removes the link between the specified
facet object and aggregate object 14. If the specified facet
object has no remainming references, an operating system of
the object oriented environment may remove the specified
facet object from the object oniented environment during a
garbage collection procedure.

Movement

An object may be made mobile within a distributed pro-
cessing environment by defimng the object as a primary
facet object 16 linked to an aggregate object 14 and aggre-
gating a mobility object as a second facet object 24 as previ-
ously described. To move an object from one address space
to another address space, a mobility method 1s 1nvoked
within aggregate object 14. As previously described, aggre-
gate object 14 then locates the facet without one or more
facet objects 28 that provides the requested method. The
mobility method may be mvoked directly on the mobility
facet object. In that case, the mobility facet object informs
the aggregate object that the mobility method has been
invoked. In another embodiment, the functionality of mobil-
ity 1s built into the object. To cause that object to move from
one address space to another address space, a mobility
method 1s mvoked on the object.

Referring to FIGS. 7A-7F, the process ol moving an
object from one address space to another address space
within a distributed computing system 1s depicted. The loca-
tion of an object may be generally defined as
“host:portnumber/alias”. For example, the location of an
object may be “dallas:8000/storel”, where “dallas” defines
the host address, “8000” defines the port number, and
“storel” defines an alias for the object. The host may be
referred to by host name or an IP address. An object may be
an agent which 1s defined as a specialized object that pos-
sesses the characteristic of autonomy. Autonomy 1s the abil-
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ity to program an agent with one or more goals that 1t will
attempt to satisiy, even when 1t has moved nto a network on
other platforms and has lost all contact with 1ts creator.
Agents also have the additional abilities of movement, per-
sistence and event generation.

FIGS. 7TA-TF utilize a modified illustration of the struc-
ture of the aggregate object depicted 1n FIG. 1. Aggregate
object 202, primary facet object 204, and mobility facet
object 206 cach have a local reference and a reference
holder. The reference holder and local reference are together
equivalent to a member of set of facets 32. Aggregate object
202 has a local reference 208 and a reference holder 210.
Retference holder 210 1s linked to local reference 208 and
receives and routes messages to aggregate object 202
through local reference 208. Local retference 208 contains an
address 1dentitying the physical location of aggregate object
202. Similarly, primary facet object 204 has a local reference
212 and a reference holder 214. Mobility facet object 206
has a local reference 216 and a reference holder 218. Aggre-
gate object 202 1s linked to both reference holder 214 for
primary facet object 204 and to reference holder 218 for
mobility facet object 206. A primary object proxy 220 1s
linked to primary facet object 204 through reference holder
214. Any message received by primary object proxy 220 i1s
torwarded to reference holder 214 that further forwards the
message to primary object 204. Aggregate object 202, pri-
mary facet object 204, mobility facet object 206, and their
associated local references and reference holders may be
generally referred to as an aggregate group 200.

The movement process begins 1n FIG. 7A where mobility
facet object 206 located at a current host address and port
number 222 recerves a move indication 224. Move indica-
tion 224 may be received from a requesting object 226
located at an originating host address and port number 228.
Requesting object 226 may be any object or application 1n
the distributed computing system and may exist i any
address space including an address space on the current host
for aggregate group 200. Aggregate group 200 may also be
an agent that carries its own move indication 224.

In response to move indication 224, the move operation
continues 1n FIG. 7B where mobility facet object 206
accesses a lock object 230 1n order to block all incoming
messages to aggregate group 200 while aggregate group 200
1s moving to a new host address and port number. Mobility
facet object 206 creates a serialized version 232 of itself at
current host address and port number 222. The serialized
version 232 1s then sent to a desired new host address and
port number 234. The serialized version may be created by
mobility facet object 206 sending a message containing
itsell as a parameter. A new version 236 of mobility facet
object 206 1s created at new host address and port number
234 from the serialized version 232.

The move operation continues 1n FIG. 7C where the new
version 236 of mobility facet object 206 creates a serialize
and move message 238 and sends it to aggregate group 200
at current host address and port number 222. The senialize
and move message 238 informs aggregate group 200 that the
initial phase of moving was successiul and that the other
serializable parts of aggregate group 200 should be serial-
1zed and sent to new host address and port number 234.

The move operation continues at FIG. 7D where the
aggregate group 200 recerves the serialize and move mes-
sage 238. Aggregate group 200 forwards the serialize and
move message 238 to primary facet object 204. Primary
facet object 204 creates a serialized version 240 of 1itself at
current host address and port number 222. The serialized
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version 240 1s then sent to the new host address and port
number 234. A new version 242 of primary facet object 204
1s created at new host address and port number 234 from the
serialized version 240.

The move operation continues at FIG. 7E where a new
aggregate group 244 1s generated as previously described
with a new aggregate object 246, new version 242 of primary
facet object 204 as a new primary facet object 248 and new
version 236 of mobility facet object 206 as a new mobility
facet object 250. New aggregate group 244 and new aggre-
gate object 246 register at new host address and port number
234 along with new version 236 of mobaility facet object 206
and new version 242 of primary facet object 204.

-

The move operation continues at FIG. 7F where new
aggregate group 244 sends a successiul message 2352 to
aggregate group 200 at current host address and port number
222. Aggregate group 200, aggregate object 202, primary
facet object 204, and mobility facet object 206 deregister
from current host address and port number 222. In addition,
aggregate object 202 severs its links to mobaility facet object
206 and primary facet object 204. Aggregate object 202 and
mobility facet object 206 are garbage collected by the sys-
tem. In addition, all references to primary facet object 204
are removed such that 1t 1s garbage collected by the system.
Local reference 212 of primary facet object 204 1s updated
with new host address and port number 234 and becomes
remote reference 254. Reference holder 214 remains a refer-
ence holder at current host address and port number 222 for
new version 242 of primary facet object 204 at new host
address and port number 234. Reference holder 214 1s
coupled to remote reference 254 that contains the address of
the physical location of new version 242 of primary facet
object 204. Reference holder 214 1s used to forward mes-
sages destined for primary facet object 204 to new host
address and port number 234.

Messages that were blocked by lock object 230 are
released and forwarded as necessary to new host address and

port number 234 as discussed 1n detail with relation to FIGS.
8A and 8B.

Forwarding

Retferring to FIGS. 8 A-8B, the process of forwarding
messages for a moved object 1s illustrated. The forwarding
operation begins at FIG. 8 A where message MSG1 from an
object 306 at a first host address and port number 308 and
message MSG2 from an object 310 at a second host address
and port number 312 require processing by an object 314.
Object 314 has moved to a new host address and port num-
ber 316. Object 314 may be an aggregate group such as new
aggregate group 244. Messages MSG1 and MSG2 may be
messages that were previously sent but were blocked as a
result of move indication 224 or may be messages sent from
out of date objects at host address and port numbers not
knowing that object 314 has moved to new host address and
port number 316. A reference holder 302 and a remote
address 304 occupy an old host address and port number 318
previously occupied by object 314. In this example, old host
address and port number 318 and first host address and port
number 308 exist in the same address space identified by the
host address. Thus communications between object 306 and
reference holder 302 are local.

The forwarding operation continues at F1IG. 8B where ret-
erence holder 302, having the new host address and port
number 316 for object 314 stored 1n remote reference 304,
reroutes message MSG1 to object 314 at new host address
and port number 316. Messages, such as message MSG,
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that are local with respect to reference holder 302 may be
directly forwarded to the new location for an object refer-
enced 1n the message since the message travels through only
one host address on 1ts way to a destination host address.

Reference holder 302 receives message MSG and deter-
mines that it 1s a remote message. In one embodiment, a
remote message 1s determined by comparing the host
address of the object originating the message with the host
address of the reference holder 302. After determining that
message MSG2 1s a remote message, reference holder 302
throws an “object moved” exception to object 310. Object
310 catches the “object moved” exception and resends mes-
sage MSG2 to new host address and port number 316 1denti-
fied 1n the “object moved” exception. All future messages
from object 310 are sent directly to object 314 at new host
address and port number 316. By using the “object moved”
exception, messages destined for a target object do not pass
through an intermediate host address thereby making com-
munications between objects more efficient.

Callbacks

Referring to FIGS. 9A-9C, various callback notifications
that may occur during the movement of an object from cur-
rent host address and port number 222 to new address and
port number 234 are 1llustrated. Callback notifications may
be sent provided that primary facet object 204 requests call-
back notification. In one embodiment, primary facet object
204 implements a specified Java interface to request callback
notifications. However, any suitable method of requesting
callback notifications may be used such as setting a callback
notification flag.

FIG. 9A illustrates a pre-departure notification for pri-
mary facet object 204 at current host address and port num-
ber 222. Upon receipt ol move notification 224, a pre-
departure notification may be generated for primary facet
object 204 to determine 1f primary facet object 204 1s avail-
able to be moved. If primary facet object 204 determines that
it 1s not available to be moved, primary facet object 204 may
throw a mobility exception causing the move to abort. The
mobility exception may be thrown for any reason as deter-
mined by primary facet object 204 such as processing
required to be completed at current host address and port
number 222 has not been completed.

FI1G. 9B 1illustrates a pre-arrival notification for new ver-
sion 242 of primary facet object 204 at new host address and
port number 234. The pre-arrival notification occurs 1imme-
diately after new version 242 of primary facet object 204 1s
created from serialized version 240 at new host address and
port number 234. The pre-arrival notification may be used by
new version 242 of primary facet object 204 to determine 11
new version 242 was successiully created. If the new version
242 was not successiully created or any other suitable error
condition exists within new version 242 of primary facet
object 204, new version 242 may throw a mobility exception
causing the move to abort.

FI1G. 9C 1llustrates post-movement callback notifications.
After new aggregate group 244 registers at new host address
and port number 234, a post-arrival callback notification
may be sent to new version 242 of primary facet object 204
at new host address and port number 234. At this point, new
aggregate group 244 1s the active object and the move cannot
be aborted. Thus, the move 1s deemed successtul. This call-
back notification allows new aggregate group 244 to perform
specific post-move processing that 1s not provided by the
system.

After new aggregate group 244 registers at new host
address and port number 234 but prior to aggregate group
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200 disconnecting 1ts component parts, a post-departure
callback notification may be sent to primary facet object
204. At this point, the component parts of aggregate group
200 are considered stale since a new active aggregate group
244 exists at new host address and port number 234. The
post-departure callback notification allows aggregate group
200 to perform internal final processing before its compo-
nent parts are delinked and garbage collected and prior to
unblocking any messages at current host address and port

number 222.

Thus, 1t 1s apparent that there has been provided 1n accor-
dance with the present invention, a method for moving
objects 1n a distributed computing environment that satisfies
the advantages set forth above. Although the present inven-
tion and 1ts advantages have been described in detail, 1t
should be understood that various changes, substitutions,
and alterations may be readily apparent to those skilled 1n
the art and may be made herein without departing from the
spirit and the scope of the present invention as defined by the
following claims.

What 1s claimed 1s:

1. A method for moving objects 1n a distributed comput-
Ing system, comprising:

recerving a move indication at a mobility object aggre-
gated with a primary object through an aggregate object
located at a current host address and port number, the
primary object being unique to the aggregate object, the
mobility object providing a mobility functionality fo
the primary object, the move indication nstructing the
mobility object to move the primary object to a new
host address and port number, the aggregate object hav-
ing the primary object as a primary facet object and the
mobility object as a facet object;

creating a serialized version of the mobility object 1n
response to the move indication;

sending the serialized version of the mobility object to the
new host address and port number;

creating a new version ol the mobility object at the new
host address and port number from the serialized ver-
sion of the mobility object;

creating a serialized version of the primary object 1n
response to a serialize and move message from the new
version of the mobility object;

sending the serialized version of the primary object to the
new host address and port number;

creating a new version ol the primary object at the new
host address and port number from the sernalized ver-
sion of the primary object;

creating a new aggregate object with the new version of
the primary object as a new primary facet object and the
new version of the mobility object as a new facet object

at the new host address and port number.
2. The method of claim 1, further comprising;

locking the aggregate object at the current host address
and port number 1n response to the move indication;
and

unlocking the aggregate object at the current host address
and port number 1n response to creating the new aggre-
gate object at the new host address and port number.

3. The method of claim 1, further [comprising:] compris-
ing retaining an old version of the aggregate object, the pri-
mary object, and the mobility object at the current host
address and port number.

4. The method of claim 1, further [comprising:] compris-
ing aggregating the mobility object at the current host
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address and port number with the primary object at the cur-
rent host address and port number, the mobaility object linked
to an aggregate object at the current host address and port
number, the primary object linked to the aggregate object at
the current host address and port number.

5. The method of claim 1, further comprising instructing
the primary object to move to the new host address and port

number by invoking a method on the mobility object at the
current host address and port number for moving the primary
object to the new host address and port number.

6. The method of claim 1, further comprising:

informing the primary object at the current host address
and port number that the primary object 1s about to be
moved 1n response to the move indication;

performing pre-departure processing by the primary
object at the current host address and port number;

determining whether the object 1s available to move;

vetoing the move in response to determining that the
object 1s not available to move; and

aflirming the move in response to determining that the
object 1s available to move.
7. The method of claim 1, further comprising;

completing messages currently being processed by the
primary object at the current host address and port

number; and

suspending new messages arriving at the primary object at

the current host address and port number.

8. The method of claim 7, further [comprising:] compris-
ing Torwarding suspended messages to the new host address
and port number for processing.

9. The method of claim 1, further comprising;

storing the new host address and port number in a refer-
ence holder at the current host address and port num-
ber; and

forwarding messages received at the current host address
and port number for the primary object to the new ver-
sion of the primary object at the new host address and
port number.

10. The method of claim 1, further [comprising:] compris-
ing registering the new aggregate object and the new version
of the primary object at the new host address and port num-
ber.

11. The method of claim 1, further comprising:

deregistering the aggregate object and the primary object
at the current host address and port number; and

garbage collecting the aggregate object and the primary
object at the current host address and port number.
12. The method of claim 1, further comprising:

sending a message from a proxy to the primary object at
the current host address and port number;

throwing an exception back to the proxy indicating that
the primary object has moved to the new host address
and port number; and

resending the message from the proxy to the new version
of the primary object at the new host address and port
number 1n response to the exception.

13. The method of claim 1, further comprising:

sending a message from a proxy to the primary object at
the current host address and port number; and

forwarding the message from the current host address and
port number to the new version of the primary object at
the new host address and port number.

14. The method of claim 1, further comprising:

evaluating the sending of the serialized version of the pri-
mary object and creating of the new version of the pri-
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mary object by querying the new version of the primary
object to determine 11 the sending and creating was suc-
cessful; and

aborting the method for moving objects 1n response to an

unsuccessiul sending and creating.

15. The method of claim 1, further [comprising:] compris-
ing sending a serialize and move message from the new
version of the mobility object at the new host address and
port number to the primary object at the current host address
and port number, the serialize and move message including
an indication that the new version of the mobility object has
been established at the new host address and port number.

16. The method of claim 1, turther comprising:

locking the aggregate object at the current host address
and port number 1n response to the move 1indication;

sending a successiul move message from the new aggre-
gate object at the new host address and port number to
the aggregate object at the current host address and port
number:;

unlocking the aggregate object at the current host address
and port number;

deregistering the aggregate object and the primary object
at the current host address and port number 1n response
to the successiul move message;

storing the new host address and port number in a refer-
ence holder at the current host address and port number,
the reference holder used for forwarding messages
recerved for the primary object at the current host
address and port number.

17. The method of claim 1, further comprising:

informing the new version of the primary object at the
new host address and port number that movement of the
aggregate object at the current host address and port
number has started;

performing pre-arrival processing by the new version of
the primary object at the new host address and port
number;

determining whether the new version of the primary
object at the new host address and port number autho-
rizes completion of the method for moving objects; and

aborting the method for moving objects 1n response to a
negative authorization from the new version of the pri-
mary object at the new host address and port number.

18. The method of claim 11, further comprising:

informing the new aggregate object at the new host
address and port number that the aggregate object at the
current host address and port number has been deregis-
tered;

performing post-arrival processing by the aggregate
object at the current host address and port number.
19. The method of claim 1, further comprising:

informing the aggregate object at the current host address
and port number that creation of the new aggregate
object at the new host address and port number has
completed;

performing post-departure processing by the aggregate
object at the current host address and port number.

20. A method for moving objects in a distributed comput-

Ing system, cComprising:

dvnamically aggregating a mobility object with a primary
object to create an aggregate object located at a cur-
vent host location, the primary object being unigue to
the aggregate object and the mobility object providing a
mobility functionality for the primary object, and the
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aggregate object including the primary object as a pri-
mary facet object and the mobility object as a facet
object;

receiving a move indication at the mobility object, the
move indication instructing the mobility object to move >
the primary object to a new host location;

sending a new version of the mobility object to the new
host location in vesponse to the move indication,; and

sending a new version of the primary object to the new
host location in rvesponse to a move message from the
new version of the mobility object;

10

wherein a new aggregate object is created at the new host
location, the new aggregate object having the new ver-
sion of the primary object associated with the new ver-
sion of the mobility object.

21. The method of claim 20, further comprising:

serializing the new version of the mobility object prior to
sending;

15

wherein the new version of the mobility object is created 70
at the new host location from the serialized version of
the mobility object; and

serializing the new version of the primary object prior to

sending;

wherein the new version of the primary object is created 25

at the new host location from the serialized version of
the primary object.

22. The method of claim 20, wherein the new aggregate
object at the new host location comprises the new version of
the primary object as a new primary facet object and the new 30
version of the mobility object as a new facet object.

23. The method of claim 20, wherein the curvent host loca-
tion is characterized by a curvent host address and port
number, and the new host location is characterized by a new
host addvess and port number. 35

24. The method of claim 20, further comprising:

locking the aggregate object at the current host location in
response to the move indication; and

unlocking the aggregate object at the current host location
in vesponse to creating the new aggregate object at the
new host location.

25. The method of claim 20, further comprising retaining
an old version of the aggregate object, the primary object,
and the mobility object at the curvent host location.

26. The method of claim 20, further comprising instruct-
ing the primary object to move to the new host location by
invoking a method on the mobility object at the current host
location for moving the primary object to the new host loca-

tion.
27. The method of claim 20, further comprising. S0

informing the primary object at the current host location
that the primary object is about to be moved in
response to the move indication;

40

45

performing pre-departure processing by the primary
object at the current host location;

determining whether the primary object is available to
move;

55

vetoing the move in vesponse to determining that the pri-
mary object is not available to move; and 60

affirming the move in vesponse to determining that the
primary object is available to move.

28. The method of claim 20, further comprising:

completing messages curvently being processed by the
primary object at the current host location; and 63

suspending new messages arviving at the primary object
at the current host location.
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29. The method of claim 28, further comprising forward-
ing suspended messages to the new host location for pro-
cessing.

30. The method of claim 20, further comprising.

storing the new host location in a reference holder at the
current host location; and

forwarding messages veceived at the curvent host location

Jor the primary object to the new version of the primary
object at the new host location.

31. The method of claim 20, wherein the new aggregate

object and the new version of the primary object are regis-

teved at the new host location.
32. The method of claim 20, further comprising:

deregistering the aggregate object and the primary object
at the current host location; and

garbage collecting the aggregate object and the primary
object at the current host location.

33. The method of claim 20, further comprising:

sending a message from a proxy to the primary object at
the current host location;

sending an exception back to the proxy indicating that the
primary object has moved to the new host location; and

resending the message from the proxy to the new version
of the primary object at the new host location in

response to the exception.
34. The method of claim 20, further comprising:

sending a message from a proxy to the primary object at
the current host location; and

forwarding the message from the current host location to
the new version of the primary object at the new host

location.
35. The method of claim 20, further comprising.

evaluating the sending of the new version of the primary
object by querying the new version of the primary
object to determine if the sending was successful; and

aborting the method for moving objects in response to an
unsuccessful sending.

36. The method of claim 20, further comprising rveceiving
a move message from the new version of the mobility object
at the new host location at the primary object at the curvent
host location, the move message including an indication that
the new version of the mobility object has been established
at the new host location.

37. The method of claim 20, further comprising:

locking the aggregate object at the current host location in
response to the move indication;

receiving a successful move message from the new aggre-
gate object at the new host location at the aggregate
object at the curvent host location;

unlocking the aggregate object at the current host loca-
tion;
deregistering the aggregate object and the primary object

at the curvent host location in response to the successful
move message,; and

storing the new host location in a rveference holder at the
current host location, the veference holder used for for-
warding messages veceived for the primary object at

the current host location.
38. The method of claim 20, further comprising:

informing the new version of the primary object at the new
host location that movement of the aggregate object at
the current host location has started;

wherein pre-arrvival processing is performed by the new
version of the primary object at the new host location,



US RE41,706 E

17

determining whether the new version of the primary

object at the new host location authorizes completion of

the method for moving objects; and

aborting the method for moving objects in response to a
negative aquthorization from the new version of the pri-
mary object at the new host location.

39. The method of claim 32, further comprising:

informing the new aggregate object at the new host loca-
tion that the aggregate object at the current host loca-
tion has been deregistered; and

performing post-arrival processing by the aggregate
object at the current host location.

40. The method of claim 20, further comprising.

informing the aggregate object at the curvent host loca-
tion that creation of the new aggregate object at the new
host location has completed; and

performing post-departure processing by the aggregate

object at the current location.

41. One or more computer-readable storage media com-
prising computer-executable instructions that, when
executed, direct a computer to move an object in a distrib-
uted computing environment, the computer-executable
instructions configured to.

dynamically aggregate a mobility object with a primary
object to create an aggregate object located at a cur-
vent host location, the primary object being unigue to
the aggregate object and the mobility object providing a
mobility functionality for the primary object, and the
aggregate object including the primary object as a pvi-
mary facet object and the mobility object as a facet
object;

receive a move indication at the mobility object, the move
indication instructing the mobility object to move the
primary object to a new host location;

send a new version of the mobility object to the new host
location in rvesponse to the move indication;

send a new version of the primary object to the new loca-
tion in response to a move message from the new ver-
sion of the mobility object; and
create a new aggregate object at the new host location, the
new aggregate object having the new version of the
primary object associated with the new version of the
mobility object.
42. One or more computer-readable storage media as
recited in claim 41, further comprising computer-executable
instructions configured to.

serialize the new version of the mobility object prior to
sending;

create the new version of the mobility object at the new
host location from the serialized version of the mobility
object;

serialize the new version of the primary object prior to
sending; and

create the new version of the primary object at the new
host location from the serialized version of the primary
object.

43. One or more computer-readable storage media as
recited in claim 41, wherein the current host location is
characterized by a currvent host address and port number,
and the new host location is characterized by a new host
address and port number.

44. One or more computer-readable storage media as
recited in claim 41, further comprising computer-executable
instructions configured to.

lock the aggregate object at the curvent host location in
response to the move indication; and
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unlock the aggregate object at the curvent host location in
response to creating the new aggregate object at the
new host location.

45. One or more computer-readable storage media as
recited in claim 41, further comprising computer-executable
instructions configured to vetain an old version of the aggre-
gate object, the primary object, and the mobility object at the
current host location.

46. One or more computer-readable storage media as
recited in claim 41, further comprising computer-executable
instructions configuved to instruct the primary object to
move to the new host location by invoking a method on the
mobility object at the current host location for moving the
primary object to the new host location.

47. One or more computer-readable storage media as
recited in claim 41, further comprising computer-executable
instructions configured to:

inform the primary object at the curvent host location that
the primary object is about to be moved in response to
the move indication;

perform pre-departurve processing by the primary object
at the current host location;

determine whether the primary object is available to
move;

veto the move in response to determining that the primary
object is not available to move; and

computer veadable program code configured to affirm the
move in rvesponse to determining that the primary
object is available to move.
48. One or more computer-readable storage media as
recited in claim 41, further comprising computer-executable
instructions configured to.

complete messages currently being processed by the pri-
mary object at the current host location; and

suspend new messages arriving at the primary object at

the current host location.

49. One or more computer-readable storage media as
recited in claim 41, further comprising computer-executable
instructions configured to forward suspended messages to
the new host location for processing.

50. One or more computer-readable storage media as
recited in claim 41, further comprising computer-executable
instructions configured to.

store the new host location in a rveference holder at the
current host location; and

Jorward messages veceived at the curvent host location for
the primary object to the new version of the primary
object at the new host location.

51. One or more computer-readable storage media as
recited in claim 41, further comprising computer-executable
instructions configurved to vegister the new aggregate object
and the new version of the primary object at the new host
location.

52. One or more computer-readable storage media as
recited in claim 41, further comprising computer-executable
instructions configured to:

dervegister the aggregate object and the primary object at
the current host location; and

garbage collect the aggregate object and the primary
object at the current host location.
53. One or more computer-readable storage media as
recited in claim 41, further comprising computer-executable
instructions configured to.

send a message from a proxy to the primary object at the
current host location;
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throw send an exception back to the proxy indicating that
the primary object has moved to the new host location;
and

resend the message from the proxy to the new version of

the primary object at the new host location in response
to the exception.
54. One or more computer-readable storage media as
recited in claim 41, further comprising computer-executable
instructions configured to.

send a message from a proxy to the primary object at the
current host location; and
Jorward the message from the current host location to the
new version of the primary object at the new host loca-
lion.
55. One or more computer-readable storage media as
recited in claim 41, further comprising computer-executable
instructions configured to.

evaluate the sending of the new version of the primary
object by querying the new version of the primary
object to determine if the sending was successful; and

abort the method for moving objects in vesponse to an

unsuccessful sending.

56. One or more computer-readable storage media as
recited in claim 41, further comprising computer-executable
instructions configured to send a move message from the new
version of the mobility object at the new host location to the
primary object at the current host location, the move mes-
sage including an indication that the new version of the
mobility object has been established at the new host loca-
tion.

57. One or more computer-readable storage media as
recited in claim 41, further comprising computer-executable
instructions configured to.

lock the aggregate object at the curvent host location in
response to the move indication;

send a successful move message from the new aggregate
object at the new host location to the aggregate object
at the current host location;

unlock the aggregate object at the current host location;

deregister the aggregate object and the primary object at
the current host location in rvesponse to the successful
move message,; and

storve the new host location in a reference holder at the
current host location, the veference holder used for for-
warding messages rveceived for the primary object at
the curvent host location.
58. One or more computer-readable storage media as
recited in claim 41, further comprising computer-executable
instructions configured to:

inform the new version of the primary object at the new
host location that movement of the aggregate object at
the current host location has started;

perform pre-arrival processing by the new version of the
primary object at the new host location;

determine whether the new version of the primary object
at the new host location authorizes completion of the
method for moving objects; and

abort the method for moving objects in vesponse to a
negative aquthorization from the new version of the pri-
mary object at the new host location.

59. One or more computer-readable storage media as

recited in claim 41, further comprising computer-executable
instructions configured to:

inform the new aggregate object at the new host location
that the aggregate object at the curvent host location
has been dervegistered; and
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perform post-arrival processing by the aggregate object
at the current host location.
60. One or more computer-readable storage media as
recited in claim 41, further comprising computer-executable
instructions configured to:

inform the aggregate object at the current host location
that creation of the new aggregate object at the new

host location has completed; and

perform post-departure processing by the aggregate
object at the current location.

61. A method for moving objects in a distributed compuit-
Ing system, comprising:
dvnamically aggregating a mobility object with a primary
object to create an aggregate object located at a cur-
vent host location, the primary object being unique to
the aggregate object and the mobility object providing a
mobility functionality for the primary object;

receiving a move indication at the mobility object, the
move indication instructing the mobility object to move
the primary object to a new host location,

sending a new version of the mobility object to the new
host location in vesponse to the move indication; and

sending a new version of the primary object to the new
host location in vesponse to a move message from the

new version of the mobility object;

wherein a new aggregate object is crveated at the new host
location, the new aggregate object having the new ver-
sion of the primary object associated with the new ver-
sion of the mobility object, and the new aggregate
object including the new version of the primary object
as a new primary facet object and the new version of
the mobility object as a new facet object.

62. The method of claim 61, further comprising:

serializing the new version of the mobility object prior to
sending;

wherein the new version of the mobility object is created
at the new host location from the serialized version of
the mobility object; and

serializing the new version of the primary object prior to
sending;

wherein the new version of the primary object is created
at the new host location from the serialized version of

the primary object.
63. The method of claim 61, wherein the curvent host loca-
tion is characterized by a curvent host address and port
number, and the new host location is characterized by a new

host address and port number.
64. The method of claim 61, further comprising:

locking the aggregate object at the curvent host location in
response to the move indication; and

unlocking the aggregate object at the curvent host location
in vesponse to creating the new aggregate object at the
new host location.

65. The method of claim 61, further comprising retaining
an old version of the aggregate object, the primary object,
and the mobility object at the curvent host location.

66. The method of claim 61, further comprising instruct-
ing the primary object to move to the new host location by
invoking a method on the mobility object at the current host
location for moving the primary object to the new host loca-
tion.

67. The method of claim 61, further comprising.

informing the primary object at the current host location
that the primary object is about to be moved in
response to the move indication;
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performing pre-departure processing by the primary
object at the current host location;

determining whether the primary object is available to
move;

vetoing the move in vesponse to determining that the pri-
mary object is not available to move; and

affirming the move in vesponse to determining that the

primary object is available to move.
68. The method of claim 61, further comprising:

completing messages curvently being processed by the
primary object at the current host location; and

suspending new messages arviving at the primary object

at the curvent host location.

69. The method of claim 68, further comprising forward-
ing suspended messages to the new host location for pro-
cessing.

70. The method of claim 61, further comprising:

storing the new host location in a reference holder at the

current host location; and

Jorwarding messages received at the curvent host location
Jor the primary object to the new version of the primary
object at the new host location.
71. The method of claim 61, wherein the new aggregate
object and the new version of the primary object arve regis-
teved at the new host location.

72. The method of claim 61, further comprising:

dervegistering the aggregate object and the primary object
at the current host location; and

garbage collecting the aggregate object and the primary
object at the current host location.

73. The method of claim 61, further comprising:

sending a message from a proxy to the primary object at
the current host location;

sending an exception back to the proxy indicating that the
primary object has moved to the new host location; and

resending the message from the proxy to the new version
of the primary object at the new host location in
response to the exception.

74. The method of claim 61, further comprising:

sending a message from a proxy to the primary object at
the current host location; and

Jorwarding the message from the current host location to
the new version of the primary object at the new host
location.

75. The method of claim 61, further comprising.

evaluating the sending of the new version of the primary
object by querying the new version of the primary
object to determine if the sending was successful; and

aborting the method for moving objects in response to an
unsuccessful sending.

76. The method of claim 61, further comprising receiving
a move message from the new version of the mobility object
at the new host location at the primary object at the curvent
host location, the move message including an indication that
the new version of the mobility object has been established
at the new host location.

77. The method of claim 61, further comprising.

locking the aggregate object at the current host location in
response to the move indication;

receiving a successful move message from the new aggre-
gate object at the new host location at the aggregate
object at the current host location;

unlocking the aggregate object at the curvent host loca-
tion;
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deregistering the aggregate object and the primary object
at the current host location in response to the successful
move message; and

storing the new host location in a rveference holder at the
current host location, the rveference holder used for for-
warding messages veceived for the primary object at
the current host location.

78. The method of claim 61, further comprising:

informing the new version of the primary object at the new
host location that movement of the aggregate object at
the current host location has started;

wherein pre-arrvival processing is performed by the new
version of the primary object at the new host location;
determining whether the new version of the primary

object at the new host location authorizes completion of
the method for moving objects; and

aborting the method for moving objects in rvesponse to a
negative aquthorization from the new version of the pri-
mary object at the new host location.

79. The method of claim 72, further comprising.

informing the new aggregate object at the new host loca-
tion that the aggregate object at the currvent host loca-
tion has been deregistered; and

performing post-arrival processing by the aggregate
object at the current host location.
80. The method of claim 61, further comprising.

informing the aggregate object at the curvent host loca-
tion that creation of the new aggregate object at the new
host location has completed; and

performing post-departure processing by the aggregate
object at the current location.
81. One or more computer-readable storage media com-

prising computer-executable instructions that, when

executed, direct a computer to move an object in a distrib-
uted computing environment, the computer-executable
instructions configured to.
dynamically aggregate a mobility object with a primary
object to create an aggregate object located at a cur-
rent host location, the primary object being unique to
the aggregate object and the mobility object providing a
mobility functionality for the primary object, the aggre-
gate object including the primary object as a primary
Jacet object and the mobility object as a facet object;

receive a move indication at the mobility object, the move
indication instructing the mobility object to move the
primary object to a new host location;

send a new version of the mobility object to the new host
location in vesponse to the move indication;

send a new version of the primary object to the new host
location in vesponse to a move message from the new
version of the mobility object; and

create a new aggregate object at the new host location, the
new aggregate object having the new version of the
primary object associated with the new version of the
mobility object, and the new aggregate object creates
the new version of the primary object as a new primary
Jacet object and creates the new version of the mobility
object as a new facet object.
82. One or more computer-readable storage media as
recited in claim 81, further comprising computer-executable
instructions configured to.

serialize the new version of the mobility object prior to
sending;

create the new version of the mobility object at the new
host location from the serialized version of the mobility
object;
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serialize the new version of the primary object prior to

sending; and

create the new version of the primary object at the new

host location from the serialized version of the primary
object.

83. One or more computer-readable storage media as
recited in claim 81, wherein the current host location is
characterized by a current host address and port number,
and the new host location is characterized by a new host
address and port number.

84. One or more computer-readable storage media as
recited in claim 81, further comprising computer-executable
instructions configured to:

lock the aggregate object at the current host location in
response to the move indication; and

unlock the aggregate object at the curvent host location in
response to creating the new aggregate object at the
new host location.

83. One or more computer-readable storage media as
recited in claim 81, further comprising computer-executable
instructions configured to rvetain an old version of the aggre-
gate object, the primary object, and the mobility object at the
current host location.

86. One or more computer-readable storage media as
recited in claim 81, further comprising computer-executable

instructions configured to instruct the primary object to
move to the new host location by invoking a method on the
mobility object at the current host location for moving the
primary object to the new host location.

87. One or more computer-readable storage media as
recited in claim 81, further comprising computer-executable
instructions configured to.

inform the primary object at the curvent host location that
the primary object is about to be moved in vesponse to
the move indication;

perform pre-departure processing by the primary object
at the current host location;

determine whether the primary object is available to
move;

veto the move in response to determining that the primary
object is not available to move; and

affirm the move in response to determining that the pri-
mary object is available to move.
88. One or more computer-readable storage media as
recited in claim 81, further comprising computer-executable
instructions configured to:

complete messages currvently being processed by the pri-
mary object at the current host location; and

suspend new messages arviving at the primary object at

the curvent host location.

89. One or more computer-readable storage media as
recited in claim 81, further comprising computer-executable
instructions configured to forward suspended messages to
the new host location for processing.

90. One or more computer-readable storage media as
recited in claim 81, further comprising computer-executable
instructions configured to.

stove the new host location in a reference holder at the
current host location; and

Jorward messages received at the curvent host location for
the primary object to the new version of the primary
object at the new host location.

91. One or more computer-readable storage media as
recited in claim 81, further comprising computer-executable
instructions configured to vegister the new aggregate object
and the new version of the primary object at the new host
location.
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92. One or more computer-readable storage media as
recited in claim 81, further comprising computer-executable
instructions configured to:

deregister the aggregate object and the primary object at
the current host location; and

garbage collect the aggregate object and the primary
object at the current host location.
93. One or more computer-readable storage media as
recited in claim 81, further comprising computer-executable
instructions configured to.

send a message from a proxy to the primary object at the
current host location;

send an exception back to the proxy indicating that the
primary object has moved to the new host location; and

resend the message from the proxy to the new version of
the primary object at the new host location in response
to the exception.
94. One or more computer-readable storage media as
recited in claim 81, further comprising computer-executable
instructions configured to:

send a message from a proxy to the primary object at the
current host location; and

Jorward the message from the curvent host location to the
new version of the primary object at the new host loca-
tion.

95. One or more computer-readable storage media as

recited in claim 81, further comprising computer-executable
instructions configured to.

evaluate the sending of the new version of the primary
object by querying the new version of the primary
object to determine if the sending was successful; and

abort the method for moving objects in vesponse to an

unsuccessful sending.

96. One or more computer-readable storage media as
recited in claim 81, further comprising computer-executable
instructions configured to send a move message from the new
version of the mobility object at the new host location to the

primary object at the curvent host location, the move mes-

sage including an indication that the new version of the
mobility object has been established at the new host loca-
tion.

97. One or more computer-readable storage media as
recited in claim 81, further comprising computer-executable
instructions configured to:

lock the aggregate object at the current host location in
response to the move indication;

send a successful move message from the new aggregate
object at the new host location to the aggregate object
at the current host location;

unlock the aggregate object at the curvent host location;

deregister the aggregate object and the primary object at
the current host location in vesponse to the successful
move message,; and

store the new host location in a rveference holder at the
current host location, the veference holder used for for-
warding messages rveceived for the primary object at
the current host location.
98. One or more computer-readable storage media as
recited in claim 81, further comprising computer-executable
instructions configured to.

inform the new version of the primary object at the new
host location that movement of the aggregate object at
the current host location has started;

perform pre-arrival processing by the new version of the
primary object at the new host location;
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determine whether the new version of the primary object
at the new host location authorizes completion of the

method for moving objects; and

abort the method for moving objects in response to a
negative aquthorization from the new version of the pri-
mary object at the new host location.

99. One or more computer-readable storage media as

recited in claim 81, further comprising computer-executable
instructions configured to:

inform the new aggregate object at the new host location
that the aggregate object at the current host location

has been deregistered; and
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perform post-arrival processing by the aggregate object
at the current host location.
100. One or more computer-readable storage media as
recited in claim 81, further comprising computer-executable
instructions configured to:

inform the aggregate object at the curvent host location
that creation of the new aggregate object at the new
host location has completed; and

perform post-departure processing by the aggregate
object at the current location.
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