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MEMORY SYSTEM PERFORMING FAST
ACCESS TO A MEMORY LOCATION BY
OMITTING THE TRANSFER OF A
REDUNDANT ADDRESS

Matter enclosed in heavy brackets [ ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue.

This 1s a continuation of application Ser. No. 08/815,600,
filed Mar. 12, 1997 now U.S. Pat. No. 5,873,122; which 1s a
continuation of Ser. No. 08/301,887, filed Sep. 7, 1994, now

abandoned.

BACKGROUND OF THE INVENTION

The present invention generally relates to a data process-
ing system, and more particularly to a circuit for controlling
memories 1n a microprocessor LSI (Large Scale Integration)
and microprocessor peripheral circuits.

Dynamic memories are generally referred to as DRAM
(Dynamic Random Access Memory). Specifications of typi-
cal dynamic memory LSI’s are described 1n, for example,
“Hitachi IC Memory Data Book 3 (DRAM, DRAM
Modules)”, pp. 445-464. A dynamic memory described 1n
this document has ten address mput terminals indicated by
A0—A9 which are shared to receive row and column
addresses (see page 448). Also according to this literature, a
read/write access requires a row address and a column
address to be provided to the dynamic memory LSI 1n this
order (see page 454), wherein read access time 1s 70 nano-
seconds aiter the establishment of the externally provided
address (1 nanosecond=1x10"" second). Alternative to this
read/write access, 1I a fast page mode (page 461) 1s used,
after the first row and column addresses have been
transierred, as long as second and subsequent accesses are
made to the same row, transfer of the row address can be
omitted, with the result that read access time required for the
second and subsequent read accesses 1s reduced to 20 nano-
seconds from the establishment of the external address.

An example of a DRAM control function designed for a
conventional microprocessor (heremaiter simply called the
“processor”) 1s described 1n “Hot Chips IV”, pp.
4.2.2-4.2.12, August. 1992, held in Stanford University. On
page 4.2.3 of this document, a drawing 1s 1llustrated in which
a processor LSI 1s directly connected to two banks of DRAM
chups. Also, timing charts on pages 4.2.7 and 4.2.8 of this
document respectively include descriptions “Check fast
page cache-hit” and “Check fast page cache-miss”, from
which 1t can be predicted that the fast page mode of the
dynamic memory 1s used under certain hit conditions within
the processor. This operation would be enabled, for example,
by storing a row address with which a dynamic memory has
been accessed at the previous time. The above-mentioned

document, however, does not at all refer to how to use two-
bank DRAM’s or the relation between the cache-hit of the

high speed mode and the two-bank DRAM’s.

Assume now a conventional processor LSI which
includes, among 1ts terminals, dynamic memory address ter-
minals which are used for both row and column addresses.
FIG. 2 shows an example of accesses performed by this
processor. It should be noted that in FIG. 2, the horizontal
direction represents the time axis, and reference numeral
201 designates an access request from the processor; 202
dynamic address terminals A0—A9 of the processor; 203 a
row address strobe (RAS-n) signal of a dynamic memory;
and 204 a column address strobe (CAS-n) signal of the
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dynamic memory. A suffix “—n’" to a signal line indicates that
a signal on that line 1s of negative polanty.

This exemplary access occurs, for example, when a block
of data, 1.¢., the contents of a memory 1n a certain region 1s
copied to another region of the memory. In FIG. 2, a region
from address A000 1s copied to a region from address 7040.
It should be noted that in this specification memory
addresses are indicated 1n hexadecimal number. An explana-
tory diagram 2035 shows how to use 32 bits of a physical
address. Specifically, bits (30—31) of the physical address are
assigned to an m-word address; bits (21-29) to a column
address of a dynamic memory; and bits (11-20) to a row
address of the dynamic memory. Here, bit (1) indicates the
position of the 1-th bit from the leftmost bit which 1s desig-
nated as bit 0 position. The copy 1s carried out by the follow-
ing time-sequential operations.

Operation 1: The contents at address A000 are read. A row
address and column address are transierred to the dynamic
memory. The row address given by the bit positions (11-20)
of the physical address 1s “14”, then the column address
given by the bit positions (21-29) 1s zero.

Operation 2: The contents of address A004 are read. Since
the row address at this time 1s the same as that at the previous
time, transfer of the row address to the dynamic memory 1s

omitted. Thus, the column address only is transierred to the
dynamic memory.

Operation 3: The contents of address A000 are written
into address 7040. A row address and column address for
this location are transferred to the dynamic memory.

Operation 4: The contents of address A004 are written
into address 7044. Since the row address at this time 1s the
same as that at the previous time, the transier of the row
address to the dynamic memory 1s omitted. Thus, the column
address only 1s transferred to the dynamic memory.

Since the subsequent four accesses perform similar opera-
tions to the above, explanation thereon will be omuitted.

As shown by the example of FIG. 2, the prior art example
has a problem that 1f a row address of a memory location
(source) from which data 1s read and a row address of a
memory location (destination) to which the data 1s written
are different 1n the block copy processing, the fast mode for
omitting the transfer of a row address of the dynamic
memory 1s prohibited each time the access source and desti-
nation are switched.

SUMMARY OF THE INVENTION

It 1s an object of the present invention to solve the problem
of the fast mode for omitting the transter of a row address of
a dynamic memory, which 1s prohibited depending on condi-
tions.

It 1s another object of the present invention to provide a
signal line interface for a processor LSI which allows the fast
mode for omitting the transier of a row address of a dynamic
memory to be used in a processor which does not have
address terminals for both row and column addresses, and
which thereby simultaneously minimizes the amount of
logic mounted external to the processor LSI.

It 1s another object of the present invention to provide a
signal line interface for a processor LSI which allows infor-
mation on a fast page operation mode corresponding to plu-
ral banks of synchronous dynamic memories to be set from
the processor LSI, and which minimizes the amount of logic
mounted external to the processor LSI.

According to one feature of the present invention, there 1s
provided a data processing system comprising: a data pro-
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cessing unit; a memory; a plurality of address registers for
holding recently accessed addresses; selector means for
selecting one of the plurality of address registers by using
particular bit information in a currently accessed address;
comparator means for comparing, when the data processing
unit 1ssues a bus access to the outside, an access address for
the bus access with the contents of the address register
selected by the selector means 1n accordance with the par-
ticular bit information; and control means for performing an
operation for omitting transier of the access address to the
memory when the result of a comparison made by the com-
parator means shows coincidence.

A concept of the above-mentioned feature will be
explained below with reference to FIG. 1, an internal con-
figuration of a processor which employs the present mven-
tion (the configuration 1n FIG. 1 will be further explained in
detail hereinunder; In the present invention, a processor LSI
100 includes a plurality of row address registers (storage
units) 101, 102. One or a plurality of particular bits are
specified within a plurality of address bits. The specified bits
are hereinafter referred to as “DRAM bank bits”. The plural-
ity of row address registers 101, 102 hold row addresses of
the respective banks which have been accessed at the previ-
ous time.

The dynamic memory 1s divided into a plurality of banks
such that one bank 1n the dynamic memory specified by the
bank bit 1s accessed at one time.

When the processor LSI 1ssues a bus access to the outside,
a coincidence comparator 107 compares an output value 101
of the row address register 101 or 102 selected by the bank
bit of an access address with a row address portion of the
access address. If the result 113 of comparison is true, the
processor LSI performs an operation for omitting transier of
the row address to the dynamic memory LSI.

FIG. 3 shows an access pattern of an information process-
ing system employing the present mmvention. Components
301,114, 117,116, 305 1n FIG. 3 correspond to components
201-205 1n FIG. 2, respectively, so that explanation thereon
will be omitted. As shown 1n 205, a 32-bit physical address
of this example consists of the less significant two bits of bit
positions 30—-31 assigned to an in-word address; bits of bit
positions 21-29 to a column address; bit (20) to a bank
address of a dynamic memory; and bits of bit positions 9-19
to a row address of the dynamic memory. In one access, a
dynamic memory LSI specified by the bank bit of bit posi-
tion 20 only 1s accessed.

In one access, one bank 1in a dynamic memory specified
by the bank bit only 1s accessed. During a period for accesses
to addresses A000, A004, a dynamic memory LSI corre-
sponding to bank 0 1s accessed. On the other hand, during a
period for access to addresses 7040, 7044, a dynamic
memory LSI corresponding to bank 1 1s accessed, but the
dynamic memory LSI corresponding to bank 0 1s not
accessed. Subsequently, when address A008 1s to be read,
the row address at this time 1s the same as the row address
when the dynamic memory LSI corresponding to bank 0 was
accessed at the previous time, so that transfer of the row
address may be omitted. During this period, the dynamic
memory LSI corresponding to bank 1 1s not accessed.
Subsequently, when data 1s written into address 7048, the
row address 1s the same as that when the dynamic memory
L.SI corresponding to the bank 1 was accessed at the previ-
ous time, so that transfer of the row address may be omitted.

Comparing FIG. 3 with FIG. 2, 1t 1s understood that trans-
ter of the row address may be omitted when the addresses
A008, 7048 are accessed. Since access time required 1n this
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4

event 1s shorter as mentioned above, the omission of the
transier of the row address contributes to a higher processing
speed.

When the foregoing block copy processing further
continues, the fast page mode may be used to omit the trans-
ter of the row address as long as the same rows are continu-
ously accessed 1n both source and destination.

Other objects, configurations and effects of the present
invention will become apparent from the following descrip-
tion of preferred embodiments taken 1n conjunction with the
accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram showing the configuration of a
processor LSI i an information processing system which
employs the present invention;

FIG. 2 shows an access pattern (changes 1n operation with
the lapse of time) 1n a prior art information processing sys-
tem;

FIG. 3 shows an access pattern (changes 1n operation with

the lapse of time) in the information processing system
employing the present invention;

FIG. 4 1s a block diagram showing the configuration of a
system which includes a synchronous dynamic memory
divided into two banks;

FIG. 5 1s a block diagram showing dynamic memory
banks and 1ts control circuit in the information processing
system employing the present invention;

FIG. 6 1s a block diagram showing the configuration of a
processor LSI 1in another information processing system
employing the present invention;

FIG. 7 shows a bank selector circuit and a bank bit selec-

tor circuit associated with the processor shown 1 FIG. 6;
and

FIG. 8 1s a block diagram showing the configuration of an

information processing system employing the processor
illustrated 1n FIG. 6.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

FIG. 1 shows an example of a processor, generally 1ndi-
cated by 100, for use 1n an mformation processing system
according to an embodiment of the present invention. The
processor 100 includes row address registers (register=
storage unit) 101, 102; bits 103, 104 which indicate the
validity of the row address registers 101, 102, respectively;
and selector circuits 105, 106. The selector 105 selects one
of outputs of the valid bits 103, 104 1n accordance with a
bank address, and delivers the selected one onto a signal line
112. Reference numeral 107 designates a coincidence com-
parator for comparing a row address 1n a access requested
address 110 with a row address stored in one of the row
address registers 101, 102 selected by the selector circuit
106; 108 a control circuit; and 109 a selector circuit.

The processor 100, when accessing to an external
dynamic memory, selects either a row address portion or a
column address portion 1n the access requested address 110
by using the selector circuit 109 and outputs the selected
address portion to an address terminal 114 having bits
A(0:10) for dynamic memories. The control circuit 108 1s
applied with the output of a valid bit selected by the selector
circuit 105 and with an output signal 113 of the coincidence
comparator 107 indicative of the result of comparison
between a row address 1n the access requested address 110
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and a row address stored in one of the row address registers
101, 102 selected by the selector circuit 106. The control
circuit 108 1s also applied with a part of an address bus 110
corresponding to the bank bit. Then, the control circuit 108
outputs signal values of three external terminals BANK
(115), RAS—-n (117) (*“-n” indicates a negative polarity
signal), and CAS-n (118).

A 32-bit physical address, as illustrated in FIG. 3,

includes fields respectively assigned to a row address, a col-
umn address, and a bank address.

A flow of processing executed by the processor 100 when
generating an access request proceeds as follows.

First, an access request signal generated from a data pro-
cessing unit (not described or shown since this is not so
deeply related to the present imnvention) composed of a com-
mand processing unit and an operand processing unit,
arranged 1nside the processor 100, 1s transferred to the con-
trol circuit 108 through a signal line 111. Stmultaneously, an
access requested address 110 1s transierred through the
address bus PA (0-31). The control circuit 108 selects one of
the row address registers 101, 102 by the selector circuit 106
in accordance with a bank address (bit 20) in the access
requested address. The control circuit 108 also selects one of
the valid bits 103, 104 by the selector circuit 105 1n accor-
dance with the bank address. When the row address selected
by the selector circuit 106 1s equal to a row address portion
ol the access requested address to cause the associated valid
bit to be set to “17, this 1s referred to as “hat™.

If a hit occurs, the dynamic memory will be accessed with
the same row address as that in the previous access, so that
the access at the present time will be performed 1n an opera-
tion mode for omitting transier of the row address to the
dynamic memory.

If a miss occurs, the dynamic memory 1s first accessed in
an operation mode for transierring both the row and column
address portions of an access requested address of the
dynamic memory. Next, the row address portion 1s registered
in one of the row address registers 101, 102 selected by the
bank address, and the valid bit 103 or 104 associated with
the selected row address register 1s written to “1”. It should
be noted that the valid bits 103, 104 are set to “0”” 1n an 1nitial
state immediately after power-on 1n order to prevent an erro-
neous hit from occurring when the row addresses acciden-
tally match with each other in the first access after power-on.

FIG. 4 shows a block diagram of a system including the
processor 100. The system also has synchronous dynamic
memory LSI’s 401, 402. The control signals A(0:10) (114),
Bank (115), RAS-n (117), CAS-n (116) are connected to
the memory LSI’s 401, 402. The synchronous dynamic
memory LSI 401 1s divided into two banks 403, 404 such
that the memory bank 404 1s accessed when the control sig-
nal BANK (115) 1s at “0”, and the memory bank 403 1s
accessed when BANK (115) 1s at “1”. As 1s well known,
logic “0” on a signal line means “LOW” potential, and logic
“1” means “HIGH” potential.

When the signal BANK (115) 1s at “0”, logic “1” 1s gener-
ated at the output of an invertor 407 and 1s transferred to a
bank 0 memory control circuit 406. This 1s an indication of

an access to the bank 0 memory. Conversely, when the signal
BANK (115) 1s at “17, logic “0” 1s transferred to the bank 0

memory control circuit 405. This 1s an indication of an
access 1o a bank 1 memory.

In addition, each of the dynamic memory LSI’s 401, 402
has the following terminals: I/0O0-7 (409, 410) representing,
an 8-bit data mput/output signal; WE-n (411, 412) repre-
senting a write command signal which remains at logic “0”
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6

during a write operation; CLK (413, 414) representing a
clock input terminal; CKE (415, 416) representing a clock
enable signal for controlling whether or not a clock 1s trans-
ferred to the 1nside; and DQM (408) representing an access
mask signal which functions as an output enable signal in a
read access for outputting the data mnput/output signal
I/00-7, and as a write enable signal 1n a write access for
enabling the data iput/output signal I/O0-7 to be written
cach time the clock 1s applied thereto.

The dynamic memory LSI’s 401, 402 have several forms
of operation mode information for their synchronous opera-
tion which are RAS delay (the number of clock cycles from
RAS to a data access), CAS delay (the number of clock
cycles from CAS to a data access), and burst length (a period
in which the address 1s counted up from 1nitial value to an
end value and returned to the imitial value). These mode
information signals are written through the address bits
A0-10 when all of RAS-n (116), CAS-n (116), and WE-n
(411) are at potential “L”.

FIG. 5 shows dynamic memories and its control circuit in
another system including the processor 100. Blocks 501, 503
cach include a plurality of invertors. Another block 502
includes a plurality of two-input AND circuits, each of
which generates an output value “1” only when both input
values are “1”. A block 504 includes dynamic memories of
bank 0, and a block 5035 includes dynamic memories of bank
1. Lines 506, 507 respectively carry a negative-polarity row
address strobe signal and column address strobe signal for
the dynamic memories 504 of bank 0. Lines 508, 509 respec-
tively carry a negative-polarity row address strobe signal and
column address strobe signal for the dynamic memories 505

of bank 1.

When the signal BANK (115) 1s at “0”, negative pulses
appearing on RAS-n (117), CAS-n (116) (see 303, 304 1n
FIG. 3) are transierred to the signal lines 506, 507,
respectively, but not to the signal lines 508, 509. As a result,
a dynamic memory 304 in bank 0 1s accessed. Conversely,
when the signal BANK (115) 1s at “1”, the negative pulses
appearing on RAS-n (117), CAS—n (116) are transferred to
the signal lines 508, 509, respectively, but not to the signal
lines 506, 507. As a result, a dynamic memory 505 1n bank 1
1s accessed.

FIG. 6 shows an example of another processor, generally
indicated by 600, which employs the present invention.
Since components 601608 and signal lines 610, 611-613
are arranged similarly to their correspondents 101-108, 110,
111-113 1n FIG. 1, explanation thereon will be omitted. The
processor 600 does not have a shared address terminal
through which row and column addresses are specified, but a
32-bit address terminal A(0-31) (614) including a separate
row address and column address.

A two-mput selector 6135 selects one of an access
requested address 610 and an address stored in a register
617, and delivers the selected one to the address terminal
A(0:31) (614). An output buttfer 616 for the processor 600 1s
arranged at the output of the selector 615, and delivers an
output with a logic value 1dentical to that of an input.

When the two-input selector 615 selects the access
requested address 610, the resulting operation 1s similar to
that explained 1n connection with FIG. 1. This operation to
be executed when the access requested address 610 1is
selected will be explained below.

When the processor 600 generates an access request, the
following processing tlow 1s executed. First, an access
request signal from a processing unit including a command
processing unit and an operand processing unit arranged
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within the processor 600 1s transferred to a control circuit
608 through a signal line 611. Simultaneously, an access
address 1s transferred through an address bus PA(0:31)
(610). The control circuit 608 seclects one of outputs from
row address registers 601, 602 in accordance with a bank
address 1n the access requested address. Also, a selector 605
selects one of valid bits 603, 604 1n accordance with the

bank address.

If a hit occurs, the control circuit 608 sets an output termi-
nal SAR (609) to “1”. The terminal SAR delivers an output

signal which indicates an access to the same row region. The
definition of “hit” 1s the same as that made in connection
with the explanation of FIG. 1.

If a miss occurs, the control circuit 608 sets SAR to “0”.
Also, information 1s registered in the registers 601, 602 and
valid bits 603, 604 as 1s done 1n the example of the processor

100.

A circuit external to the processor LSI 600 detects that
SAR (609) 1s at “1” to know that a fast operation mode may
be used for omitting transier of a row address of an associ-
ated dynamic memory.

The processor LSI 600, unlike the processor LSI 100,
does not have bank bits fixed at predetermined positions.
FIG. 7 shows part of the configuration related to a bank bit
selecting method. Since components 601, 602, 606, 608, 612
in FI1G. 7 have already been explained, repetitive explanation
thereon will be omitted. A two-input selector 606 1n FIG. 7 1s
controlled by a bank bit control signal 703. A 21-1input selec-
tor 702 selects one from input signals 704, 705, . . ., 706,
707 1n accordance with a control signal 701 from the control
circuit 608, and delivers the selected signal onto a signal line
703. Input signals 704, 705, 706, 707 are individual address
signals included 1n a requested address on the address bus
PA(0:31) (610). The processor 600 can arbitrarily set the
control signal 701 by using a particular command. In
summary, an arbitrary bit within bit positions 0-20 in a
requested address can be used as a bank address.

Next, explanation will be given of how the two-input
selector 6135 1n FIG. 6 selects the register 617. Set in the
register 617 1s information on an operation mode (RAS
delay, CAS delay, burst length) of a synchronous dynamic
memory. By the processor 600 executing the particular
command, the two-1nput selector 615 selects the register 617
and outputs information registered therein onto the address
terminal A(0:31) (614). An operation mode setting operation
1s achieved for the synchronous dynamic memory connected

external to the processor 600 by a combination of appropri-
ate external circuits.

FIG. 8 shows the configuration of an exemplary informa-
tion processing system which employs the processor LSI
600. The configuration in FIG. 8 1s mainly composed of the
processor LSI 600, an external circuit control LSI 801, and
main memory LLSI’s 402 using synchronous dynamic memo-
ries.

Explanation will first given of how an address signal 614
1s transierred from the processor LSI 600. The address signal
614 1s applied to the external circuit control LSI 801 and
stored 1n an address register 802 provided therein. Signal
lines 805, 806 from the address register 802 carry a row
address and a column address to the main memory LSI’s
402, respectively. Either of the row address 805 and the col-
umn address 806 1s selected by a two-1nput selector 803 and
sent to a system address bus 811. The address signal on the
system address bus 811 1s further transferred to an address
terminal of the respective main memory LSI’s 402.

Within an address registered 1n the address register 802,
upper address bits 807 are decoded by an address decoder
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814, and the decoded result 1s transferred to a chip select
terminal 813 of the respective main memory LSI’s 402.

A 32-bit system data bus 812 1s used to communicate data
between the processor LSI 600 and the main memory LSI’s
402. It should be noted that since the memory LSI 402 has a
data terminal of eight bit width, the system of this embodi-
ment should include at least four memory LSI’s 402 for
communicating 32-bit data.

The external circuit control LSI 801 includes an access
request managing logic 804 for managing conditions related
to the access. From the processor LSI 600, an access request
signal 808, an identical address indicating signal 609, and
operation mode setting request signal 815 for dynamic

memories are transierred to the access request managing
logic 804.

When the signal 815 1s at logic “0”, the access request
managing logic 804 operates as follows. First, when an
access request exists in the signal 808 and the identical
address indicating signal 1s at logic “0”, RAS-n (809) is
1ssued to the main memory LSI’s 402, and simultaneously a
row address 805 1s delivered onto the system address bus
811. Subsequently, CAS-n (810) 1s 1ssued to the main
memory LSI’s 402, and simultaneously a column address
8035 1s delivered onto the system address bus 811.

Second, when an access request exists in the signal 808
and the identical address indicating signal 1s at logic “17,
issue of the RAS-n (809) and row address 803 1s omitted,
unlike the first case.

When the processor 600 executes the aforementioned par-
ticular command (the command mentioned when the register
617 was explained), the operation mode setting request sig-
nal 815 changes to logic “1”. When the signal 815 1s at logic
“0”, the access request managing logic 804 sets all of
RAS-n (809), CAS-n (810), and WE-n (816) to potential
“L”. Simultaneously with this, the value stored 1n the opera-
tion mode register 617 1s transferred to the main memory
LSI’s 402 through the system address bus 811. In this
manner, the operation mode setting processing 1s carried out
for the main memory LSI’s 402. This processing 1s per-
formed during an initial operation after the power 1s turned
on, or when the system 1s reset. Since the processor LSI 600
provides the operation mode setting request signal 815, log-
ics so far required for producing a signal used to generate an
operation mode setting processing starting signal for the
main memory LLSI’s 402, for example, an address decoding
logic, are made unnecessary.

The system of the present invention 1s implemented 1n
HITACHI HM 5241605 series, 131072-wordx16-bitx2-
bank Synchronous Dynamic RAM which 1s incorporated
herein by reference.

It will be understood that the present invention 1s not lim-
ited to the above described specific embodiments, but may
be modified in various manner within the scope of 1ts techni-
cal 1deas. For example, while the number of row address
registers and the number of banks in a dynamic memory are
set to two, these numbers may be increased to four, eight,
and so forth. Also, the row address registers and coincidence
comparator are not necessarily arranged in the processor
LSI, and 1n alternative, processing similar to that of the
above embodiments may be performed external to the pro-
cessor LSI, for example, 1n the external circuit control LSI

801.

According to the embodiments of the present ivention,
row addresses of source and destination are held in row
address registers for processing such as a block copy, so that
a fast operation mode for dynamic memories can be used to
omit transier of the row address.
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Also, since the row address hit information 690 is pro-
vided as an output signal of the processor LSI 600, the
embodiments of the present invention allow processors,
which do not have a shared address terminal for both row
and column addresses o a dynamic memory, to use the fast
operation mode for dynamic memories, whereby the amount
of logics external to the processor LSI 1s minimized, and

transier of a row address to the dynamic memories 1s omit-
ted.

Further, according to the embodiments of the present
invention, since the processor LSI 600 provides the opera-
tion mode setting request signal 815, logics so far required
for producing a signal used to generate an operation mode
setting processing starting signal for the main memory LSI’s
402, for example, an address decoding logic and so on, are
made unnecessary.

What 1s claimed 1s:

1. A data processing system, comprising:
a data processing unit;

a memory which 1s divided into a plurality of banks such
that an access 1s made to one of said banks at a time;

a plurality of address registers coupled to said data pro-
cessing unit, and corresponding to said plurality of
banks;

a comparator coupled to at least one of outputs from said
address registers; and

a controller coupled to said comparator[.];

a first line for sending a vow addvess strobe signal, which
is shaved with the plurality of banks, from the controller
to the memory,

a second line for sending a column address strobe signal,
which is shared with the plurality of banks, from the
controller to the memory;,

a thivd line for sending a bank signal, which is shared with
the plurality of banks, from the controller to the
mMemory;,

wherein said data processing unit accesses one of said
banks, which is specified by the bank signal of the third
line, for reading out data, and accesses another bank of
said banks for writing data,

wherein each of said plurality of address registers holds
recently accessed addresses corresponding to said plu-

rality of banks,

wherein said comparator compares an access address for a
bus access with contents of at least one of said address
registers, when said data processing unit 1ssues said bus
access, and

wherein said controller omits transfer of said access
address to said memory 1n response to an indication of a
comncidence by said comparator, when said bus access
1s a next bus access aiter a bus access to a different
bank, said indication indicating a coincidence between
said access address and said contents of said at least one
of said address [system] registers.

2. A data processing system according to claim 1, wherein
said data processing umt, and said plurality of address regis-
ters are integrated 1n a single processor LSI (Large Scale
Integration).

[3. A data processing system according to claim 1,
wherein said access address is a row address.]

4. A data processing system according to claim 1, wherein
said memory 1s a dynamic memory LSI.

5. A processor LSI comprising:

a plurality of address terminals for connecting with a
main memory LSI, the main memory LSI using a syn-
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chronous dynamic memory having a plurality of banks
such that an access is made to one of the plurality of
banks at a time;

a first external terminal for outputting a rvow address
strobe signal, which is shaved with the plurality of
banks, to the main memory LSI;

a second external terminal for outputting a column
address strobe signal, which is shaved with the plurality

of banks, to the main memory LSI;

a third external terminal for outputting a bank signal,
which is shaved with the plurality of banks, to the main
memory LSI;

a data processing unit;

a plurality of addrvess registers coupled to said data pro-
cessing unit and provided corresponding to the banks;

a selector coupled to said plurality of address registers;

a comparator coupled to said selector and said data pro-
cessing unit; and

a controller coupled to said comparator,

wherein one of the plurality of the banks is specified by the
bank signal, which is determined based on information
included in a currently accessed address output by said
data processing unit, and accessed at one time;

wherein said address rvegisters hold rvecently accessed
addresses,

wherein said selector selects one of said address registers
based on the information included in the currently
accessed address,

wherein said comparator compares a vow address of the
curvently accessed address with a recently accessed
row address held in the address vegister selected by
said selector, and

wherein said controller, responsive to an output from said
comparator indicating that the vow address of the cur-
rently accessed address is the same as the recently
accessed rvow address, omits transfer of said row
address of the currvently accessed address and allows
output of a column addvess of the curvently accessed
address from said first tevminals.

6. A processor LSI according to claim 5, wherein the
information included in the currently accessed address is a
bank bit for specifying one of the banks.

7. A processor LSI according to claim 5, wherein said

processor LSI outputs the row address and the column

address to the main memory LSI via said terminals by an
address multiplex system.
8. A processor LSI according to claim 5, wherein said

processor LSI arbitrates so that the data processing unit

accesses one of the banks for reading out data and accesses
the another one of the banks for writing data.

9. A processor LSI according to claim 5, wherein said
main memory LSI is a synchronous dynamic memory.

10. The processor LSI according to claim 5, wherein when
the recently accessed address held in one of said plurality of
address registers which is selected by said selector is valid
and the vow address of the curvently accessed address is the
same as the recently accessed vow address, said controller
omits transfer of the vow address of the curvently accessed
address and allows outputs of a column address of the cur-
vently accessed address from first tevminals, and

wherein when the vecently accessed addvess held in one of
said plurality of address vegisters is invalid, said con-
troller allows output of the row address and column
address of the currently accessed address from said first
terminals.
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11. The processor LSI according to claim 10, further com-

prising:

a plurality of valid bits provided corresponding to said
plurality of addrvess registers, each of said plurality of
valid bits having an information which indicates >
whether the vecently accessed address held in each of
said plurality of address registers is valid or invalid.

12. The processor LSI according to claim 5, wherein said

address registers hold the row address of the recently
accessed addresses.

13. A processor LSI comprising:

a plurality of address terminals for comnnecting with a
main memory LSI, the main memory LSI having at least
a first bank and a second bank such that an access is
made to one of the first and second banks at a time,

a first external terminal for outputting a row address

strobe signal, which is shaved with the plurality of

banks, to the main memory LSI;

a second external terminal for outputting a column
address strobe signal which is shaved with the plurality
of banks, to the main memory LSI;

a thivd external terminal for outputting a bank signal,
which is shaved with the plurality of banks, to the main
memory LSI;

whevrein one of the plurality of the banks to be accessed is

specified by the bank signal,

wherein said processor LSI is enabled to perform a first
access to the first bank and then perform a second
access to the first bank,

wherein when the value of a vow address in the first access
is different from the value of a row address in the second
access, then said processor LSI outputs a row address
and a column address from said address tevminals, and

wherein when the value of a row addrvess in said first
access is identical with the value of a row address in
second access, then said processor LSI outputs a col-
umn address from said first terminals without output-
ting a row address.

14. A processor LSI according to claim 13, wherein said
processor LSI outputs the row address and the column
address to the main memory LSI via said terminals by an
address multiplex system.

15. A processor LSI accovding to claim 13, wherein the
second access immediately follows the first access.

16. A processor LSI according to claim 13, wherein said
processor LSI is enabled to perform an access to the second
bank between the first access and the second access.

17. A processor LSI according to claim 13, wherein said
processor LSI is enabled to perform a third access to the first
bank, then perform a fourth access to the second bank, and
thereafter perform a fifth access to the first bank,

wherein when the value of a row address in the third
access is diffevent from the value of a row address in the
fifth access, then said processor LSI outputs a row
address and a column address from said first tevminals

in the fifth access, and

wherein when the value of a vow address in said third
access is identical with the value of a row address in
fifth access, then said processor LSI outputs a column
address from said first tevminals in the fifth access with-
out outputting a vow address.

18. A processor LSI according to claim 17, wherein said
processor LSI outputs the row addrvess and the column
address to the main memory LSI via said second terminals
by an address multiplex system.
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19. A processor LSI according to claim 13, further com-
prising:
a data processing unit,
wherein said processor LSI is enabled to perform the first
and second accesses according to requests by said pro-
cessor unit.
20. A processor LSI according to claim 13, whervein said
main memory LSI is a synchronous dynamic memory.
21. The processor LSI according to claim 13, further com-
prising:
a first address register corresponding to the first bank;
and

a second addvess rvegister corresponding to the second

bank,

wherein said first addrvess vegister holds the value of the
row address in the first access,

wherein when the value of the vrow address held in said
first address vegister is valid and identical with the
value of the row address in second access, then said
processor LSI outputs the column address from said
fivst terminals without outputting the vow address, and

wherein when the value of the row address held in said
first address register is invalid, then said processor LSI
outputs the row address and the column addvess from
said first tevminals.

22. The processor LSI according to claim 21, further com-

prising:

a first valid bit provided corresponding to said first

address register; and

a second valid bit provided corresponding to said second
address register,

wherein each of said first and second valid bits has an
information indicating whether the value of an address
held thevein is valid or invalid.

23. A data processing system, comprising.

a data processing unit;
a memory having a plurality of banks;
a row address strobe signal line coupling said data pro-

cessing unit and said memory and provided commonly
to said plurality of banks;

a column addrvess strobe signal line coupling said data
processing unit and said memory and provided com-
monly to said plurality of banks;

a bank signal line coupling said data processing unit and
said memory and provided commonly to said plurality
of banks;

a plurality of address rvegisters holding a vow address of a
recently accessed address; and

selection means for selecting one of said plurality of
address registers using information of a specified bit
among an access address issued by said data process-
Ing unit,

wherein said bank signal line sends a bank control signal
for selecting one from said plurality of banks,

wherein when a row address of the access address issued
by said data processing unit coincides with the content
of the address register selected by said selection means,
the vow address in the access address issued by said
data processing unit is allowed to prevent from being
outputted to said memory.

24. A data processing system according to claim 23,
wherein said specified bit information a bank bit designating
one of said plurality of banks.

25. A data processing system according to claim 23,
wherein said data processing unit, said plurality of address
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registers and said selection means ave included internally of
a processor LSI (Large Scale Integration).

26. A data processing system according to claim 23,
wherein when the address rvegister selected by said selection
means does not hold a row address of a valid access addvess, 5
said data processing system sends the row address and col-
umn address of said access address to said memory.

27. A data processing system according to claim 26,
wherein said data processing system has a plurality of valid
bits representing that said plurality of address registers
respectively hold row addresses of valid access addresses,
and judges whether or not said plurality of address vegisters
hold row addresses of valid access addresses, respectively.

28. A data processing system according to claim 23,
wherein the plurality of banks included in said memory
include a first bank and a second bank, and when said data
processing unit performs a first access to a first bank of said
memory, performs a second access to a second bank of said
memory and performs a third access to a thivd bank of said
memory, a row address is not outputted at the thivd access if
the row address for said first access coincides with that for 20
said third access.

29. A data processing system according to claim 23,
wherein said memory is a dynamic memory LSI and said
plurality of banks ave included in one dynamic LSI.

30. A data processing system according to claim 23,
wherein said memory includes a plurality of memories, said
row address strobe signal line, said column address strobe
signal line and said bank signal line ave provided in common
to said plurality of memories.

31. A processor, comprising:

an address terminal coupled to a synchronous memory
having a plurality of banks including a first bank and a
second bank;
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a first external terminal for outputting a row address

strobe signal commonly to said plurality of banks; 15

a second external terminal for outputting a column
address strobe signal commonly to said plurality of

banks; and

a third external terminal for outputting a bank signal

commonly to said plurality of banks, A0

wherein said bank signal is a signal for selecting either
one of said plurality of banks of said synchronous
mMemory,

wherein when said processor performs a first access to a
first bank of said synchronous memory, performs a sec-
ond access to a second bank of said synchronous
memory and performs a third access to said first bank
of said synchronous memory, said processor does not
output a row address at the third access if the row
address for said first access coincides with that for said
third access.

32. A processor according to claim 31, wherein when fol-
lowing said thivd access, a fourth access is performed to said
second bank, said processor does not output a row address
for the fourth access to said address tevminal if the row
address for said second access coincides with that for said
fourth access.

33. A processor according to claim 31, wherein said syn-
chronous memory is a dynamic memory.

34. A processor according to claim 31, wherein said pro-
cessor further comprises address registers provided corre-
sponding to said plurality of banks, the address register
holding a row address used when the processor has
accessed, and when the vow address for said first access held
in said address vegister is invalid, said processor outputs
said access address to said synchronous memory without
omitting.
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35. A processor according to claim 34, wherein said pro-
cessor further comprises valid bits provided corresponding
to said plurality of address registers, the valid bit vrepresent-
ing whether a vow address held in a relevant one of said
address rvegisters is valid or not, and in said third access,
said processor judges whether the row address for said first
access is valid or not by examining a corvesponding one of
said valid bits.

36. A processor according to claim 31, wherein said syn-
chronous memory is one LSI, and said plurality of banks are
included in said one synchronous memory.

37. A processor accorvding to claim 31, wherein said pro-
cessor outputs said vow address strobe signal, said column
address strobe signal and said bank signal in common to a

plurality of said synchronous memories.

38. An external circuit control LSI comprising:
a plurality of external terminals coupled to a processor

LSI; and

a plurality of second external terminals coupled to a main
memory LSI having a plurality of banks including a first
bank and a second bank,

wherein said plurality of second external terminals com-
prises.
an address terminal for outputting an access address;
a terminal for outputting a vow address strobe signal
commonly to said plurality of banks;
a terminal for outputting a column address strobe sig-
nal commonly to said plurality of banks; and
a terminal for outputting a bank signal commonly to
said plurality of banks,
wherein said bank signal is a signal for selecting one to be
accessed from said plurality of banks, and said external
circuit contvol LSI is enabled to perform a first access
to said first bank and therveafter perform a second
access to said first bank,

wherein when in said second access, a vow address in said
second access is diffevent from a row address in said
first access, said extevnal civcuit control LSI outputs a
row addrvess and a column address from said second
external terminals,

wherein when in said second access, the row address in

said second access is the same as the row address in

said first access, said external civcuit control LSI out-

puts the column address from said second external ter-
minals without outputting the vow address therefrom.

39. An external circuit control LSI according to claim 38,

wherein said second access follows immediately after said

fivst access.

40. An external circuit control LSI according to claim 38,
wherein said external civcuit control LSI is enabled to per-

form a thivd access to said second bank between said first

access and said second access.
41. An external civcuit control LSI according to claim 38,
wherein said external cirvcuit control LSI is enabled to per-

55 form a thivd access to said first bank, and thereafter perform

a fourth access to said second bank, and then perform a fifth
access to said first bank,

wherein when a vow address in said fifth access is different
from a row address in said third access, said external

circuit control LSI, in said fifth access, outputs a row
address and a column address from said second exter-
nal terminals, and

wherein when the vow address in said fifth access is the
same as the row address in said third access, said exter-

nal cirvcuit contrvol LSI, in said fifth access, outputs the
column address from said second external terminals
without outputting the row address therefrom.
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42. An external cirvcuit control LSI according to claim 38, 45. An external circuit control LSI according to claim 44,
wherein said external circuit Comf@l L5I receives a row wherein said external circuit control LSI further comprises a
address and a column address which constitute a curvent

: . . valid bit representing whether a row address of said first
access address through said first external terminals in P & f fi

parallel, and splits the received access address into the row access is valid or not, and judges whether the row address
address and the column address and outputs the same to said ~ jor said first access is valid or not by examining said valid
main memory LSI from said first external terminals. hit.

43. An external circuit control LSI accovding to claim 38,

wherein said main memory LSI is a synchronous dynamic 46. An external circuit control LSI according to claim 38,
memory. wherein said plurality of banks are included in one main

44. An external circuit control LSI according to claim 38, 10 memory LS.
wherein said external circuit control LSI further comprises
address registers provided corresponding to said plurality of
banks, the address register holding a vow address used when
accessed to any of said plurality of banks, and when the row
address for said first access held in said address vegister is 15 said bank signal to a plurality of said main memory LSI’s.
invalid, said external circuit control LSI outputs a row
address and a column address to said main memory LSI. I I

47. An external circuit control LSI according to claim 38,
wherein said external cirvcuit control LSI outputs said row
address strobe signal, said column address strobe signal and
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