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Fig. 37
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HIGH-SPEED ERROR CORRECTING
APPARATUS WITH EFFICIENT DATA
TRANSFER

Matter enclosed in heavy brackets [ ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue.

CROSS-REFERENCE 10O RELATED
APPLICATIONS

Notice: Movre than one reissue application has been filed
for the reissue of U.S. Pat. No. 6,332, 206. This is a reissue
divisional application of U.S. application Ser. No. 10/738,
699, filed on Dec. 17, 2003 now abandoned which is a reis-
sue application of U.S. Pat. No. 6,332,206 issued on Dec. 18,

2001. A second reissue divisional application of U.S. appli-
cation Ser. No. 10/738,699 was filed on Dec. 5, 2007 and

assigned application Sev. No. 11/951,272, now abandoned.

[This application is based on application No. H10-43219
filed 1n Japan, the contents of which are hereby incorporated
by reference.}

BACKGROUND OF THE INVENTION

(1) Field of the Invention

The present invention relates to an apparatus that corrects
errors 1n decoded data. In particular, the imnvention relates to
an apparatus for correcting errors in two-dimensional block

code at high speed.

(2) Description of the Prior Art

When a data storage device uses a magnetic or optical disc
as a storage medium, scratches or dirt on the disc can cause
data errors. To enable such errors to be corrected, codes
specifically for this purpose are added when recording data
onto the storage medium. These codes are commonly called
error correction codes are parity data. During the reproduc-
tion of recorded data, errors are detected using the error
correction codes and the detected errors are corrected.
Hereatter, the processing for adding these error correction
codes and the processing for correcting errors will collec-
tively be called “error-related processing”. To improve the
performance of error-related processing, many systems use
Reed-Solomon codes as the error correction codes and prod-
uct code as the data structure.

FIG. 1 shows an example of product code. Information
composed ol k1*k2 bytes 1s assigned m1 bytes of parity data
in the horizontal (row) direction (heremaiter the “C1 series”
or “C1 direction”) and m2 bytes of parity data in the vertical
(column) direction (hereinafter the “C2 series” or “C2
direction™). The combination of the information, the C1 par-
ity data and the C2 panty data compose one block. This
block 1s the largest unit for which error correction can be
performed. This block 1s n1*n2 bytes in size. Usually, the
information and the parity data will be stored 1n a memory
such as a DRAM (Dynamic Random Access Memory) by
incrementing the address 1 the memory by one in the Cl1
direction. As a result, the data that composes the code
sequences 1n the C1 direction 1s stored 1n storage areas with
consecutive addresses. Conversely, the code sequences 1n
the C2 direction 1s stored in storage areas with non-
consecutive addresses. Note that the separate codes that
compose the product data will be called “data” or “data ele-
ments” 1n the following explanation.

FIG. 2 shows the flow of the error correction performed
for the code sequences 1n the C1 direction. Error correction
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1s first performed for the code sequence 1n the first row. The
processing then proceeds to the second and following rows
and 1s repeated a total of n, times. This means that data 1s
scanned and error correction 1s performed for one entire row
at a time. The term “scan” here also refers to the reading
order used when reading the data that 1s to be subjected to
error detection and error correction from the storage areas.
In this text, the term “‘error detection” refers to processing
that does not 1include error correction. The term “error cor-
rection” meanwhile can refer both to error correction and to
the error detection that precedes it.

FIG. 3 shows the tlow of the error correction performed
on the C2 code sequences. Error correction 1s first performed
for the code sequence 1n the first column. The processing
then proceeds to the second and following columns and 1s
repeated a total of n, times. This means that data 1s scanned
and error correction 1s performed for one entire column at a
time.

FIG. 4 1s a block diagram showing the composition of a
conventional error correction apparatus that performs error
correction with the flow described above. In this example,
there are 100 bytes of information numbered d1 to d100 and
10 bytes of parity data numbered pl to pl10. Together these
form one code sequence.

The information and parity data are read from the memory
and sequentially imputted into the syndrome generating unit
900. The syndrome generating unit 900 performs a predeter-
mined calculation whenever one data element 1s nputted
and, when all of the information d1~d100 and parity data
pl~p10 that compose one code sequence have been inputted,
generates ten syndromes. I non-zero data 1s present 1n any
of these syndromes, this means that an error 1s present 1n the
code sequences, so that the error position-error value calcu-
lating unit 901 uses the syndromes to calculate the error
position and the error value. Here, the “error position” 1s
information showing the position of the erroneous data ele-
ment 1n the code sequence, while the “error value” shows the
size of the error. Finally, the error data updating unit 902
uses the error position and error value to read the error data
from the memory and to correct the error, before writing the
updated value back into the same position in the memory.
This processing 1s then repeated for another code sequence.

As described above, a conventional error correction appa-
ratus scans and performs error correction one row at a time
for code sequences 1n the C1 direction and one column at a
time for code sequences in the C2 direction. In this way,
error correction 1s performed for every code sequence that
composes a block.

In recent years, there have been increasing demands for
improvements 1n the processing speed of data storage
devices such as modern optical disc drives. Conventional
error correction apparatuses, however, are unable to satisty
these demands.

To meet such demands, 1t would conceivably be possible
to use plurality of error correction apparatuses 1n parallel
within a single data storage device. Such an arrangement
would however require a large-scale circuit and would
reduce cost performance.

SUMMARY OF THE INVENTION

In view of the stated problems, 1t 1s a primary object of the
present invention to provide an error correcting apparatus
that can perform the processing required for error correction
at high speed with a small-scale circuit.

This primary object can be achieved by an error correcting,
apparatus that repeatedly performs calculations that are
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required for error correction on code sequences 1 a row
direction and a column direction 1n block code of R rows and
L. columns, the error correcting apparatus including: a stor-
ing unit for storing the block code; a calculating unit for
performing calculations for correcting errors in the block
code 1n units of one of (a) one row and (b) one column; and a
transier umit, including a row direction transferring unit for
repeatedly reading code sequences on R1 (where R1 1s an
integer such that 2=R1<R) rows in the block code from the
storing unit and transferring the read code sequences to the
calculating unit until all R rows have been read and
transierred, the row direction transierring unit transierring,
the code sequences on the R1 rows from the storing unit to
the calculating unit by repeatedly reading and transierring
sections of L1 consecutive codes (where L1 1s an integer
such that 2=L.1<L) on the R1 rows 1n order, shifting a read
position by L1 codes after reading .1 consecutive codes on
each of the R1 rows, wherein when codes have been trans-
terred by the row direction transierring unit, the calculating
unit performs the calculations for the code sequences on the
R1 rows 1n parallel, treating the recerved codes as LL1-code-
wide sections of the code sequences on different rows 1n the
R1 rows.

With the stated construction, error correction in the row
direction 1s performed in parallel for a plurality of code
sequences. A zigzag scanning order 1s followed for a plural-
ity of small blocks that are obtained by dividing the code
sequences on a plurality of rows 1n the row direction. This 1s
to say, the error correction proceeds in parallel by repeti-
tively scanning only part of the code sequences on different
rows. Compared with when error correction that scans the
entire code sequence on one line at a time 1s performed, the
present method can use a lower average speed when input-
ting 1nto the error correction circuit for each row and can use
smaller circuitry, such as for the queue buffer 1n the error
correction circuit for each line, even when codes are read
and error correction 1s performed at the same rate as before.
Scanning 1s performed for sequences of codes on a same
row, so that 1f the block code 1s stored 1n a storage device like
a DRAM that uses two-dimensional addresses, the scanning
will access consecutive column addresses on the same row

and so read the codes at high speed.

Here, the block code may be product code, and code
sequences 1n the row direction and column direction that
compose the block code may include information codes and
error correction codes, the calculating unit may include an
error detecting umt for detecting whether errors are present
in a code sequence on one of (a) a row and (b) a column 1n
the block code; and an error code updating unit for rewriting,
when the error detecting unit has detected at least one error
in a code sequence, a code in the storing unit that corre-
sponds to the error using a corrected value, the row direction
transferring unit may repeatedly transier code sequences to
the error detecting unit, and the error detecting unit may
perform error detection for the code sequences on the R1
rows 1n parallel, treating the received codes as L.1-code-wide
sections of the code sequences on different rows 1n the R1
rOwSs.

With the above construction, the error correcting appara-
tus of the present mvention can perform error detection in
the row direction as part of the error correction of product
code. This improves the detection of errors by devices that
receive product code and perform error correction on the
product code. Examples of such devices are a medium read-
ing device, such as for an optical disc, or a recerving device
used 1 data communication.

Here, the storing unit may store the block code so that
codes on a same row are stored 1n a storage area with con-
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secuttive addresses, and the row direction transferring unit
may sequentially read L1 codes from a storage area with
consecutive addresses 1n the storing unit.

With the stated construction, sections of codes that belong,
to the same row can be read by simply incrementing the
address outputted to the storing unit, so that the time taken to
read from the storing unit can be reduced.

Here, the storing unit may be a dynamic random access
memory, and the row direction transierring umit may read L1
codes from the-storing unit using page mode.

With the above construction, sections of codes that belong,
to the same row can be read by outputting one RAS address
and then consecutive CAS addresses to the storing unit. The
read speed 1s therefore increased by achieving more page

bits for a DRAM.

Here, the row direction transferring unit may transier
codes by performing direct memory access to the storing
unit.

With the stated construction, all of the codes that will be
subjected to parallel error detection by the error detecting
unit can be consecutively read from the storing unit and
inputted into the error detection unit. Interruptions in the
input of code sequences during error detection for a small
block by the error detecting unit are thereby avoided, mean-
ing that error correction can be performed based on an eifi-
cient pipeline.

Here, the error detecting unit may include: R1 error
detecting units that each perform error detection for a code
sequence on one row 1n the R1 rows; and a distributing unit
for distributing codes, which are received from the row
direction transierring unit, 1n L1-code-wide sections to the
R1 error detecting units in order, wherein the R1 error
detecting units may be independent of one another and may
cach perform error detection in parallel with a transfer of
codes by the row direction transferring unit.

During error correction in the row direction, the separate
error detecting units may receive an input of L1 codes from
the distributing unit once every R1 rows. Each error detect-
ing unit performs error detection while the distributing unit
1s distributing codes to other error detecting units. As a
result, the processing load of each error detecting unit 1s
reduced, which reduces the overall scale of the circuitry.

Here, each of the R1 error detecting units may complete
the error detection for an .1-code-wide section 1n a time that
1s shorter than an interval at which L1-code-wide sections
are distributed to the error correcting unit by the distributing
unit.

During error correction in the column direction, the input
rate of codes into each error detecting unit (i.e., the number
of codes per unit time) 1s within the processing ability of
cach error detecting unit (the number of codes per unit time
tor which error detection can be performed). This means that
cach error detecting unit does not require a large queue
butlfer for storing the inputted codes.

Here, each of the R1 error detecting units may have a
product-sum calculating circuit that calculates a plurality of
syndromes for one code sequence.

With the above construction, the present invention can
achieve an error correcting apparatus that 1s suited to pro-
cessing Reed-Solomon codes.

Here, when a division of L by LL1 results in a quotient of D
and a remainder of E, the row direction transferring unit may
repeat a transier ol L1-code-wide sections on R1 rows D
times, before reading and transierring an E-code-wide sec-
tion on each of the R1 rows in order to the error detecting
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unit, and the error detecting unit may perform error detection
a predetermined number of times for L1-code-wide sections
betore performing error detection for E-code-wide sections.

With the stated construction, error correction can be per-
formed 1n parallel as far as the end of each code sequence
even 11 the code length of the product code 1n the row direc-
tion 1s not an integer multiple of the number of codes L1 that
are consecutively read each time. This realizes a flexible
error correcting apparatus that does not make requirements
on the size of the product code.

Here, the transferring unit may further include a column
direction transferring unit for reading code sequences in L2
(where L2 1s an mteger such that 2=[.2<L) columns 1in the

block code from the storing unit and transierring the read
code sequences to the error detecting unit until all L columns
have been processed, the column direction transferring unit
may transier all code 1n the L2 columns from the storing unit
to the calculating unit by repeatedly reading and transterring
sections of L2 consecutive codes in the row direction on the
R rows 1n order, shifting a read position by L2 codes after
reading all codes 1n the L2 columns, and when codes have
been transierred by the column direction transierring unit,
the error detecting unit may perform error detecting for the
code sequences 1n the L2 columns in parallel, treating the
received codes as a series where each code corresponds to a
code sequence 1n a different column 1n the L2 columns.

With the stated construction, error correction in the col-
umn direction can also be performed 1n parallel for a plural-
ity of code sequences. This error correction i the column
direction 1s also performed by repeatedly scanning parts of
the codes on each row. Accordingly, compared with the case
where all of the codes on a row are scanned, a lower average
input rate can be used when mputting codes 1nto the error
correction circuit for each row, and a smaller queue bulfer
can be used 1n the error correction circuit for each row, even
when codes are read and error correction 1s performed at the
same rate as before.

Here, R1 and L2 may be such that R1=01.2=1, and the error
detecting unit may include: 1 error detecting units that each
perform error detection for one code sequence; and a distrib-
uting unit for repeatedly distributing each L 1-code-wide sec-
tion of codes that 1s recetved from the row direction transier-
ring unit to one of the 1 error detecting units selected 1n order,
and for repeatedly distributing each code that forms part of
an L.2 code-wide section recerved from the column direction
transferring unit to a different error detecting unit in the j
error detecting units 1n order, wherein the 1 error detecting
units may be independent of one another and may each
detect errors 1n parallel with transfer of codes by the row
direction transierring unit and the column direction transfer-
ring unit.

With the stated construction, the number of rows that are
subject to parallel processing during the error correction 1n
the row direction 1s equal to the number of columns that are
subject to parallel processing during the error correction 1n
the column direction. This makes the number of separate
error detection units equal for both directions, and means
that the error detecting unit can be used to 1ts utmost poten-
t1al during the error correction 1n either direction.

Here, each of the j error detecting units may complete an
error detection for an L1-code-wide section 1n a time that 1s
shorter than an interval at which L1-code-wide sections are
distributed to the error correcting unit by the distributing
unit, and may complete an error detection for one code 1n an
[.2-code-wide section 1n a time that 1s shorter than an inter-
val at which codes in L2-code-wide sections are distributed
to the error correcting unit by the distributing unit.
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With the stated construction, during error correction in the
column direction, the input rate of codes into each error
detecting unit (1.e., the number of codes per unit time) 1s
within the processing ability of each error detecting unit (the
number of codes per unit time for which error detecting can
be performed). This means that each error detecting umit
does not require a large queue butlfer for storing the inputted
codes.

Here, the values R1=L.1=L.2=1 may be used.

With the stated construction, the read order of product
code 1s the same regardless of whether error correction 1s
being performed 1n the row direction or 1n the column direc-
tion. This means the control circuit of the transfer unit that
accesses the storing unit can be simplified.

The stated primary object can also be achieved by an error
correcting apparatus that repeatedly performs calculations
that are required for error correction on code sequences 1n a
row direction and column direction 1n block code of R rows
and L columns, the error correcting apparatus including: a
storing unit for storing the block code; a calculating unit for
performing calculations for correcting errors in the block
code 1n units of one of (a) one row and (b) one column; and a
transfer unit, mncluding a column direction transferring unit
for repeatedly reading code sequences on L2 (where R1 1s an
integer such that 2=[.2<L) columns in the block code from
the storing unit and transferring the read code sequences to
the calculating unit until all L columns have been read and
transierred, the column direction transierring unit transier-
ring the code sequences 1n the L2 columns from the storing
unit to the calculating unit by repeatedly reading and trans-
ferring sections of L2 consecutive codes on the R rows 1n
order, shifting a read position by L2 codes aifter reading all
codes 1n the L2 columns, wherein when codes have been
transierred by the column direction transferring unit, the cal-
culating unit performs the calculations for the code
sequences 1n the L2 columns 1n parallel, treating successive
codes as belonging to code sequences 1n different columns 1n
the L2 columns.

With the stated construction, error correction in the row
direction 1s performed in parallel for a plurality of code
sequences. A zigzag scanning order 1s followed for a plural-
ity of small blocks that are obtained by dividing the code
sequences on a plurality of rows 1n the row direction. This 1s
to say, the error correction proceeds in parallel by repeti-
tively scanning only part of the code sequences on different
rows. Compared with when error correction that scans the
entire code sequence on one line at a time 1s performed, the
present method can use a lower average speed when input-
ting 1nto the error correction circuit for each row and can use
smaller circuitry, such as for the queue buffer 1in the error
correction circuit for each line, even when codes are read
and error correction 1s performed at the same rate as belore.
Scanning 1s pertormed for sequences of codes on a same
row, so that 1f the block code 1s stored 1n a storage device like
a DRAM that uses two-dimensional address, the scanning
will access consecutive column addresses on the same row
and so will read the codes at high speed.

By using the characteristic components of the above error
correcting apparatus for error correction in the row direction
to perform error correction 1n the column direction, the same
elfects can be achueved as when performing error correction
in the row direction.

The stated primary object can also be achieved by an error
detecting apparatus that performs error correction on codes
received from a first external apparatus and outputs the cor-
rected codes to a second external apparatus, the error detect-
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ing apparatus including: a storing unit including a storage
area for storing the codes; an error detecting unit for detect-
ing errors in sections of a predetermined number of codes;
an error correcting unit for correcting sections, in which the
error detecting unit has detected an error, of a predetermined
number of codes in the storing umit; a first transfer unit for
transierring codes outputted by the first external apparatus in
parallel to the storing unit and to the error detecting unit so
that the outputted codes are stored in the storing unit and
simultaneously subjected to error detection by the error
detecting unit; a second transier unit for transferring a sec-
tion of a predetermined number of codes, 1n which the error
detecting unit has detected an error, from the storing unit to
the error correcting unit, a third transier unit for transterring,
a section of a predetermined number of codes that does not
contain any uncorrected errors from the storing unit to the
second external apparatus; and a transfer control unit for
controlling transiers of codes so that transfer 1s exclusively
performed by one of the first to third transfer unit.

With the above construction, the codes outputted by the
first external apparatus are subjected to error detection 1n
parallel with the storing of the codes 1nto the storing unait.
Compared with conventional methods where codes are read
out and subjected to error detection after first being stored 1n
the storing unit, error correction can be completed 1 a
shorter time and with fewer accesses to the storing unit. Thas
achieves an error correcting apparatus that operates at high

speed but with low power consumption.

Here, the error detecting unit may include a detection
result recording unit that records detection results showing,
whether an error exists 1n a section of codes, and the error
correcting unit may refer to the detection results in the detec-
tion result recording unit and control the second transier unit
so that only sections of codes for which the error detecting
unit has detected an error are transierred from the storing
unit to the error correcting unit.

With the stated construction, code sequences that are not
found to contain errors during the error detection performed
in parallel with the storage into the storing unit are not sub-
jected to transfer from the storing unit to the error correcting,
unit or to error correction by the error correcting unit.
Accordingly, error correction can be performed at high
speed and with fewer accesses to the storing unit.

Here, the first external apparatus may repeatedly output
code sequences that form rows in block code composed of R
rows by L columns, the block code may be product code,
code sequences 1n the row direction and column direction
that compose the block code may include information codes
and error correction codes, and the error correcting unit may
perform error correction for code sequences in one of (a) a
row direction and (b) a column direction, and when perform-
ing error correction for code sequences 1n the row direction,
may refer to the detection results in the detection result
recording unit and control the second transfer unit so that
only code sequences in the row direction for which the error
detecting unit has detected errors are transierred from the
storing unit to the error correcting unit.

With the stated construction, the error correcting appara-
tus of the present mvention can be used where high-speed
error correction 1s required, such as for a data communica-
tion device or a disc drive (e.g., an optical disc reader).

Here, the error detecting unit may accumulatively store
detection results 1n the detection result recording unit for all
code sequences 1n the row direction that compose one set of
block code, and when performing error correction for code
sequences 1n the column direction, the error correcting unit
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may refer to the detection results in the detection result
recording unit and control the second transfer unit so that the
second transier umt transfers code sequences 1n the column
direction 1n a block from the-storing unit to the error correct-
ing unit only 11 the error detecting unit has detected at least
one error in the block.

With the stated construction, when no errors are found in
any of the code sequences 1n the row direction 1n one set of
block code, the error detection and error correction pro-
cesses are skipped for the code sequences in the column
direction 1n the block code. When errors are rarely found 1n
sets of block code, such as when sets of block code are
sequentially read from a storage medium like an optical disc,
this skipping of the error detection and error correction
raises the average read speed.

Here, the second transier unit may include a row direction
transierring unit for repeatedly reading code sequences on
R1 (where R1 1s an integer such that 2=R1<R) rows where
errors have been detected from the storing unit and transfer-
ring the read code sequences to the error correcting unit,
until no code sequences on rows that contain errors remain
in the block code, the row direction transferring unit may
transier the code sequences on the R1 rows from the storing
unit to the calculating unit by repeatedly reading and trans-
ferring sections of L1 consecutive codes (where L1 1s an
integer such that 2=[.1<L) on the R1 rows 1n order, shifting
a read position by L1 codes after reading .1 consecutive
codes on each of the R1 rows, and when codes have been
transierred by the row direction transferring unit, the error
correcting unit may perform the calculations for the code
sequences on the R1 rows in parallel, treating the received
codes as L1-code-wide sections of the code sequences on
different rows in the R1 rows.

With the stated construction, the error correction for a
plurality of code sequences 1n the row direction 1s performed
in parallel by repeatedly performing error correction for
small blocks of code. Compared with when error correction
1s stmply performed 1n parallel, lower processing pertor-
mance 1s required of the error correcting unit even though
the data 1s scanned and subjected to error correction at the
same rate. The size of the circuitry can also be reduced.

Here, the second transfer unit may further include a col-
umn direction transierring unit for repeatedly reading code
sequences 1n L2 (where L 1s an integer such that 2=[1.2<[L)
columns 1n a block where an error has been detected from
the storing unit and transierring the read code sequences to
the error correcting unit, until code sequences 1n all L col-
umns have been transferred, the column direction transfer-
ring unit may transfer all code 1n the L2 columns from the
storing unit to the error correcting unit by repeatedly reading
and transferring sections of L2 consecutive codes in the row
direction on the R rows 1n order, shifting a read position by
.2 codes after reading all codes in the L2 columns, and
when codes have been transferred by the column direction
transierring unit, the error correcting unit may perform error
detection for the code sequences in the L2 columns 1in
parallel, treating the recerved codes as a series where each
code corresponds to a code sequence 1n a different column 1n
the L2 columns.

With the stated construction, error correction in both the

row direction and the column direction are performed in
parallel, so that a high-speed error correcting apparatus can
be achieved with a relatively small-scale circuit.

Here, transfer of codes from the first external apparatus to
the storing umt by the first transfer unit, transier of codes
from the storing unit to the error correcting unit by the sec-
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ond transfer unit, and transier of codes from the storing unit
to the second external apparatus by the third transfer unit
may all be transiers that are accompanied by direct memory
access (DMA) to the storing unit, the transfer control unit
may have DMA transier by the first transier unit performed
with a highest priority out of DMA transfers by the first to
third transier unit, and when DMA transfer by the first trans-
fer unit becomes necessary, the transfer control umt may
have DMA transier performed by the first transier unit
immediately if DMA transfer 1s not presently being per-
formed by any of the first to third transfer umit and, 1f DMA
transfer 1s presently being performed by one of the first to
third transfer unit, may allow a present DMA transier to end
before having DMA transier performed by the first transier
unit.

With the stated construction, buffering of codes in the
storing umt 1s given the highest priority, so that when the
error correcting apparatus of the present invention 1s adopted
in an optical disc reader or other such reading apparatus,
codes can be sequentially read from the optical disc by an
optical pickup.

Here, the transfer control unit may have DMA ftransier
performed by the second transfer unit with a lowest priority
out of the first to third transfer unit, so that when DMA
transier by the second transier unit becomes necessary, the
transier control unit may only have DMA transier performed
by the second transfer unit 1if DMA transfer 1s not being
performed by any of the first to third transfer units.

With the stated construction, error detection 1s performed
in parallel with the buffering of codes 1n the storing unit. As
a result, exclusive access control 1s made to the storing unit
which considers (1) the improvements in error correction
speed due to the performance of error detection in parallel
with the bulfering in the storing unit and (2) the improve-
ments 1n error correction speed due to the parallel processing,
of a plurality of codes sequences.

Here, the error correcting unit may specily an error code
in a code sequence transierred by the second transfer unit
and then rewrite a corresponding error code in the storing
unit under control by the transfer control unit, the transier
control unit only allowing the error correcting unit to rewrite
the corresponding error 1if DMA transfer 1s not being per-
formed by any of the first to third transfer unaits.

With the stated construction, exclusive control 1s per-
formed so as to allow balanced access to a single storing unit
by four different processes. This means an error correcting,
apparatus with superior cost performance can be achieved.

The stated primary object can also be achieved by an error
detecting apparatus that performs error correction on codes
received Irom a first external apparatus and outputs the cor-
rected codes to a second external apparatus, the error detect-
ing apparatus including: a storing unit including a storage
area for storing the codes; an error correcting unit for detect-
ing error codes 1n sections of a predetermined number of
codes and correcting the error codes in the storing unit; a
code selecting unit for selecting one of codes sent from the
first external apparatus and codes sent from the storing unit
and sending the selected codes to the error correcting unit to
have the error correcting unit perform error detection and
error correction on the selected codes; a first transter unit for
transierring codes outputted by the first external apparatus in
parallel to the storing unit and the code selecting unit so that
the outputted codes are stored in the storing unit and simul-
taneously selected by the code selecting unit and sent to the
error correcting unit where error detection and error correc-
tion are performed on the transierred codes; a second trans-
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fer unit for transferring a section of a predetermined number
of codes from the storing unit to the code selecting unit so
that the error correcting unit performs error detection and
error correction on the transferred codes; a third transfer unit
for transferring a section of a predetermined number of
codes that do not contain any uncorrected errors from the
storing unit to the second external apparatus; and transfer
control unit for controlling transfers of codes so that transfer
1s exclusively performed by one of the first to third transfer
units.

With the above construction, the codes outputted by the
first external apparatus are mputted via the code selecting
unit into the error correcting unit 1n parallel with the storing
of the codes into the storing unit. Compared with conven-
tional techmiques where codes are first stored into the storing
unmit and are then read out and 1nputted into the error correct-
ing unit, the overall processing required for error correction
can be completed 1n a shorter time and with fewer accesses
to the storing unit. This means that an error correction appa-
ratus that operates at high speed and small-scale circuitry
can be realized.

Here, the first external apparatus may repeatedly output
code sequences that form rows in block code composed of R
rows by L columns, the block code may be product code, and
code sequences 1n the row direction and column direction
that compose the block code may include information codes
and error correction codes, the first transfer unit may transier
code sequences 1n a row direction that are repeatedly output-
ted by the first external apparatus in parallel to the storing
unit and the code selecting unit to have the code sequences
stored 1n the storing unit and simultaneously selected by the
code selecting unit and sent to the error correcting unit
where error detection and error correction are performed on
the transierred code sequences, and the second transier unit
may transier code sequences in the column direction in the
block code to the code selecting unit so that the code
sequences are selected by the code selecting unit and sent to
the error correcting unit where error detection and error cor-
rection are performed for the code sequences.

The stated construction realizes an error correcting appa-
ratus that 1s well-suited to use 1n a device, such as an optical
disc reader or a data communication device, that demands
high-speed error correction for product code.

Here, the error correcting unit may include: an error
detecting unit for detecting whether error codes are present
in a code sequence on one of (a) one row and (b) one col-
umn; and an error updating unit for updating, when the error
detecting unit finds an error code, a code 1 the storing unit
that corresponds to the error code using a corrected value,
the error detecting unit may include: a row direction detec-
tion result recording unit for recording results of error detec-
tion for code sequences 1n the row direction that are trans-
terred by the first transfer unit from the first external
apparatus to the error detecting unit; and a column direction
detection result recording unit for recording results of error
detection for code sequences 1n the column direction that are
transierred by the second transfer unit from the storing unit
to the error detecting unit, and the error code updating unit
may use the detection results 1n the row direction detection
result recording unit and in the column direction detection
result recording unit to update codes 1n the storing unait.

With the above construction, the results of the error detec-
tion 1n the row direction are stored separately to the results of
the error detection in the column direction. By using these
results, the code updating unit and other components that
operate following the error detection may operate with lower
processing speeds.
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Here, when performing error detection in the row
direction, the error detecting unit may accumulate detection
results for all code sequences 1n the row direction that com-
pose one set of block code in the row direction detection
result recording unit, and when performing error detection in
the column direction, the error detecting umit may refer to
the detection results recorded 1n the row direction detection
result recording unit and control the second transier unit so
that only code sequences 1n the column direction that com-
pose a set of block code that contains an error are sent from
the storing unit to the error correcting unit.

With the stated construction, when no errors are found 1n
any of the code sequences 1n the row direction that compose
a set of block code, error detection and error correction are
not performed for the code sequences 1n the column direc-
tion that compose the block. This raises the average data
read speed.

Here, the transier control unit may have—(a) a transfer of
a code sequence of one row from the first external apparatus
to the storing unit by the first transier unit, and (b) a transier
of a code sequence for one column from the storing unit to
the code selecting unit by the second transfer unit—executed
alternately 1n units of parts of the transferred code
sequences, the error detecting unit may switch between (1)
error detection for a code sequence 1n the row direction sent
from the first external apparatus by the first transfer unit and
(1) error detection for a code sequence 1n the column direc-
tion sent from the storing unit by the second transfer unit in
units of parts of the code sequences so as to perform error
detection for code sequences in the row direction and code
sequences 1n the column direction in parallel, the error
detecting unmit may store results of the error detection in the
row direction 1n the row direction detection result recording,
unit and results of the error detection in the column direction
in the column direction detection result recording unit, and
the error code updating unit may sequentially refer to the
detection results recorded 1n the row direction detection
result recording unit and in the column direction detection
result recording unit and successively update error codes in
the storing unit in the row direction and error codes in the
storing unit in the column direction.

With the stated construction, the code updating unit can
perform the error correction 1n the row direction and the
error correction 1n the column direction sequentially, not 1n
parallel. As a result, a smaller-scale circuit can be used.

Here, the second transfer unit may include a column
direction transferring unit for repeatedly reading code
sequences 1n L2 (where L2 1s an integer such that 2=[.2<L)
columns 1n a block and transferring the read code sequences
to the error correcting unit via the code selecting unit until
all L columns 1in the block code have been transferred,
wherein the column direction transferring unit may transier
the code sequences 1 the L2 columns from the storing unit
to the code correcting unit by repeatedly reading and trans-
terring sections of L2 consecutive codes 1n the row direction
on the R rows 1n order, shifting a read position by L2 codes
alter reading all codes in the L2 columns, and, when codes
have been transierred by the column direction transierring,
unit, the error correcting unit may perform error correction
tor the code sequences 1n the L2 columns 1n parallel, treating
the received codes as a series where each code corresponds
to a code sequence 1n a different column 1n the L2 columns.

With the stated construction, the error correction of a plu-
rality of code sequences in the row direction 1s performed
not through parallel processing but by repeatedly performing,
error correction on small blocks. Compared with when par-
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allel processing 1s used, lower processing performance and
smaller-scale circuits can be used, even when codes are

scanned and error correction 1s performed at the same rate.

Access to the storing unit 1s achieved using DMA, and
scheduling 1s performed according to a predetermined prior-
ity list. Exclusive control 1s performed so as to allow bal-
anced access to a single storing unit by four different pro-
cesses. This means an error correcting apparatus with
superior cost performance can be achieved.

BRIEF DESCRIPTION OF THE DRAWINGS

These and other objects, advantages and features of the
invention will become apparent from the following descrip-
tion thereof taken in conjunction with the accompanying
drawings which 1illustrate a specific embodiment of the
invention. In the drawings:

FIG. 1 shows the data structure of product code;

FIG. 2 shows the processing order for sequentially per-
forming error correction 1n the C1 direction one row at a
time;

FIG. 3 shows the processing order for sequentially per-
forming error correction in the C2 direction one column at a
time;

FIG. 4 shows the processing order for error correction by
a conventional error correction apparatus;

FIG. 5 15 a block diagram showing the composition of the
error correction apparatus 100 1n the first embodiment of the
present invention;

FIG. 6 1s a block diagram showing the detailed composi-
tion of the bus control unit 2 1n the error correction apparatus
100;

FIG. 7 1s a block diagram showing the detailed composi-

tion of the data distributing unit 51 of the error correction
apparatus 100;

FIG. 8 1s a block diagram showing the detailed composi-
tion of one syndrome generating unit 52 (33, 54, 55) 1n the
error correction apparatus 100;

FIG. 9 1s a timing chart for the major processes (data
input, error correction, data output) performed by the error
correction apparatus 100;

FIG. 10 shows the read order of the product code within
the buffer memory 1 when performing error correction in the
C1 direction;

FIG. 11 shows the operation of the data distributing unit
51 when data 1s transferred from the buffer memory 1 1n the
order shown 1n FIG. 10;

FIG. 12 shows the timing of the data transfer from the
buifer memory 1 to the error correcting unit 5 and of the
product-sum calculation by the four syndrome generating
units 52~35 during the error correction in the C1 direction;

FIG. 13 shows the read order for the product codes 1n the
buifer memory 1 when error correction 1s performed in the
C2 direction;

FIG. 14 shows the operation of the data distributing unit

51 when data 1s transferred from the buffer memory 1 1n the
order shown 1n FI1G. 13;

FIG. 15 shows the timing of the data transfer from the
buifer memory 1 to the error correcting umt 3 and of the
product calculation by the four syndrome generating units
52~35 during the error correction in the C2 direction;

FIG. 16 shows the processing order for the end part of
code sequences 1n the C1 direction;

FIG. 17 shows the processing order for the end part of
code sequences 1n the C2 direction;



US RE41,499 E

13

FIG. 18 shows the read order for the product codes in the
buffer memory 1 when error correction 1s performed 1n the
C1 direction for two adjacent rows;

FIG. 19 shows the operation of the data distributing unait
51 when error correction 1s performed 1n the C1 direction for
two adjacent rows;

FIG. 20 shows the timing of the data transfer and the
syndrome calculation when error correction 1s performed 1n
the C1 direction for two adjacent rows;

FI1G. 21 shows the read order for the product codes 1n the
buifer memory 1 when error correction 1s performed in the
C2 direction for two adjacent columns;

FIG. 22 shows the operation of the data distributing unait
51 when error correction 1s performed 1n the C2 direction for
two adjacent columns;

FIG. 23 shows the timing of the data transfer and the
syndrome calculation when error correction 1s performed 1n
the C2 direction for two adjacent columns;

FIG. 24 1s a block diagram showing the composition of
the optical disc reading device 2000 1n the second embodi-
ment of the present invention;

FIG. 25 1s a block diagram showing the composition of

the optical disc control unit 2100 1n the optical disc reading,
device 2000;

FI1G. 26 15 a block diagram showing the detailed composi-

tion of the bus control unit 2180 1n the optical disc reading
device 2000;

FI1G. 27 shows an example of control for three exclusive
DMA (Direct Memory Access) transiers by the bus arbitra-
tion control unit 2812 of the optical disc reading device
2000;

FIG. 28 1s a circuit diagram showing the detailed compo-
sition of the error correcting unit 2130 of the optical disc
reading device 2000;

FIG. 29 1s a timing chart showing the internal processing
of the optical disc control unit 2100;

FIG. 30 shows the timing chart of FIG. 29 1n more detail;

FIG. 31 1s a timing chart for the processing of rows by the
error correcting unit 2130 when performing error correction
in the C1 direction;

FI1G. 32 shows the access order for the product code stored
in the buffer memory 2110 when correcting the code
sequences shown 1n FIG. 31;

FIG. 33 shows the read order for data from the disc inter-
face unit 2120 when performing the error correction in the
C1 direction shown in FIG. 31 for four rows of code in

parallel;

FIG. 34 shows the read order for the end parts of code
sequences 1n the C1 direction shown in FIG. 31;

FIG. 35 1s a block diagram showing the composition of
the optical disc reading device 3000 1n the third embodiment
of the present invention;

FI1G. 36 15 a block diagram showing the detailed composi-
tion of the optical disc control unit 3100 1n the optical disc
reading device 3000;

FI1G. 37 15 a block diagram showing the detailed composi-
tion of the error correcting unit 3130 in the optical disc read-
ing device 3000;

FIG. 38 1s a timing chart showing the internal processing

ol the optical disc control unit 3100 when consecutively pro-
cessing data 1n a plurality of blocks;

FI1G. 39 shows the timing chart of FIG. 38 in more detail;
and
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FIG. 40 1s a timing chart showing the processing of the
error correcting unit 3130 for code sequences 1n the row and
column directions.

DESCRIPTION OF THE PR.
EMBODIMENTS

(L]
Y

ERRED

Several preferred embodiments of the present invention
are described below with reference to the drawings.

First Embodiment

The first embodiment of the present invention relates to a
high-speed error correction apparatus that corrects error for
four code sequences 1n parallel 1n either the row or column
direction.

FIG. 5 1s a block diagram showing the composition of the
error correction apparatus 100 1n this first embodiment. The
error correction apparatus 100 1s installed 1n an optical disc
drive or the like, and corrects errors 1in data that has been
read from an optical disc. The error correction apparatus 100
includes a buifer memory 1, three processing blocks that
access the buffer memory 1 (the disc interface unit 12, the
error correcting unit 5, and the host interface unit 13), and a
bus control unit 2 for controlling exclusive access by these
processing blocks. Note that the arrows 1n FIG. § show the
flow of the data that 1s subjected to error correction. This
error correction apparatus 100 uses Reed-Solomon codes as
the error correction codes and product codes as the code
structure.

The butfer memory 1 1s a semiconductor memory, such as
a DRAM, that has storage areas that are specified using a
two-dimensional address (a row address and a column
address). The bulfer memory 1 has suflicient storage capac-
ity for temporarily storing a plurality of blocks that will be
subjected to error correction.

The disc interface unit 12 1s an interface circuit that relays
data that has been read from an optical disc or other storage
medium and writes the data into the buffer memory 1.

The error correcting unit 5 reads the data that the disc

interface unit 12 has written into the buffer memory 1 and
detects whether any errors are present 1n the data. On finding
an error, the error correcting unit 5 corrects the error 1n the
buifer memory 1. This error correcting unit 3 simultaneously
corrects errors 1n four data sequences 1n parallel. As shown
in FIG. 5, the error correcting unit 5 includes a data distrib-
uting unit 51, four syndrome generating units 32~55, an
error position error value calculating unit 56, and a data
updating unit 57.
The data distributing unmit 51 distributes data that has been
transierred from the bufler memory 1 to one of the four
syndrome generating units 52~35. When doing so, the data
distributing unit 51 sends data that belongs to the same code
sequence to the same syndrome generating unit. The four
syndrome generating units 52~535 all have the same con-
struction. Whenever distributed data 1s inputted, the syn-
drome generating umts 52~55 perform a product calcula-
tion. When an entire data sequence including ten elements of
parity data has been mputted, the syndrome generating units
52~35 each generate ten syndromes.

The error position.error value calculating unit 56 judges
whether any non-zero elements are present in any of the ten
syndromes generated by each of the syndrome generating
units 52~35 in order. When non-zero elements are present in
the ten syndromes generated by a syndrome generating unit,
the error position.error value calculating unit 56 uses the
syndromes to calculate the error position and error value. To
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do so, the error position-error value calculating unit 56 cal-
culates coelficients for each expression to specily an error
position polynomial and an error value polynomial using a
Euclidean method or the like. The error position.error value
calculating unit 56 then finds the root (error position) of the
error position polynomial using a chain search or other
method, before finding the error value using the error value
polynomuial.

The data updating unit 57 reads error data from the butier
memory 1 according to the error position calculated by the
error position.error value calculating unit 56 and calculates a
logical XOR for the read error data and the error value cal-
culated by the error position-error value calculating unit 56.
The data updating unit 57 then writes the resulting value into
the bufler memory 1 at the error position. Note that 1n the
error correcting unit 3, only the syndrome generating units
52~35 operate 1n parallel, with the other circuits (the error
position.error value calculating unit 56 and the data updating,
unit 37) not operating 1n parallel. This 1s because ten product
calculations by one of the four syndrome generating units
52~55 are required for each data element regardless of
whether an error 1s present 1n the data. The calculation pro-
cessing thereatfter 1s performed using the ten syndromes pro-
duced for each code sequence, so that little further calcula-
tion 1s required.

The host interface unit 13 1s an mterface unit for reading,
data that has been processed by the error correcting unit 3
from the buffer memory 1 and outputting the data to a host,

such as a computer.

The bus control unit 2 1s a control circuit for performing
data transier on an 8-bit data bus between the bulfer memory
1, and any of the disc interface unit 12, the error correcting
unit 5, and the host intertace unit 13. The bus control unit 2
includes an address generating unit 21, a bus arbitration con-
trol unit 22, and a DMA channel unit 23. The bus arbitration
control unit 22 allows exclusive access to the buffer memory
1. The address generating unit 21 generates and outputs an
address for accessing the buffer memory 1. The DMA chan-
nel unit 23 establishes a bus connection between the builer
memory 1 and one of the disc mterface unit 12, the error
correcting unit 3, and the host interface unit 13, and has data
transier performed according to DMA (Direct Memory
Access).

FIG. 6 1s a block diagram showing the detailed composi-
tion of the bus control unit 2. In FIG. 6, the three DMA
channels 23a~23c are DMA controllers that compose the
DMA channel unit 23 shown 1n FIG. 5. This bus control unit
2 has a function for exclusively permitting one of three
DMA to the builer memory 1. This means that when the bus
arbitration control unit 22 receives requests for access to the
buffer memory 1 from the disc interface unit 12, the error
correcting unit 5, and the host interface unit 13, the bus
arbitration control unit 22 only allows one of these requests
according to a scheduling procedure and priority list that are
decided 1n advance.

The bus arbitration control unit 22 enables the first DMA
channel 23a and outputs a control signal that allows data
transier by the disc interface unit 12. The bus arbitration
control unit 22 also has the address generating unit 21 gener-
ate write addresses for the buller memory 1 and allows the
disc interface unit 12 to mput data into the buil

er memory 1.
This data transter stores data that has been read from the

storage medium into the buifer memory 1 via the disc inter-
face unit 12.

In the same way, the bus arbitration control unit 22
enables the second DMA channel 23b and outputs a control
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signal that allows data transier by the error correcting unit 5.
The bus arbitration control unit 22 also has the address gen-
erating unit 21 generate read addresses or write addresses for
the builfer memory 1 and allows the error correcting unit 5
read data from or write data into the buifer memory 1. This
data transier for correcting errors allows the error correcting
unit 5 to read data from the bufifer memory 1 or to write
corrected data back into the buller memory 1.

In the same way, the bus arbitration control unit 22
enables the third DMA channel 23c¢ and outputs a control
signal that allows data transfer by the host interface unit 13.
The bus arbitration control unit 22 also has the address gen-
erating unit 21 generate a read address for the buifer memory
1 and allows the host interface unit 13 to read data from the
buifer memory 1. This data transier for outputting data
allows host interface unit 13 to read data from the butifer
memory 1 and has the data 1n the butler memory 1 outputted
to a host via the host interface unit 13.

Note that the address generating unit 21 performs high-
speed access to the butler memory 1 during the three DMA
transiers using page mode. So long as a page hit 1s achieved,
a constant row address (RAS—Row Address Select) can be
outputted to the buffer memory 1, with the address generat-
ing unit 21 only incrementing the column address (CAS—
Column Address Select) by the required number of data ele-
ments.

FIG. 7 1s a block diagram showing the detailed composi-
tion of the data distributing unit S1. The data distributing
unit 51 includes a selector 51a and a switching control unit
51b. The selector 51a allows data sent by the bus control unit
2 to pass to one of the syndrome generating units 32~55. The
switching control unit 5S1b controls the distribution of data
by selector 51a according to instructions from the bus con-
trol unmit 2. Using in built counter logic, the switching control
unit 51b outputs control signals to the selector 51a 1n syn-
chronization with the mput of data into the selector 31a.
However, the switching control unit 51b controls the selector
51a differently depending on whether error correction 1s per-
formed 1n the row or column direction. This 1s described 1n
more detail later 1n this specification.

FIG. 8 1s a block diagram showing the detailed composi-
tion of one syndrome generating unit 52 (53, 34, 55). The
syndrome generating unit 32 includes a queue builer 62 and
ten types of syndrome calculating umts 63~65. The queue
buifer 62 temporarily stores up to eight mputted data ele-
ments 1 FIFO (first-1n first-out) format. The syndrome cal-
culating units 63~63 are connected 1n parallel to the output
of the queue buffer 62 and are circuits that each repeatedly
calculate a product-sum. Each syndrome calculating unait
includes a register 68 for storing one product-sum value, a
Galois field multiplier 66 for reading a product-sum value
stored in the register 68 and multiplying 1t by a unique
coellicient, and a Galois field adder 67 for adding the next
inputted data element to the multiplication result of the
Galois field multiplier 66.

The oldest data element d in the queue bulfer 62 is read
and 1s inputted into the ten syndrome calculating units
63~65 1n parallel. In each of the syndrome calculating units
63~65, the product-sum d+Sn*an 1s calculated and the
result 1s stored i1n the register 68 to update Sn. As one
example, suppose that a code sequence including 100 bytes
of information numbered d1~d100 and 10 pieces of parity
data numbered pl~p10 1s sequentially inputted into the syn-
drome generating unit 52. This data 1s supplied 1n parallel to
the ten syndrome calculating umts 63~635 via the queue
butiler 62. Focusing on the syndrome calculating unit 63, the
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first information element d1 1s mnputted first and 1s stored as
it 1s 1n the register 68. When the next information element d2
1s mputted, the syndrome calculating umt 63 calculates the
product-sum d2+d1*a0 and stores the result 1n the register

68.

As described above, the syndrome calculating units 63~65
calculate a product-sum every time a data element 1s
inputted, so that when the input of the last parity data ele-
ment pl0 has been mputted and processed, the data in the
register 68 1s the syndrome S0. The same calculation 1s per-
formed 1n parallel by the other syndrome calculating units
64~65 so that ten types of syndrome S0~S9 are simulta-
neously generated.

The operation of the error correction apparatus 100 1s
described below.

FIG. 9 1s a timing chart for the major processes (data
input, error correction, data output) performed by the error
correction apparatus 100. This shows the flow of the pro-
cessing when code sequences 1n the product code shown 1n
FIG. 1 are sequentially processed as a plurality of blocks.
Note that the n” block in FIG. 9 corresponds to all of the
data 1n one set of product code shown in FIG. 1. The legends
“data mput”, “error correction”, and “data output” corre-
spond to the operations of the bus control unit 2 when con-
trolling data input, the data transfer performed for error

correction, and data output.

In the first cycle, data mput 1s performed for the first
block. In the second cycle, data mput 1s pertormed for the
second block and error correction 1s performed for the first
block 1n parallel. In the third cycle, data input 1s performed
for the third block, error correction 1s performed for the
second block, and data output 1s performed for the first block
in parallel. In the fourth and succeeding cycles, data input 1s
performed for a new block, error correction 1s performed for
the immediately preceding block, and data output 1s per-
tormed for the preceding block that has just been subjected

to error correction. These operations are performed in paral-
lel.

As described above, the bus control unit 2 controls three
kinds of transier so that every block of data is subjected to
three kinds of processing in what resembles a pipeline archi-
tecture. These three kinds of processing are data transier
from the disc mterface unit 12 to the buifer memory 1, data
transier between the bulfer memory 1 and the error correct-
ing unit 3, and data transier from the butier memory 1 to the
host interface unit 13. In these three kinds of data transfer,
the buffer memory 1 1s either the transmitter or recipient of
data, even through the buffer memory 1 has only one mput/
output port. However, the bus control unit 2 has a preset
priority list for the three types of data transfer and so can
only allows one of the data transiers at any given instant. By
switching between the three types of data transier using time
division, the bus control unit 2 performs control to have the
data transfers performed using what appears to be parallel
processing.

FIG. 10 shows the read order of the product code within
the buffer memory 1 when performing error correction in the
C1 direction. The bus arbitration control unit 22 enables the
second DMA channel 23b and notifies the error correcting
unit 5 that data for the error correction in the C1 direction
will be sent. Next, by having the read addresses outputted in
a predetermined order from the address generating unit 21 to
the bulfer memory 1, the bus control unit 2 has the data in

the buller memory 1 transferred to the error correcting unit
5.

The bus control unit 2 consecutively reads four bytes of
data on the first row (data d1~d4) of the buffer memory 1 and
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transters this data to the error correcting unit 5. The bus
control unit 2 then consecutively reads and transfers four
bytes of data on the second row (data d5~data d8). The bus
control unit 2 then consecutively reads and transfers four
bytes of data on the third row (data d9~data d12). The bus
control unit 2 then consecutively reads and transiers four
bytes of data on the second row (data d13~data d16). The
processing then returns to the first row and the bus control
unit 2 reads and transiers four bytes of data (data d17~d20).
This reading and transferring continue until all of the data on
the first to fourth rows has been read and transferred, at
which point the processing advances to the fifth-eighth rows
that are read and transferred in the same way. By doing so,
the processing for reading and transierring four rows of data
in parallel 1s repeated until every row 1n the block has been
transierred.

Note that the bus control unit 2 performs the reading and
transierring of four consecutive bytes in the row direction by
successively performing an indivisible process using a DMA
mode. This means that memory access to the buffer memory
1 cannot be made for other processes such as data input and
data output while this data transfer 1s being performed. Since
four consecutive data elements in the row direction waill
always be stored i consecutive addresses 1n the buller
memory 1, high-speed access to the DRAM 1is performed by
achieving page hits.

FIG. 11 shows the operation of the data distributing unit
51 1n the error correcting unit S when data is transferred
from the bulfer memory 1 1n the order shown in FIG. 10. On
being instructed to start the error correction in the C1 direc-
tion by the bus control unit 2, the switching control unit 51b
controls the selector S1a and so has the data sent from the
bus control unit 2 distributed in the following way.

The data distributing unit 51 distributes the four bytes of
data d1~d4 on the first row 1t recerves first to the syndrome
generating unit 52. The data distributing unit 51 then distrib-
utes the four bytes of data d5~d8 on the second row 1t
receives next to the syndrome generating unit 33, the four
bytes of data d9~d12 on the third row to the syndrome gen-
erating unit 54, and four bytes of data d13~d16 on the fourth
row to the syndrome generating umt 53. In the same way,
data distributing unit 51 distributes the four bytes of data
d17~d20 on the first row 1t receives next to the syndrome
generating umt 52. Accordingly, during error correction 1n
the C1 direction, data 1s repeatedly sent in four-byte units
from the buifer memory 1 via the bus control unit 2, with the
data distributing unit 51 distributing each four-byte set of
data to one of the four syndrome generating units 52~35 that
1s selected 1n order.

FIG. 12 shows the timing of the data transier from the
buifer memory 1 to the error correcting unit 5 and of the
product-sum calculation by the four syndrome generating
units 52~55 during the error correction 1n the C1 direction.

The reading of each four-byte unit of data (such as data
d1~d4 or d5~d8) from the builer memory 1 and transter to
the error correcting unit 5 takes time tl. The transfer of a
four-byte unit of data is repeated at intervals of 12 1n FIG. 12.
The reason an interval 1s required between the end of data
transier for a first four-byte unit of data and the start of data
transier for the next four-byte umt of data is that these units
of data exist on different rows 1n the buifer memory 1, mean-
ing that there 1s the risk of a page miss whenever a next
four-byte unit of data 1s read. Accordingly, 1t 1s assumed that
the bus control unit 2 will need to output a new row address
to the butler memory 1 when accessing a first byte 1n a next
four-byte unit of data.
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The four syndrome generating units 52~55 respectively
calculate syndromes for the first to four rows and calculate
four product-sum values that are required for the inputted
four bytes within a period that 1s four times t2. As one
example, the syndrome generating unit 532 performs a
product-sum calculation for the four bytes of data d1~d5

within four times t2. Focusing on syndrome generating unit
52, the data that 1s inputted after data d1~d5 1s data d17~d20,
with the interval between the input of these four-byte units of
data being four times t2. Accordingly, the calculation of the
product-sum for a four-byte unit of data only needs to be
completed within four times t2. Provided that the calculation
speed 1s sullicient for this condition to be satisfied, the
amount of data that will accumulate 1n the queue butfer 62
that precedes the syndrome generating units 32~55 will not

exceed a maximum of four bytes, not even momentarily.

The syndrome generating units 32~55 each need to com-
plete a product-sum calculation of one byte 1n time t2, so that
the syndrome calculation may be performed at a speed that 1s
/4 of the data transter speed (4/12). The processing for a
plurality of different code sequences proceeds 1n parallel for
small data units (four bytes), so that compared with methods
where one code sequence 1s processed at a time, the syn-
drome calculation can be performed at a slower speed and a
smaller queue butler can be used. Putting this another way,
the effective transier speed from the buller memory 1 to the
error correcting unit 5 1s raised 1n comparison with conven-
tional techniques and error correction can be performed for
four sequences 1n parallel with a smaller circuit size than the

case where a plurality of error correction circuits are pro-
vided.

Note that by increasing the number of data elements con-
secutively read from the same code sequence, more page hits
can be achieved when transferring data from the DRAM.
When doing so, increasing the parallelism of the error cor-
rection 1s preferable. If the number of bytes that are trans-
terred from consecutive memory addresses 1s increased 1n
keeping with the degree of parallelism of the error correction
processing, the circuit scale can be reduced with regard to
the processing load for one code sequence. This means etfi-
cient error correction can be performed in parallel.

The following 1s an explanation of the operation of the

error correction apparatus 100 when performing error cor-
rection 1n the C2 direction, with reference to FIGS. 13~15.

FIG. 13 shows the read order for the product codes in the
buffer memory 1 when error correction 1s performed 1n the
C2 direction. The bus arbitration control unit 22 enables the
second DMA channel 23b and notifies the error correcting
unit 5 that data transier will be performed for the error cor-
rection 1n the C2 direction. Next, by having the address gen-
erating unit 21 output read addresses in a predetermined
order to the builer memory 1, the bus control unit 2 has the
data in the buffer memory 1 transierred to the error correct-
ing unit 5.

The bus control unit 2 consecutively reads four bytes of
data on the first row (data d1~d4) of the buffer memory 1 and
transiers this data to the error correcting unit 5. The bus
control unit 2 then consecutively reads and transfers four
bytes of data on the second row (data d5~data d8). This
reading and transfer of the first four bytes of data are
repeated for all of the data on the first four rows. In this way,
the transfer of data in four code sequences 1n the C2 direc-
tion 1s completed. The same reading and transfer are per-
tformed for all of the data 1n columns 5~8 1n four-byte units.
In this way, this reading and transfer 1in parallel of all of the
data in four columns are repeated until all of the columns 1n
one block have been transterred.
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In the same way as when performing data transfer in the
C1 direction, the bus control unit 2 reads and transfers four
bytes of data that are consecutive 1n the row direction using
DMA mode so that processing units that cannot be further
divided into shorter time slots are continuously performed.
In other words, the bus control unit 2 prohibits access to the
butler memory 1 for other processing (data input, data
output) during each of these data transfers, and so can make
high-speed access to the DRAM by achieving page hits.

FIG. 14 shows the operation of the data distributing unit
51 1n the error correcting unit S when data is transferred
from the buifer memory 1 1n the order shown in FIG. 13. On
being nstructed to start the error correction in the C1 direc-
tion by the bus control unit 2, the switching control unit 51b
controls the selector 51a and so has the data that has been
received from the bus control unit 2 distributed 1n the follow-
ing way.

The data distributing unit 51 distributes the four bytes of
data d1~d5 on the first row 1t recerves first to the syndrome
generating units 32~55 1n order. In detail, the data distribut-
ing umt 51 sends data d1 to syndrome generating unit 52,
data d2 to syndrome generating unit 53, data d3 to syndrome
generating unit 54, and data d4 to syndrome generating unit
55. The data distributing unit 51 operates in the same way
for data d5~d8, so that the four bytes of data are respectively
inputted into a different one of the syndrome generating
units 52~55 1n order. In thus way, the data distributing unit 51
repeats a process distributing each byte 1n the recerved four
byte umts to the syndrome generating units 352~55 when
error correction 1s to be performed 1n the C2 direction.

As a result, the data d1, d5, . . . that belongs to the first
column 1s mputted into the syndrome generating unmit 52, the
datad2, d6, . .. that belongs to the second column 1s 1inputted
into the syndrome generating unit 33, the data d3, d7, . . . that
belongs to the third column 1s inputted into the syndrome
generating unit 54, the data d4, d8 . . . that belongs to the
fourth column 1s 1inputted mnto the syndrome generating unit
55. In the same way, data that belongs to the fifth column 1s
inputted into the syndrome generating unit 52, data that
belongs to the sixth column 1s inputted into the syndrome
generating unit 53, data that belongs to the seventh column 1s
inputted into the syndrome generating unit 54, and data that
belongs to the eighth column 1s inputted mto the syndrome
generating unit 35.

FIG. 15 shows the timing of the data transfer from the
buifer memory 1 to the error correcting umt 3 and of the
product calculation by the four syndrome generating units
52~35 during the error correction in the C1 direction.

The reading of each four-byte umt of data (such as data
d1~d5 or d3d8) from the buifer memory 1 and transier to the
error correcting unit 3 takes time tl. The transier of a four-
byte unit of data 1s repeated an interval of 12, 1n the same way
as 1n the processing 1n the C1 direction shown 1n FIG. 12.

The four syndrome generating units 52~55 respectively
calculate a syndrome for the first to fourth columns, and
cach calculate a product-sum for each byte of data within a
period equal to time t2. As one example, the syndrome gen-
crating unit 52 that calculates the syndrome for the first col-
umn calculates a sum-product for the one-byte data d1 that 1s
inputted first within the time t2. The syndrome generating
umt 52 similarly calculates a sum-product for the one-byte
data d5 that 1s mnputted next within time t2. By focusing on
the syndrome generating unit 52, this restriction 1s due to
one byte of data being inputted 1n t2 intervals. Provided this
calculation speed can be maintained, the amount of data that
accumulates 1n the queue butler that 1s provided 1n front of
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the syndrome generating units 52~55 will not exceed one
byte, not even momentarily.

As described above, the syndrome generating units 52~55
only need to calculate a product-sum value for one byte 1n
time t2, which 1s the same processing speed as when per-
forming error correction 1n the C1 direction. While data 1s
inputted into the syndrome generating units 52~535 1n bursts
during the error correction in the C1 direction, data 1s mnput-
ted uniformly (at a steady rate of one byte per time t2) during,
the error correction in the C2 direction, so that there 1s no
need to provide a queue buller in front of each of the syn-
drome generating units 52~55.

As described above, this first embodiment sets the number
of data elements consecutively read from one address in the
buffer memory 1 (which 1s to say, data on the same row in
the product code) and transferred to the error correcting unit
5 equal to the number of calculations performed 1n parallel
by the error correcting unit 5. As a result, the relation
between the read speed from the bufifer memory 1 and the
calculation speed for the product-sum values for each syn-
drome generating unit becomes equal for the error correction
in both the C1 and C2 directions. This means that only a
small queue builer needs to be provided before the syn-
drome generating units. With this construction, the control
procedure performed by the bus control unit 2 to realize the
tull processing potential of each syndrome generating unit
becomes uniform for the error correction 1n both the C1 and
C2 directions. This enables an error correction apparatus that
performs high-speed error correction with a small-scale cir-
cuit to be realized.

This apparatus 1s well balanced between the error correc-
tion i the C1 direction and the error correction 1n the C2
direction, and so can reduce redundancy in the circuitry
required for the error correction apparatus.

The read orders shown 1in FIG. 10 and FIG. 13 assume that
the number of bytes 1n the code sequence 1n the row direc-
tion 1s a multiple of four, although the error correction appa-
ratus 100 can still perform error correction correctly even 1t
this 1s not the case. As one example, 11 division of the num-
ber of bytes in the code sequence 1n the row direction leaves
a remainder of two, the reading order of product code 1n the
buifer memory 1 will be as follows.

FIG. 16 shows the processing order for the product code
in the butier memory 1 when performing error correction in
the C1 direction, when division of the number of bytes 1n the
code sequence 1n the row direction leaves a remainder of
two. When reading all but the last two columns 1n the code
sequence, the bus control unit 2 repeatedly reads and trans-
fers four bytes at a time from four consecutive columns as
before. For the final two columns, the bus control unit 2
repeatedly reads and transfers two bytes at a time from two
columns. The data distributing unit 51 performs the same
operation as before, and so on recerving a four-byte unit of
data, distributes the four-byte data to one of the syndrome
generating units 32~55 1n order. On receiving a two-byte
unit of data, the data distributing unit 51 similarly distributes
the two-byte data to one of the syndrome generating units

52~55 1n order.

This amendment to the read order used by the bus control
unit 2 and the distributing order used by the data distributing
unit 51 can be easily realized by changing the respective
control procedures of the bus arbitration control unit 22 1n
the bus control unit 2 and switching control unit 51b in the
data distributing umit 51.

This first embodiment describes an apparatus that calcu-
lates syndromes 1n parallel for four code sequences,
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although the number of calculations that are performed 1n
parallel need not be four. As one example, two or eight cal-
culations may be performed in parallel. This means that the
error correction apparatus 100 of this first embodiment may
include two or eight syndrome generating units as necessary.

FIGS. 18, 19, and 20 show the operation for error correc-
tion for a C1 direction 1n an error correction apparatus that
performs two error correction processes 1n parallel. These
figures respectively show the read order for reading data
from the bufler memory, the operation of the data distribut-
ing unit when mputting data into the respective error correct-
ing units when data 1s inputted 1n the 1llustrated order, and
the timing of data transier and syndrome calculation.

In the same way, FIGS. 21, 22, and 23 show the operation
for error correction in the C2 direction in an error correction
apparatus that performs two error correction processes 1n
parallel. These figures respectively show the read order for
reading data from the buifer memory, the operation of the
data distributing unit when inputting data into the respective
error correcting units when data 1s mputted 1n the 1llustrated
order, and the timing of data transfer and syndrome calcula-
tion.

This first embodiment describes a system where errors
detected in data read from a storage medium such as an
optical disc are corrected and corrected data 1s outputted to a
host computer. However, the opposite data flow 1s also
possible, so that a host computer may output data which 1s
assigned parity data and written onto a storage medium such
as an optical disc. This 1s because the present mvention
relates to technique where all of the code sequences 1n prod-
uct code, which 1s temporarily stored 1n a bulfer memory
provided on a data path between a host computer and storage
medium, are efficiently read and transferred to a third device
(a separate processing device to the host computer and stor-
age medium) so that the third device can perform code pro-
cessing 1n the C1 direction and the C2 direction in high
speed and with small-scale circuitry.

In more detail, the four syndrome generating units 52~55
and the error position-error value calculating unit 56 1n the
error correcting unit 5 may be replaced with a parity data
generating circuit, and the data updating unit 57 may be
replaced with a parity data writing circuit. By doing so, an
error correction apparatus that performs error-related
processing, composed of the addition of error correction
codes when data 1s written onto the storage medium and the
correction of data when reading data from the storage
medium, at high speed can be realized.

In the first embodiment, the bus control unit 2 controls the
DMA transier of one four-byte unit of data from the buifer
memory 1 to the error correcting unit 5 and allows other data
transfers involving the buifer memory 1 in the interval
betfore the next DMA transfer. However, data transfer for one
sixteen-byte unit of data may be achieved through one DMA
transier. During error correction in the C1 direction, the six-
teen bytes of data d1~d16 shown 1n FIG. 10 are transierred
from the buifer memory 1 to the error correcting unit 5 1n a
single DMA transfer. During this data transfer, interrupts
due to other data transfers that involve access to the butifer
memory 1 are prohibited, so that the data transfer time for 16
bytes, which 1s to say the time taken to provide each of the
four syndrome generating units 32~55 with four bytes of
data, will become almost constant, thereby avoiding situa-
tions where bottlenecks in data transfer to the error correct-
ing unit 5 cause great reductions in the processing speed of
the syndrome calculations.

In this first embodiment, the error correction apparatus
100 1s described as having an eight-bit data bus, although a
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thirty-two-bit data bus may be used instead. By doing so,
four bytes of data can be read from the buffer memory 1 and
transierred to the error correcting unit 5 by a single memory
access. Here, the data distributing unit 51 may divide the
thirty-two bit data into eight-bit data units which 1t then

respectively distributes to the four syndrome generating
units 52~55.

Finally, 1n this first embodiment, the error correcting unit
5 only performs the syndrome calculation in parallel,
although the operations of the error position-error value cal-
culating unit 36 and the data updating unit 57 that follow the
syndrome calculation may also be performed in parallel. By
doing so, when a large number of errors occur during the
syndrome calculation, it can be ensured that the error pro-
cessing can be completed within a given time.

Second Embodiment

The second embodiment relates to a high-speed optical
disc reading apparatus. In this apparatus, error detection 1s
separate to error correction, and the former being performed
in parallel for data that i1s stored in a buifer memory. Error
correction uses the results of the error detection, so that data
that does not include errors is not transierred from the buffer
memory to the error correcting umnit.

FIG. 24 1s a block diagram showing the composition of
the optical disc reading device 2000 in the second embodi-
ment of the present mmvention. This optical disc reading
device 2000 reads data that 1s recorded on the optical disc
2010, performs error correction on the read data and trans-
ters the corrected data to the host computer 2070. As shown
in FI1G. 24, the optical disc reading device 2000 1s composed
of a pickup 2020, an amplifier 2030, a front end processor
2040, a spindle motor 2050, a servo controller 2060, and a
system control unit 2080.

The system control unit 2080 1s a microprocessor that
receives data requests including commands from the host
computer 2070 via the optical disc control unit 2100. The
system control unit 2080 interprets these commands and
controls the servo controller 2060 and the optical disc con-
trol unit 2100 to realize the functions that correspond to the
data requests.

The spindle motor 2050 rotates the optical disc 2010. The
servo controller 2060 receives instructions from the system
control unit 2080. Based on information 1t receives from the
front end processor 2040, the servo controller 2060 controls

the rotation of the spindle motor 2050 and the lens position
of the pickup 2020.

The optical disc 2010 1s a DVD-ROM. The pickup 2020
exposes the optical disc 2010 to laser light and reads the data
on the optical disc 2010 from the reflected light which 1t
converts to electrical signals. The amplifier 2030 amplifies
the signals outputted by the pickup 2020 and outputs the
result to the front end processor 2040.

The front end processor 2040 performs feedback control
for the servo controller 2060, the spindle motor 2050, and
the pickup 2020 based on the inputted signals, and outputs
stabilized signals to the optical disc control unit 2100. Thas
front end processor 2040 includes an equalizer, an AGC
(Automatic Gain Control), and a PLL (Phase Locked Loop)
and other such components. Note that the signals outputted
by the front end processor 2040 to the optical disc control
unit 2100 are modulated data.

The optical disc control unit 2100 informs the system con-
trol unit 2080 of the commands 1n the data requests sent
from the host computer 2070. Based on control by the sys-
tem control umt 2080, the optical disc control unit 2100
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demodulates the signals mputted by the front end processor
2040 to obtain the required data, performs error correction
on the data, and outputs the result to the host computer 2070.

Note that in FIG. 24, the thick arrows show the flow of
data recorded on the optical disc 2010 until 1t reaches the
host computer 2070. These arrows show that the data
recorded on the optical disc 2010 passes the pickup 2020,
the amplifier 2030, the front end processor 2040, and the
optical disc control unit 2100 before reaching the host com-
puter 2070. The data recorded on the optical disc 2010 1s
composed of the product code shown 1n FIG. 1 for the first
embodiment. Reed-Solomon codes are again used as the
error correction codes.

FIG. 25 1s a block diagram showing the composition of
the optical disc control unit 2100. This optical disc control
unmit 2100 demodulates the signals it receives from the front
end processor 2040, performs error correction, and sends the
result to the host computer 2070. The optical disc control
unit 2100 includes a buffer memory 2110, a disc interface
unit 2120, an error correcting unit 2130, a host interface unit
2140, a first transfer unit 2150, a second transfer unit 2160, a
third transfer unit 2170, a bus control unit 2180, an error
detecting unit 2190, and an error code sequence storage unit
2200. Note that the thick arrows 1n FIG. 25 show the data
paths when data 1s written into or read from the buifer
memory 2110 using a DMA transfer.

The buffer memory 2110 1s a semiconductor memory,
such as a DRAM, that has storage areas that are specified
using, a two-dimensional address (a row address and a col-
umn address). The buffer memory 2110 has suilicient stor-
age capacity for temporarily storing a plurality of sets of the
product code shown 1n FIG. 1.

The disc interface unit 2120 demodulates the signals
inputted by the front end processor 2040 and outputs the
resulting data to the first transter unit 2150 so that the data 1s
stored into the butier memory 2110. Note that when the first
transier umt 2150 transfers data outputted from the disc
interface unit 2120 to the buffer memory 2110, the data 1s
inputted in parallel into the error detecting unit 2190.

The error detecting unit 2190 receives data from the disc
interface unit 2120 via the first transter unit 2150 and judges
whether errors are present 1n any of the code sequences in
the C1 direction. On detecting an error in a code sequence,
the error detecting unit 2190 stores the number of the code
sequence 1nto the error code sequence storage unit 2200 that
1s composed of RAM. Note that the error detecting unit 2190
calculates a predetermined number of syndromes for each
code sequence and judges whether a non-zero element exists
in one of the syndromes. If so, the error detecting unit 2190
judges that an error 1s present 1n the code sequence being
processed. In detail, the error detecting unit 2190 includes
one of the syndrome generating units 52~55 in the error
correcting unit 5 of the first embodiment (a circuit shown 1n
FIG. 8), and a logical AND gate or similar for judging
whether the generated syndromes are all zero.

The error correcting unit 2130 only performs error correc-
tion 1n the C1 direction and C2 direction for code sequences
where an error has been detected, out of all of the product
code that has been transferred from the error correcting unit
2130 and stored in the buflfer memory 2110. In detail, the
error correcting unit 2130 refers to the numbers stored 1n the
error code sequence storage unit 2200 and only performs
error correction for (1) code sequences in the C1 direction
where an error has been detected and (2) for all code
sequences 1n the C2 direction 1n a block i1n the buifer
memory 2110 where an error has been detected.
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The host interface unit 2140 1s an interface circuit that
reads data that has been processed by the error correcting
unit 2130 from the builer memory 2110 via the third transier
unit 2170 and outputs the data to the host computer 2070.

The first transfer unit 2150 1s a DMA controller that
receives permission from the bus control unit 2180 for trans-
fer requests 1ssued by the disc interface umit 2120. On doing
so, the first transfer unit 2150 transfers data from the disc
interface umt 2120 to the butier memory 2110 using DMA
and, i parallel, transiers the same data to the error detecting

unit 2190.

The second transter unit 2160 1s a DMA controller that
receives permission from the bus control unit 2180 for trans-
fer requests 1ssued by the error correcting unit 2130. On
doing so, the second transier unit 2160 transiers data from
the error correcting unit 2130 to the buffer memory 2110

using DMA.

The third transfer unit 2170 1s a DMA controller that
receives permission from the bus control unit 2180 for trans-
ter requests 1ssued by the host interface unit 2140. On doing
so, the third transfer unit 2170 transfers data from the buller
memory 2110 to the host iterface unit 2140 using DMA.

The bus control unit 2180 controls the first transfer unit
2150, the second transter unit 2160, and the third transfer
unit 2170 according to a predetermined priority list so that
DMA transier 1s exclusively performed by one of these three
transfer units. In addition, the bus control unit 2180 controls
standard (non-DMA) access to the buifer memory 2110 by
the error correcting unit 2130 when error data in the butler
memory 2110 1s rewritten.

FI1G. 26 15 a block diagram showing the detailed composi-
tion of the bus control umit 2180. The bus control unit 2180
includes an address generating unit 2181, a bus arbitration
control unit 2182, and a bus switching unit 2183. The
address generating unit 2181 generates an address for
accessing the buffer memory 2110. The bus switching unit
2183 switches a bus connection with the buffer memory
2110 between the first transfer unit 2150, the second transfer
unit 2160, the third transter unit 2170, and the error correct-
ing unit 2130. The bus arbitration control unit 2182 controls
the three transfer units 2150~2170 and the bus switching
unit 2183 according to a predetermined priority list so that
DMA transier by one of the three transfer units 2150~2170
or access to the buifer memory 2110 by the error correcting
unit 2130 1s exclusively performed.

Note that the address generating unit 21 accesses the
buffer memory 2110 at high speed during a DMA transier
using page mode. So long as a page hit 1s achieved, a con-
stant row address (RAS) can be outputted to the builer
memory 1, with the address generating unit 21 only incre-
menting the column address (CAS) by the required number
of data elements.

FIG. 27 1s a timing chart showing an example of the
scheduling performed by the bus arbitration control unit
2182 for the three types of exclusive DMA transfer. These
DMA transiers are DMA#1 where the first transfer unit 2150
transiers ifrom the disc interface unit 2120 to the buifer
memory 2110, DMA#2 where the second transier unit 2160
transters from the buifer memory 2110 to the error correct-
ing unit 2130, and DMA#3 where the third transfer unit
2170 transters from the buifer memory 2110 to the host
interface unit 2140. In FIG. 27, the horizontal axis represents
time, the triangular marks show the time at which requests
for DMA transfer are 1ssued, and the shaded rectangles show
executions of the DMA transfer.

The bus arbitration control unit 2182 gives the highest
priority to DMA#1. This means that when DMA transier 1s
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not being performed and a request for DMA#1 has been
received, the bus arbitration control unit 2182 will have
DMA#1 performed with the highest priority, regardless of
the order 1n which requests for DMA transfer have been

received. If no request for DMA#1 has been received, the
bus arbitration control unit 2182 will have DMA#3 per-

formed. If no request for DMA#1 or DMA#3 has been
received, the bus arbitration control unit 2182 will have

DMA#2 performed. However, when a request for DMA#2
and DMA#3 i1s received while consecutive requests for
DMA#1 are being received, the bus arbitration control unit
2182 will stop having DMA#1 consecutively executed and
will have DMA#2 or DMA#3 executed instead.

Note that the bus arbitration control unit 2182 handles the
standard access to the buifer memory 2110 by the error cor-
recting umt 2130 when rewriting error data in the builer
memory 2110 1n the same way as DMA#3. This means that
the bus arbitration control unit 2182 permits standard access
to the butier memory 2110 by the error correcting unit 2130
provided that a request for either DMA#1 or DMA#3 has not

been received.

FIG. 28 15 a circuit diagram showing the detailed compo-
sition of the error correcting unit 2130 and the related com-
ponents. The error correcting unit 2130 1s a circuit for per-
forming error correction for a row or column where an error
has been detected, out of the code sequences 1n the C1 direc-
tion and C2 direction that compose the product code shown
in FIG. 1. As shown in FIG. 28, the error correcting unit
2130 includes a C1 code series transier request umt 2135, a
syndrome generating unit 2131, a Euclidean calculation cir-
cuit 2132, chain calculating unit 2133, and an error data
updating unit 2134.

The C1 code senies transfer request unit 2135 reads the
number of a code sequence 1n the C1 direction that includes
an error from the error code sequence storage unit 2200 and
instructs the second transfer unit 2160 to read the code
sequence with this number from the bufier memory 2110.

The syndrome generating umt 2131 obtains the C1 code
sequence, which includes an error and was requested by the
C1 code series transier request unit 2135, from the bulfer
memory 2110 via the bus control umt 2180 and the second
transier unit 2160. The syndrome generating unit 2131 then

calculates syndromes for the code sequence and outputs the
results to the Fuclidean calculation circuit 2132.

Note that at any given istant, the syndrome generating
unmit 2131 only calculates syndromes for a code sequence in
one of a row and a column, and so corresponds to one of the
four syndrome generating units 32~55 in the error correcting
unit 5 of the first embodiment (1.e., the circuit shown in FIG.
8). Here, 11 the size of the product code given by k1=k2=100
bytes and ml1=m2=10 bytes, the syndrome generating unit
2131 will include a queue butler for temporarily bulfering
the mput data and ten product-sum calculation circuits for
calculating ten syndromes. These product-sum calculation
circuits will each include a register for storing one product-
sum value, a Galois field multiplier for reading a product-
sum value stored in the register and multiplying 1t by a
unique coellicient, and a Galois field adder for adding the
next iputted code to the multiplication result of the Galois
field multiplier.

The Euclidean calculation circuit 2132 calculates coetli-
cients for each expression, based on the syndromes it
receives from the syndrome generating umt 2131, to specily
an error position polynomial and an error value polynomial
using a Euclidean method or the like. The Euclidean calcula-
tion circuit 2132 outputs the resulting coefficients to the
chain calculating unit 2133.
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The chain calculating unit 2133 finds the root of the error
position polynomial, based on the coeflicients 1t receives
from the Euclidean calculation circuit 2132, using a chain
search-or other method. The chain calculating unit 2133 then
outputs the results of its calculation and the error value poly-
nomial generated by the Fuclidean calculation circuit 2132
to the error data updating unit 2134.

The error data updating unit 2134 uses the error position
and the error value polynomial receirved from the chain cal-
culating unit 2133 to find the error value at the indicated
error position. The error data updating unit 2134 reads the
data or parlty data posmoned at the 1indicated error position
in the buifer memory 2110 via the bus control unit 2180, and
calculates an exclusive OR on the retrieved values, before
writing the resulting value back into the buffer memory

2110.

Note that the transfer of data from the buffer memory
2110 to the syndrome generating unit 2131 by the second
transier umt 2160 1s performed using DMA, while the trans-
fer of data between the builer memory 2110 and the error
data updating unit 2134 by the bus control unit 2180 1s per-
formed according to standard (1.e., non-DMA) access. This
1s because the rewriting performed during error correction 1s
not restricted to data stored in consecutive addresses in the
buffer memory 2110. Also note that the four circuits
2131~2134 that compose the error correcting unit 2130
operate separately and in parallel, which means that the error
correcting unit 2130 performs sequential processing with a
pipeline architecture.

FIG. 29 1s a timing chart showing the internal processing,
of the optical disc control unit 2100 when consecutively pro-
cessing data 1n a plurality of blocks. In FIG. 29, the first to
fifth block are blocks of data stored in the bulfer memory
2110. The legend “builering” represents the transier of data
from the builer memory 2110 to the disc interface unit 2120
by the first transier unit 2150. The legend “error detection”™
represents the transfer of data from the disc interface unit
2120 to the error detecting unit 2190 by the first transfer unit
2150 and the detection of errors by the error detecting unit
2190. The legend “error correction” represents the transfer
of data from the builer memory 2110 to the error correcting
unit 2130 by the second transfer unit 2160 and the error
correction process of the error correcting unit 2130. The
legend “transfer to host™ represents the transfer of data from
the buffer memory 2110 to the host interface unmt 2140 by
the third transfer unit 2170.

As shown 1 FIG. 29, buffering and error detection are
performed 1n parallel for each block. When these processes
have ended for a block, error correction 1s pertormed on the
block. When the error correction 1s complete, the block 1s
transterred to the host. These processes are performed
sequentially and in parallel to form a pipeline architecture.
For the example of cycle T5, the fifth block 1s transferred
from the disc interface umt 2120 to the butier memory 2110
at the same time as the error detecting unit 2190 performs
detects errors 1n the fifth block. At the same time, the fourth
block 1s transferred from the bufier memory 2110 to the
error correcting unit 2130 where error correction 1s
performed, and the third block 1s transferred from the butier
memory 2110 to the host mterface unit 2140.

Note that the reason the three types of data transfer that
access the bufler memory 2110 appear to be executed 1n
parallel 1n FIG. 29 i1s that the drawing shows blocks as a
relatively large amount of data. By focusing on the separate
data elements that compose each block, 1t can be seen that
only one of the data transfers 1s being performed at any given
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instant. This kind of exclusive data transier and pipeline con-
trol 1s achieved by the bus arbitration control unit 2182 of the
bus control unit 2180 switching the permission to transier
data at very short intervals between the three transier units
2150, 2160, and 2170 according to the predetermined prior-
ity order. This 1s shown by the timing chart 1n FIG. 27.

The reason error correction 1s not performed for the third
block 1n FIG. 29 1s that no errors were detected for this block
during the error detection process. On receiving notification
that the error detecting unit 2190 did not find any errors in
the third block, the error correcting unit 2130 does not per-
form any error correction on this block. The error correcting
umt 2130 informs the bus control unit 2180 that no error
correction will be performed, so that the second transfer unit
2160 does not transfer any of the code sequences in the third

block from the buifer memory 2110 to the error correcting
unit 2130.

In thus way, “buflering” and “error detection” are per-
formed for this same block 1n parallel and, when no errors
are detected 1n a block, the error correcting unit 2130 1is
informed that no errors exist in the block. As a result, the
error correcting unit 2130 can skip the reading of data with
no errors, thereby avoiding unnecessary data transfers that
involve the butfer memory 2110. Conventionally, the follow-
ing three transiers are performed for all data read from an
optical disc:

(1) the storage of data read from an optical disc into a
buiter;

(2) the transfer of data from the buflfer for error detection
and error correction; and

(3) the transier of data from the buffer to a host computer.

With this second embodiment, however, data that does not
contain any errors only needs to be transferred 1nto the buifer
memory (transfer (1)) and then transferred onward to the
host computer (transfer (3)). Accordingly, such data only
requires two transiers.

FIG. 30 shows the timing chart of FIG. 29 1n more detail.
In FIG. 30, the error detection and error correction are
shown as separate processes 1n the C1 direction and the C2
direction. In this example, error detection 1s only performed
in the C1 direction, while error correction in the C1 direction
and error correction 1n the C2 direction are both respectively
performed once for each block that contains an error.

During cycle T1, the error detecting unit 2190 detects
whether there are any errors in the code sequences in the C1
direction for the first block that the first transter unit 2150
sends from the disc interface unit 2120. On finding an error,
the error detecting unit 2190 records the number of the code
sequence that includes an error 1n the error code sequence
storage unit 2200.

Here, the reason the error detecting unit 2190 performs
error detection in the C1 direction 1s that the data transfer
from the disc interface unit 2120 to the buffer memory 2110
1s performed 1n an order where the product code 1s scanned
in the row direction repetitively from the first row to the n,”
row. This means that error detection 1n the C1 direction 1s
simple. The reason error detection 1s not performed for the
C2 direction 1s that 1f the preceding error correction 1n the
C1 direction finds there 1s one or more code sequences 1n the
C1 direction for which error correction is 1mp0331ble Crror
detection 1s performed for all code sequence 1 the Cl1
direction, error correction for the code sequences 1n the C2
direction will also be necessary. Accordingly, there 1s no
need to detect errors 1n the C2 direction.

Next, in cycle T2 the error correcting unit 2130 reads the
code sequences 1n the C1 direction from the buifer memory
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2110 and performs error correction. Here, the error correct-
ing unit 2130 refers to the error code sequence storage unit
2200, reads only code sequences in the C1 direction that
contain errors from the buffer memory 2110, and performs
error correction on these code sequences. When this process-
ing has been completed for every code sequence 1n the Cl1
direction that was found to contain an error, 1f there 1s at least
one code sequence 1n the C1 direction for which error cor-
rection was not possible, the error correcting unit 2130 reads
all the code sequences 1n the C2 direction that compose the
block from the buffer memory 2110 and performs error cor-
rection on these code sequences. Note that error correction 1s
performed for every code sequence in the C2 direction that
composes a block since it 1s unclear from the error detection
in the C1 direction by the error detecting unit 2190 which
code sequences 1n the C2 direction contain errors.

FI1G. 31 1s a timing chart for the processing of row units by
the error correcting unit 2130 when performing error correc-
tion 1 the C1 direction. This drawing shows the parallel
processing ol the syndrome generating unit 2131, the
Euclidean calculation circuit 2132, the chain calculating unit
2133, and the error data updating unit 2134 when the error
detecting unit 2190 has detected errors 1n the code sequences
on the first, fourth, sixth, and eleventh rows.

Since the error detecting unit 2190 has not detected any
errors 1n the code sequences on the second, third, fifth, and
cighth~tenth rows, these rows are not read from the buifer
memory 2110 by the syndrome generating unit 2131. AS a
result, the data on these rows 1s not subjected to syndrome
calculation, Fuclidean calculation, chain calculation, and
error data updating.

FIG. 32 shows the access order for the product code stored
in the buffer memory 2110 when correcting the code
sequences shown 1n FIG. 31. Here, error correction 1s first
performed for the first row, before skipping the second and
third rows and moving on the fourth row. The fifth row 1s
then skipped and error correction 1s then pertormed for the
s1xth row and the seventh row. While every row 1s scanned 1n

FIG. 2, only rows where an error has been detected are
scanned in FIG. 32.
As described above 1n this second embodiment, the error

correcting unit 2130 refers to the error code sequence stor-
age unit 2200 and only reads code sequences that contain
errors, which 1s to say code sequences for which error cor-
rection 1s required from the buffer memory 2110, before
performing error correction on the read code sequences. In
this way, unnecessary transfers ol data from the buifer
memory 2110 are avoided.

With the above construction, code sequences in the Cl
direction for which no errors are detected will not require the
conventional three data transfers of (1) storing all data read
from the optical disc 1nto the buller memory, (2) reading all
data from the buifer memory for error detection.error
correction, and (3) reading data from the bufier memory for
transmission to the host computer. Instead such data only
needs the two data transfers of (1) storage into the builer
memory and (2) output to the host device. This reduces the
number of accesses made to the bulfer memory 2110, which
increases the overall processing speed of the optical disc
control unit 2100, as well as reducing power consumption.
This enables the optical disc reading device 2000 to operate
at higher speed with lower power consumption.

Note that while the second embodiment states that the
error correcting unit 2130 repeatedly performs error correc-
tion for one code sequence of a row or a column at a time, as
shown 1n FIG. 32, the error correcting unit 2130 may 1nstead
perform error correction 1n parallel on a plurality of code
sequences, such as on four rows or columns as in the first
embodiment.
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FIG. 33 shows the read order for data from the disc inter-
face unit 2120 when performing the error correction in the
C1 direction shown 1n FIG. 31 for four rows of code 1n
parallel. This read order has fundamentally the same flow as
the read order shown 1n FIG. 10 in the first embodiment,
although 1n FIG. 33 differs in that only rows where an error
has been detected (the first, fourth, sixth, seventh rows etc.)
compose the four rows that are read in parallel. When the
length of the code sequence 1s not divisible by four, the read
order shown 1n FIG. 34 may be used. Here, the transfer of
four bytes 1s repeated for the first four rows where an error
has been detected (the first, fourth, sixth, seventh rows), and
two bytes 1s transferred for the end part of each of these
TOwSs.

In this way, the error correcting unit 2130 of the second
embodiment can be modified to execute error correction 1n
parallel for four code sequences by providing four syndrome
generating units and a data distributing unit that distributes
the data sent from the buifer memory 2110 among the four
syndrome generating units. The resulting system has a high
processing speed by performing error correction 1n parallel
as 1n the first embodiment, and by performing error detection
betore error correction as 1n the second embodiment.

In the second embodiment, the C1 code series transfer
request unit 2135 1s provided 1nside the error correcting unit
2130, although 1t may instead be provided inside the error
detecting unit 2190, or as a circuit that 1s external to both the
error correcting unit 2130 and the error detecting unit 2190.

In this embodiment, the error detecting unit 2190 only
notifies the other elements of the numbers of code sequences
where an error has been detected, although the error detect-
ing unit 2190 may also inform other elements of the syn-
dromes obtained during the detection. The error correcting
unit 2130 may then receive the syndromes for a code
sequence where an error has been detected from the error
detecting unit 2190 before performing the Euclidean and
chain calculations. By doing so, the same syndrome calcula-
tions do not need to be executed by both the error detecting
unit 2190 and the error correcting unit 2130.

In the same way, instead of merely detecting errors, the
error detecting unit 2190 may also perform the Euclidean
and chain calculations. When this 1s the case, the error cor-
recting umt 2130 can receive the error position and error
value for a code sequence found to contain an error from the
error detecting umt 2190, and can proceed to amending the
error data 1n the buffer memory 2110. In this way, where
possible under the exigencies of processing time, the error

detecting unit 2190 may perform the syndrome calculations,
Euclidean calculations, and chain calculations needed for
error correction 1n the C1 direction. This means that these
calculations are performed while data 1s being transferred
from the disc interface unit 2120 to the buifer memory 2110,
which reduces the processing time taken for error correction
by the error correcting unit 2130.

Third Embodiment

The third embodiment relates to a high-speed optical disc
reading apparatus with a reduced number of accesses to a
buifer memory. In this apparatus, error correction 1n the C1
direction 1s performed 1n parallel with the storage of data
into the builer memory. Only blocks where an error has been
detected during the error correction 1n the C1 direction are
read from the buffer memory and subjected to error correc-
tion 1n the C2 direction.

FIG. 35 1s a block diagram showing the composition of
the optical disc reading device 3000 1n the third embodiment
of the present mmvention. This optical disc reading device
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3000 reads data that 1s stored on the optical disc 2010, cor-
rects errors 1n the read data and outputs the corrected data to
the host computer 2070. As shown in FIG. 35, the optical
disc reading device 3000 includes a pickup 2020, an ampli-
fier 2030, a front end processor 2040, a spindle motor 2050,
a servo controller 2060, and a system control unit 2080.

The only difference between the optical disc reading
device 3000 of this third embodiment and the optical disc
reading device 2000 1n the second embodiment lies 1n the
optical disc control umt 3100. Other components are the
same as 1n the optical disc reading device 2000 and so have
the same reference numbers. No further explanation of such
components will be given.

FIG. 36 1s a block diagram showing the detailed composi-
tion of the optical disc control unit 3100. This optical disc
control unit 3100 demodulates signals 1t recerves from the
front end processor 2040, performs error correction on the
resulting data, and sends corrected data to the host computer
2070. As shown 1n FIG. 36, the optical disc control unit 3100
includes a buffer memory 3110, a disc interface unit 3120,
an error correcting unit 3130, a host interface unit 3140, a
first transter unit 3150, a second transfer unit 3160, a third
transfer unit 3170, a bus control unit 3180, and a data select-
ing unit 3190. Note that the thick arrows 1n FIG. 36 show the
data paths when data 1s written 1nto or read from the buifer
memory 3110 using a DMA transfer.

The buffer memory 3110 1s a semiconductor memory,
such as a DRAM, that has storage areas that are specified
using a two-dimensional address (a row address and a col-
umn address). The buffer memory 3110 has suificient stor-
age capacity for temporarily storing the plurality of sets of
product code shown 1n FIG. 1.

The disc interface unit 3120 demodulates the signals
inputted by the front end processor 3040 and outputs the
resulting data to the first transfer unit 3150 so that the data 1s
stored 1nto the butier memory 3110. Note that when the first
transier unit 3150 transfers data outputted from the disc
interface unit 3120 to the buffer memory 3110, the data 1s
inputted 1n parallel into the data selecting unit 3190.

The data selecting unit 3190 1s a selector for selecting the
transier source for a code sequence on which the error cor-
recting unit 3130 1s going to perform error correction. When
the first transfer unit 3150 1s transferring data from the disc
interface unit 3120 to the buifer memory 3110, the same data
1s 1mputted 1n parallel mto the data selecting unit 3190, so
that the data selecting unit 3190 selects this data and passes
it on to the error correcting unit 3130. On the other hand,
when the second transfer unit 3160 transfers a code
sequence for the C2 direction from the buffer memory 3110,
the data selecting unit 3190 selects this data and passes i1t on
to the error correcting umit 3130. Note that the data selecting
unit 3190 selects the source for data transfer according to
instructions from the first transfer unit 3150 and the second
transfer unit 3160.

The error correcting unit 3130 performs error correction,
distinguishing between the two types of code sequences (C1
direction and C2 direction) 1t receives from the data select-
ing unit 3190. When the data selecting unit 3190 selects and
transters data (code sequences 1n the C1 direction) received
from the first transfer unit 3150, the error correcting unit
3130 performs error correction 1n the C1 direction.
Conversely, when the data selecting unit 3190 selects and
transiers data (code sequences for the C2 direction) received
from the second transfer unit 3160, the error correcting unit
3130 performs error correction for the C2 direction.

The host interface unit 3140 1s an interface circuit that
reads data that does not require further processing by the
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error correcting unit 3130 from the buifer memory 3110 via
the third transfer unit 3170 and outputs the data to the host
computer.

The first transfer unit 3150 transier data from the disc
interface unit 3120 to the butler memory 3110 using DMA
and simultaneously transiers the same data in parallel to the
data selecting unit 3190. The second transfer unit 316
transters data from the buiter memory 3110 to the error cor-
recting unit 3130 using DMA. The third transfer unit 3170
data from the buifer memory 3110 to the host interface unit

2140 using DMA.

The bus control unit 3180 controls the first transfer unit
3150, the second transfer unit 3160, and the third transter
unmt 3170 according to a predetermined priority list so that
DMA transier 1s exclusively performed by one of these three
transfer units. In addition, the bus control unit 3180 controls
standard (non-DMA) access to the buifer memory 3110 by
the error correcting unit 3130 when error data 1n the builer
memory 3110 1s rewritten. Note that the detailed composi-
tion of the bus control unit 3180 and its method for control-
ling exclusive access to the builer memory 3110 are the
same as those shown 1 FIGS. 26 and 27 for the bus control
unmit 2180 of the second embodiment.

FIG. 37 1s a block diagram showing the detailed composi-
tion of the error correcting unit 3130 and the related compo-
nents. The error correcting unit 3130 1s a circuit for perform-
Ing error correction, switching between a code sequence for
one row 1n the product code and a code sequence for one
column according to time division. As shown in FIG. 37, the
error correcting unit 3130 includes a syndrome generating
unit 3131, a Euclidean calculation circuit 3132, chain calcu-
lating unit 3133, and an error data updating unit 3134.

The syndrome generating unit 3131 calculates syndromes,
distinguishing between the two types of code sequences sent
from the data selecting unit 3190. This syndrome generating
unit 3131 includes the mput data syndrome storage unit
3135 and the butier data syndrome storage unit 3136 as two
temporary memories. The iput data syndrome storage unit
3135 1s a memory with a suitable storage capacity for tem-
porarily storing syndromes for all of the code sequences in
the C1 direction that compose a block. Conversely, the
buifer data syndrome storage unit 3136 1s a memory with a
suitable storage capacity for temporarily storing syndromes
for all of the code sequences for the C2 direction that com-
pose a block.

When the data selecting unit 3190 selects and transfers
data from the first transfer unit 3150 (C1 code sequences),
the syndrome generating unit 3131 calculates syndromes for
the C1 code sequences, accumulates the calculated syn-
dromes for each C1 code sequence, and stores them 1n the
input data syndrome storage unit 3135. On the other hand,
when the data selecting unit 3190 selects and transfers data
from the second transfer unit 3160 (C2 code sequences), the
syndrome generating unit 3131 calculates syndromes for the
C2 code sequences and accumulates the calculated syn-
dromes for each C2 code sequence and stores them 1n the
builer data syndrome storage unit 3136.

Note that at any given instant, the syndrome generating
unmit 2131 only calculates syndromes for a code sequence in
one of a row and a column, and so corresponds to one of the
four syndrome generating units 32~55 1n the error correcting
unit 5 of the first embodiment (1.e., the circuit shown in FIG.
8). Here, if the size of the product code 1s given by kl1=k2=
100 bytes and m1=m2=10 bytes, the syndrome generating
unit 3131 will include a queue butfer for temporarily butier-
ing the mput data and ten product-sum calculation circuits
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for calculating ten syndromes. These product-sum calcula-
tion circuits will each include a register for storing one
product-sum value, a Galois field multiplier for reading a
product-sum value stored in the register and multiplying it
by a unique coetlicient, and a Galois field adder for adding
the next inputted code to the multiplication result of the
Galois field multiplier.

The Euclidean calculation circuit 3132 sequentially reads
the syndromes stored in the mput data syndrome storage unit
3135 and the bufier data syndrome storage unit 3136 of the
syndrome generating unit 3131 and calculates coellicients
for each expression to specily an error position polynomial
and an error value polynomial. The Euclidean calculation
circuit 3132 outputs the resulting coefficients to the chain

calculating unit 3133.

The chain calculating unit 3133 finds the root of the error
position polynomial, based on the coelfficients it receives
from the Euclidean calculation circuit 3132, using a chain
search or other method. The chain calculating unit 3133 then
outputs the results of its calculation and the error value poly-
nomial generated by the Fuclidean calculation circuit 3132
to the error data updating unit 3134.

The error data updating unit 3134 uses the error position
and the error value polynomial recerved from the chain cal-
culating unit 3133 to find the error value at the indicated
error position. The error data updating unit 3134 reads the
data or parity data positioned at the indicated error position
in the buifer memory 3110 via the bus control unit 3180, and
calculates an exclusive OR on the retrieved values, before
writing the resulting value back into the buffer memory

3110.

Note that the transier of data from the buffer memory
3110 to the syndrome generating unit 3131 by the second
transier umt 3160 1s performed using DMA, while the trans-
fer of data between the butler memory 3110 and the error
data updating unit 3134 by the bus control unit 3180 1s per-
tformed according to standard (i.e., non-DMA) access. Also
note that the four circuits 3131~3134 that compose the error
correcting unit 3130 operate separately and in parallel,
which means that the error correcting unit 3130 performs
sequential processing with a pipeline architecture.

FIG. 38 1s a timing chart showing the internal processing,
of the optical disc control unit 3100 when consecutively pro-
cessing data in a plurality of blocks. In FIG. 38, the first to
fifth blocks are blocks of data stored in the buffer memory
3110. The legend “builering” represents the transier of data
from the builer memory 3110 to the disc interface unit 3120
by the first transter unit 3150. The legend “‘error correction
17 represents error correction by the error correcting unit
3130 for code sequences 1n the C1 direction that have been
transferred from the disc interface unit 3120 by the first
transfer unit 3150. The legend “error correction 27 repre-
sents error correction by the error correcting unit 3130 for
code sequences for the C2 direction that have been trans-
terred from the buller memory 3110 by the second transier
unit 3160 via the data selecting unit 3190. The legend “trans-
fer to host” represents the transfer of data from the buifer
memory 3110 to the host interface unit 3140 by the third
transfer unit 3170.

As shown 1n FIG. 38, a block 1s first subjected to “butlfer-

ing” and “error correction 17 in parallel. The block 1s then
subjected to “error correction 27, and after that to “transfer
to host”, so that processing of blocks i1s performed sequen-
tially and 1n parallel in a pipeline architecture. Focusing on
cycle T3, for example, the fifth-block 1s transferred from the
disc interface unit 3120 to the buifer memory 3110 at the
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same time as the error correcting unit 3130 performs “error
correction 17 (error correction in the C1 direction) on the
fifth block. At the same time, the fourth block 1s transtferred
from the buffer memory 3110 to the error correcting unit
3130 where “‘error correction 2” (error correction in the C2
direction) 1s performed, and the third block is transferred
from the butfer memory 3110 to the host interface unit 3140.

Note that the reason the three types of data transfer that
access the bufler memory 3110 appear to be executed 1n
parallel 1n FIG. 38 is that the drawing shows blocks as a
relatively large amount of data. By focusing on the separate
data elements that compose each block, 1t can be seen that
only one of the data transfers 1s being performed at any given
instant. This kind of exclusive data transfer and pipeline con-
trol 1s achieved by the bus control unit 3180 switching the
permission to transier data at very short intervals between
the three transter units 3150, 3160, and 3170 according to a
predetermined priority order.

The reason “error correction 2™ 1s not performed for the
third block 1n FIG. 38 is that no errors were detected for this
block during the “error correction 1 process (error correc-
tion 1n the C1 direction) for thus block. This means that all
syndromes calculated by the error correcting unit 3130 for
the code sequences in the C1 direction 1n the third block and
written into the nput data syndrome storage umt 3135 are
zeros, or alternatively that the “error correction 17 in the
cycle T1 was able to correct all of the errors in the code
sequence 1n the C1 direction so that errors are no longer
present 1n the block. By referring to the stored content of the
input data syndrome storage unit 3135, the error correcting
unit 3130 finds that error correction 1n the C2 direction for
the third block 1s unnecessary, and does not perform any
processing for the “error correction 2”7 of this block. The
error correcting unit 3130 imnforms the bus control unit 3180
that no error correction will be performed, so that the second
transfer unit 3160 does not transfer any of the code
sequences 1n the third block from the buffer memory 3110 to
the error correcting unit 3130.

[

In this way, “bullering” and the error correction in the C1
direction (“‘error correction 1) are performed for the same
block 1n parallel, with information regarding the detection of
errors being stored 1n the mput data syndrome storage unit
3135. The error correcting unit 3130 can soon know 1f no
errors are detected in the code sequences 1n the C1 direction
by referring to the input data syndrome storage unit 3135. As
a result, the error correcting unit 3130 can skip the reading of
data that does not require error correction in the C2
direction, thereby avoiding unnecessary data transfers that
involve the butier memory 3110. Conventionally, the follow-
ing three transiers are performed for all data read from an
optical disc:

(1) the storage of data read from an optical disc into a
buiter;

(2) the transier of data from the buffer for error detection
and error correction; and

(3) the transter of data from the buffer to a host computer.

With this third embodiment, however, data that does not
contain any errors only needs to be transferred 1nto the buifer
memory (transfer (1)) and then transferred onward to the
host computer (transfer (3)). Accordingly, such data only
requires two transiers.

FIG. 39 shows the timing chart of FIG. 38 1n more detail.
In FIG. 39, the “error correction 1”” and “error correction 2”
are shown as separate processes 1n the C1 direction and the
C2 direction. In this example, error correction in the C2
direction (“‘error correction 27) 1s only performed for blocks
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for which an error was detected during the error correction
(“error correction 1) in the C1 direction.

During cycle T1, the error correcting unit 3130 performs
error correction (“‘error correction 1”°) for the code sequences
in the C1 direction for the first block that the first transfer
unit 3150 sends from the disc interface unit 3120. When
doing so, the syndrome generating unit 3131 stores the syn-
dromes obtained for all code sequences in the C1 direction 1n
the input data syndrome storage unit 3135.

Here, the error correcting unit 3130 performs error correc-
tion in the C1 direction since the data transfer from the disc
interface unit 3120 to the buifer memory 3110 1s performed
in an order where the product code 1s scanned 1n the row
direction repetitively from the first row to the n,” row. This
means that error correction in the C1 direction 1s simple.

Next, 1n cycle T2 the error correcting unit 3130 performs
the “error correction 17 1n the C1 direction for the second
block and, 1n parallel, performs the “error correction 2” in
the C2 direction for the first block. Here, data for the first
block and the second block 1s sent from the data selecting
unit 3190 according to time division, so that the error cor-
recting unit 3130 performs error correction 1n the C1 direc-
tion for the code sequences of the second block that are
inputted from the disc interface unit 3120 via the data select-
ing unit 3190, and performs error correction in the C2 direc-
tion for the code sequences of the first block that are inputted
from the buifer memory 3110 via the data selecting unit
3190.

Note that when no errors are detected during the correc-
tion 1n the C1 direction or when all of the detected errors in
the C1 direction have been corrected, error correction in the
C2 direction 1s not performed for the first block, 1n the same
way as with the third and fourth blocks. This means that the
code sequences 1n the C2 direction 1n the first block are not
transierred by the second transier unit 3160 from the builer
memory 3110 to the error correcting umt 3130.

FIG. 40 1s a ttiming chart showing the processing of the
error correcting unit 3130 for code sequences 1n the row and
column directions. This drawing corresponds to “error cor-
rection 17 and “error correction 2”” shown at the start of cycle
12 1n the timing chart of FIG. 39. Accordingly, FIG. 40
shows how the error correcting unit 3130 performs the error
correction 1n the C1 direction (“error correction 17°) for the
second block i parallel with the error correction 1n the C2
direction (“‘error correction 2”) for the first block.

In time t1, the syndrome generating unit 3131 calculates
syndromes for the first column in the first block and for the
first row 1n the second block 1n parallel. The syndrome gen-
erating unit 3131 stores the respective results 1n the mput
data syndrome storage unit 31335 and the buifer data syn-
drome storage unit 3136. Note that data 1s sent from the data
selecting unit 3190 that switches between the first row of the
second block and the first column of the first block according
to time division, so that at any given instant, the syndrome
generating unit 3131 will be calculating syndromes for only
one of these code sequences.

In time t2, the syndrome generating unit 3131 calculates
syndromes for the second column in the first block and for
the second row 1n the second block in parallel. Again, the
syndrome generating unit 3131 stores the respective results
in the mput data syndrome storage unit 31335 and the buifer
data syndrome storage unit 3136.

Also 1n time t2, the Euclidean calculation circuit 3132
reads the syndromes for the code sequence of the first row in
the second block from the mput data syndrome storage unit
3135 and uses the read syndromes to perform a Fuclidean
calculation. The Euclidean calculation circuit 3132 notifies
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the chain calculation unit 3133 of the results. After this, the
Euclidean calculation circuit 3132 performs a Euclidean cal-

culation on the code sequence 1n the first column of the first
block, and notifies the chain calculation unit 3133 of the

results.

In the latter half of time t2, the chain calculating unit 3133
performs a chain calculation on the data for the first row of
the second block received from the Euclidean calculation

circuit 3132, and notifies the error data updating unit 3134 of
the results.

In time t3, the syndrome generating unit 3131 calculates
syndromes for the third column 1n the first block and for the
third row 1n the second block in parallel. In parallel, the
Euclidean calculation circuit 3132 performs respective
Euclidean calculations for the code sequence of the second
row 1n the second block and the code sequence 1n the second
column of the first block. Also 1n parallel, the chain calculat-
ing unit 3133 performs respective chain calculations for the
code sequence on the first column of the first block and the
code sequence on the second row of the second block. Also
in time t3, the error data updating unit 3134 updates the error
data 1n the code sequence of the first row 1n the second block
(rewrites the error data in the buffer memory 3110) and then
updates the error data in the code sequence of the first col-
umn 1n the first block.

Hereafter, in each period tn, syndrome calculation,
Euclidean calculation, chain calculation, and error data cor-
rection are performed in parallel for respective code
sequences of one row and one column. Note that in FIG. 40,
the Euclidean calculation, chain calculation, and error data
correction are performed for every row and every column.
This corresponds to the case when an error 1s detected 1n
every code sequence during the calculation of syndromes.
When a code sequence 1s found to contain no errors, Euclid-
ean calculation, chain calculation, and error data correction
are not performed for that code sequence.

As described above, this third embodiment has the error
correction 1n the C1 direction (shown as “error correction 17
in the drawings) performed for data in parallel with the
transier of the same data from the disc interface unit 3120 to
the butfer memory 3110 (shown as “builering”). As a result,
once data has been stored in the buffer memory 3110, the
buffered data does not need to be read from the buifer
memory 3110 to perform error correction on this data in the
C1 direction.

The error correction performed 1n parallel with the buffer-
ing process stores the results (syndromes) of error detection
in the C1 direction 1n the mput data syndrome storage unit
3135. This stored content 1s then referred to, so that when no
errors are detected 1n any of the code sequences 1n the Cl1
direction for a block, unnecessary data transiers that read
data 1n such blocks for which error correction 1 the C2
direction 1s unnecessary can be avoided.

In this third embodiment, data transfer from the butfier
memory 3110 1s not necessary for error correction (1) in the
C1 direction or (2) for error correction in the C2 direction
provided a block does not contain any errors. The error cor-
rection processing can therefore be performed with fewer
accesses to the buffer memory 3110 than were convention-
ally possible. This means that an optical disc reading device
2000 that operates at high speed with lower power consump-
tion can be achieved.

Note that while this third embodiment describes an
example where the error correcting unit 3130 repeatedly per-
forms error correction on one row or one column, the error
correcting unit 3130 may instead perform error correction on
four rows on four columns, for example, as 1 the first
embodiment.
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As an example modification of the third embodiment
where the error correcting unit 3130 performs error correc-
tion for four code sequences in parallel, the error correcting,
unit 3130 may be provided with four syndrome generating,
units and a data distributing unit for distributing data sent
from the buifer memory 3110 on the four syndrome generat-
ing units, like the error correcting unit 3 1n the first embodi-
ment. As a result, a single error correction device can attain
the effects of faster error correction in the first embodiment
achieved due to parallel operation and in the third embodi-

ment achieved by performing error correction in the ClI
direction first.

In the third embodiment, the data selecting unit 3190 and
the syndrome generating unit 3131 detect errors 1n the code
sequences that are respectively sent from the first transfer
unit 3150 and the second transfer unit 3160 according to
time division. Alternatively, by providing two independent
syndrome generating circuits that respectively perform error
detection for a code sequence received from the first transfer
unit 3150 and for a code sequence recerved from the second
transier unit 3160, error detection for two code sequences
can be performed simultaneously in parallel.

The present invention has been explained using the three
embodiments given above, although it should be obvious
that the invention 1s not limited to such. A number of modi-

fications are possible, examples of which are given below.

In the first to third embodiments, the error correction for
one block 1s performed by performing error correction 1n the
C1 direction and error correction in the C2 direction respec-
tively once. However, a further error correction in both the
C1 and C2 directions may be performed. By increasing the
number of executions, the device’s ability to correct errors
can be improved, so that the number of executions of error
correction 1n each direction may be set with consideration to
the number of errors found in the data and the amount of
time allowed for error correction, given the requirements of
other processes.

Other variations of error correction apparatuses can be
achieved by combining features that have been described 1n
different embodiments. As one example, the three DMA
transfers in the second and third embodiments that are
shown 1 FIG. 27 may be scheduled in the same way as 1n
the first embodiment.

The first to third embodiments of the present invention are
disc drive apparatuses that use a DVD-ROM or other optical
disc as a storage medium. The error correction apparatus of
the invention does not apply only to such data storage
apparatuses, and so may naturally be used whenever high-
speed correction of errors 1s required for transterred data. An
example of such a use would be for a relay device used 1n
network communication.

Although the present invention has been tully described
by way of examples with reference to accompanying
drawings, 1t 1s to be noted that various changes and modifi-
cations will be apparent to those skilled in the art. Therefore,
unless such changes and modifications depart from the scope
of the present invention, they should be construed as being
included therein.

What is claimed 1s:

1. An error correcting apparatus that repeatedly performs
calculations that are required for error correction on code
sequences 1n a row direction and a column direction 1n block
code of R rows and L columns, the error correcting appara-
tus comprising;

storing means for storing the block code;

calculating means for performing calculations for correct-

ing errors in the block code 1n unmits of one of (a) one
row and (b) one column; and
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transier means, including
a row direction transierring unit for repeatedly reading
code sequences on R1 (where R1 1s an integer such
that 2=R1<R) rows 1n the block code from the stor-
ing means and transierring the read code sequences
to the calculating means until all R rows have been
read and transferred,
the row direction transferring unit transierring the code
sequences on the R1 rows from the storing means to
the calculating means by repeatedly reading and
transierring sections of L1 consecutive codes (where
L1 1s an integer such that 2=[.1<L) on the R1 rows
in order, shifting a read position by L1 codes after
reading .1 consecutive codes on each of the Rl
rows,

wherein when codes have been transferred by the row
direction transferring unit, the calculating means per-
forms the calculations for the code sequences on the R1
rows 1n parallel, treating the recerved codes as L1-code-
wide sections of the code sequences on different rows
in the R1 rows.

2. The error correcting apparatus of claim 1,

wherein the block code 1s product code, and code
sequences 1n the row direction and column direction
that compose the block code include information codes
and error correction codes,

the calculating means includes:

error detecting means for detecting whether errors are
present 1n a code sequence on one of (a) a row and
(b) a column 1n the block code; and

error code updating means for rewriting, when the error
detecting means has detected at least one error 1n a
code sequence, a code 1n the storing means that cor-
responds to the error using a corrected value,

the row direction transferring unit repeatedly transfers
code sequences to the error detecting means, and

the error detecting means performs error detection for the
code sequences on the R1 rows 1n parallel, treating the
received codes as L1-code-wide sections of the code
sequences on different rows in the R1 rows.

3. The error correcting apparatus of claim 2,

wherein the storing means stores the block code so that
codes on a same row are stored 1n a storage area with
consecutive addresses, and

the row direction transferring unit sequentially reads L1
codes from a storage area with consecutive addresses 1n
the storing means.

4. The error correcting apparatus of claim 3,

wherein the storing means 1s a dynamic random access
memory, and

the row direction transferring unit reads L1 codes from the
storing means using page mode.
5. The error correcting apparatus of claim 4,

wherein the row direction transferring unit transfers codes
by performing direct memory access to the storing
means.

6. The error correcting apparatus of claim 2,

wherein the error detecting means includes:

R1 error detecting units that each perform error detec-
tion for a code sequence on one row 1n the R1 rows;
and

a distributing unit for distributing codes, which are
received from the row direction transferring umit, 1n
L.1-code-wide sections to the R1 error detecting units
1n order,
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wherein the R1 error detecting units are independent of
one another and each perform error detection in parallel
with a transfer of codes by the row direction transier-
ring unit.

7. The error correcting apparatus of claim 6,

wherein each of the R1 error detecting units completes the
error detection for an L1-code-wide section in a time
that 1s shorter than an interval at which L1-code-wide
sections are distributed to the error correcting unit by
the distributing unait.

8. The error correcting apparatus of claim 7,

wherein each of the R1 error detecting units has a product-
sum calculating circuit that calculates a plurality of
syndromes for one code sequence.

9. The error correcting apparatus of claim 2,

wherein when a division of L by L1 results 1n a quotient of
D and a remainder of E, the row direction transierring
unit repeats a transfer of L1-code-wide sections on R1
rows D times, before reading and transferring an
E-code-wide section on each of the R1 rows 1n order to
the error detecting means, and

the error detecting means performs error detection a pre-
determined number of times for L1-code-wide sections
betfore performing error detection for E-code-wide sec-
tions.

10. The error correcting apparatus of claim 2,

wherein the transferring means further includes a column
direction transfer unit for reading code sequences 1n L2
(where L2 1s an integer such that 2=I.2<L) columns 1n
the block code from the storing means and transierring
the read code sequences to the error detecting means
until all L columns have been processed,

the column direction transferring unit transfers all code 1n
the L2 columns from the storing means to the calculat-
ing means by repeatedly reading and transferring sec-
tions of L2 consecutive codes 1n the row direction on
the R rows 1n order, shifting a read position by L2 codes
alter reading all codes 1n the L2 columns,

and when codes have been transierred by the column
direction transierring umt, the error detecting means
performs error detection for the code sequences in the
L.2 columuns 1n parallel, treating the recerved codes as a
series where each code corresponds to a code sequence
in a different column in the L2 columns.

11. The error correcting apparatus of claim 10,

wherein R1 and L2 are such that R1=1.2=;, and the error

detecting means 1ncludes:

1 error detecting units that each perform error detection
for one code sequence; and

a distributing unit for repeatedly distributing each
[.1-code-wide section of codes that 1s recerved from
the row to one of the j error detecting units selected
in order, and for repeatedly distributing each code
that forms part of an L2 code-wide section recerved
from the column to a different error detecting unit in
the 7 error detecting units 1n order,

wherein the j error detecting units are independent of one
another and each detect errors 1n parallel with transter
of codes by the row direction transferring umt and the
column direction transferring unit.

12. The error correcting apparatus of claim 11,

wherein each of the 1 error detecting units completes an
error detection for an L1-code-wide section in a time
that 1s shorter than an interval at which-L1-code-wide
sections are distributed to the error correcting unit by

40

the distributing unit, and completes an error detection
for one code 1n an L2-code-wide section 1n a time that
1s shorter than an mterval at which codes 1n L2-code-
wide sections are distributed to the error correcting unit
by the distributing unit.

13. The error correcting apparatus of claim 12,

wherein R1=L1=L2=.

14. An error correcting apparatus that repeatedly performs

calculations that are required for error correction on code
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code of R rows and L columns,

the error correcting apparatus comprising;:
storing means for storing the block code;
calculating means for performing calculations for cor-
recting errors 1n the block code 1n units of one of (a)
one row and (b) one column; and
transier means, icluding
a column direction transierring unit for repeatedly
reading code sequences on L2 (where R1 1s an
integer such that 2=[.2<L) columns in the block
code from the storing means and transierring the
read code sequences to the calculating means until
all L. columns have been read and transferred,
the column direction transferring unit transferring the
code sequences 1n the L2 columns from the storing
means to the calculating means by repeatedly read-
ing and transferring sections of L2 consecutive codes
on the R rows 1n order, shifting a read position by 1.2
codes after reading all codes 1n the L2 columns,

wherein when codes have been transierred by the column
direction transferring unit, the calculating means per-
forms the calculations for the code sequences in the L2
columns i1n parallel, treating successive codes as
belonging to code sequences 1n different columns in the
L2 columns.

15. The error correcting apparatus of claim 14,

wherein the block code 1s product code, and code
sequences 1n the row direction and column direction
that compose the block code include information codes
and error correction codes,

the calculating means 1ncludes:

error detecting means for performing error detection for
a code sequence on one of (a) arow and (b) a column
in the block code; and

error code updating means for rewriting, when the error
detecting means has detected at least one error 1n a
code sequence, a code 1n the storing means that cor-
responds to the error using a corrected value,

the column direction transferring unmit repeatedly transiers
code sequences to the error detecting means, and

the error detecting means performs error detection for the
code sequences 1n the L2 columns 1n parallel, treating
the recerved codes as a series where each code corre-
sponds to a code sequence 1n a different column 1n the
.2 columns.

16. The error correcting apparatus of claim 15,

wherein the storing means stores the block code so that
codes on a same row are stored 1n a storage area with
consecutive addresses, and

the column direction transferring unit sequentially reads
.2 codes from a storage areca with consecutive
addresses 1n the storing means.

17. The error correcting apparatus of claim 16,

wherein the storing means 1s a dynamic random access
memory, and
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the column direction transferring unit reads L2 codes
from the storing means using page mode.

18. The error correcting apparatus of claim 17,

wherein the column direction transferring unit transfers
codes by performing direct memory access to the stor-

Ing means.

19. The error correcting apparatus of claim 15,
wherein the error detecting means includes:

L2 error detecting units that each perform error detec-
tion for a code sequence in one column 1n the L2
columns; and

a distributing unit for distributing each code that forms
part of an L2 code-wide section recerved from the
column direction transferring unit to a different one
of the L2 error detecting units 1n order,

wherein the L2 error detecting units are independent of
one another and each perform error detection 1n parallel
with a transfer of codes by the column direction trans-
ferring unit.

20. The error correcting apparatus of claim 19,

wherein each of the L2 error detecting units completes the
error detection for one code 1n an L2-code-wide section
in a time that 1s shorter than an interval at which the
distributing unit distributes codes 1n L.2-code-wide sec-
tions to the error correcting unait.

21. The error correcting apparatus of claim 20,

wherein each of the L2 error detecting units has a product-
sum calculating circuit that calculates a plurality of
syndromes for one code sequence.

22. The error correcting apparatus of claim 15,

wherein when a division of L by L2 results 1in a quotient of
D and a remainder of E, the column direction transfer-
ring unit repeats a transfer of L.2-code-wide sections on
R rows D times, before reading and transferring an
E-code-wide section on each of the R rows 1n order, and

the error detecting means performs error detection a pre-
determined number of times for L.2-code-wide sections

betore performing error detection for E-code-wide sec-
tions.

23. An error correcting apparatus that performs error cor-

rection on codes received from a first external apparatus and
outputs the corrected codes to a second external apparatus,

the error correcting apparatus comprising:

storing means including a storage area for storing the
codes;

error detecting means for detecting errors 1n sections of
a predetermined number of codes;

error correcting means for correcting sections, i which
the error detecting means has detected an error, of a
predetermined number of codes 1n the storing means;

first transter means for transierring codes outputted by
the first external apparatus in parallel to the storing
means and to the error detecting means so that the
outputted codes are stored in the storing means and
simultaneously subjected to error detection by the
error detecting means;

second transier means for transferring a section of a
predetermined number of codes, 1n which the error
detecting means has detected an error, from the stor-
ing means to the error correcting means,

third transfer means for transferring a section of a pre-
determined number of codes that does not contain
any uncorrected errors from the storing means to the
second external apparatus; and

transier control means for controlling transters of codes
so that transtfer 1s exclusively performed by one of
the first to third transier means.
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24. The error correcting apparatus of claim 23,

wherein the error detecting means includes a detection
result recording unit that records detection results
showing whether an error exists 1n a section of codes,
and

the error correcting means refers to the detection results 1n
the detection result recording unit and controls the sec-
ond transier means so that only sections of codes for
which the error detecting means has detected an error
are transierred from the storing means to the error cor-
recting means.

25. The error correcting apparatus of claim 24,

wherein the first external apparatus repeatedly outputs
code sequences that form rows 1n block code composed
of R rows by L columns,

the block code 1s product code, and code sequences in the
row direction and column direction that compose the
block code 1include information codes and error correc-
tion codes, and

the error correcting means performs error correction for
code sequences 1n one of (a) a row direction and (b) a
column direction, and when performing error correc-
tion for code sequences in the row direction, refers to
the detection results 1n the detection result recording
unit and controls the second transier means so that only
code sequences 1n the row direction for which the error
detecting means has detected errors are transierred
from the storing means to the error correcting means.

26. The error correcting apparatus of claim 25,

wherein the error detecting means accumulatively stores
detection results 1n the detection result recording unit
for all code sequences 1n the row direction that com-
pose one set of block code, and

when performing error correction for code sequences 1n
the column direction, the error correcting means refers
to the detection results in the detection result recording
unit and controls the second transier means so that the
second transfer means transfers code sequences in the
column direction 1n a block from the storing means to
the error correcting means only 1f the error detecting
means has detected at least one error 1n the block.

277. The error correcting apparatus of claim 23,

wherein the second transier means includes a row direc-
tion transierring unit for repeatedly reading code
sequences on R1 (where R1 1s an integer such that
2=R1<R) rows where errors have been detected from
the storing means and transferring the read code
sequences to the error correcting means, until no code
sequences on rows that contain errors remain in the

block code,

the row direction transferring unit transifers the code
sequences on the R1 rows from the storing means to the
calculating means by repeatedly reading and transier-
ring sections of L1 consecutive codes (where L1 1s an
integer such that 2=I.1<L) on the R1 rows 1n order,
shifting a read position by L1 codes after reading L1
consecutive codes on each of the R1 rows, and

when codes have been transiferred by the row direction
transterring unit, the error correcting means performs
the calculations for the code sequences on the R1 rows
in parallel, treating the received codes as LL1-code-wide
sections of the code sequences on different rows 1n the
R1 rows.

28. The error correcting apparatus of claim 27,

wherein the second transter means further include s a col-
umn direction transierring unit for repeatedly reading
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code sequences 1n L2 (where L 1s an integer such that
2=[2<L) columns 1n a block where an error has been
detected from the storing means and transferring the
read code sequences to the error correcting means, until
code sequences 1n all L columns have been transferred,

the column direction transferring unit transiers all code 1n
the L2 columns from the storing means to the error
correcting means by repeatedly reading and transier-
ring sections of L2 consecutive codes 1n the row direc-
tion on the R rows 1n order, shifting a read position by
L.2 codes aiter reading all codes 1n the L2 columns, and

when codes have been transierred by the column direction
transierring unit, the error correcting means performs
error detection for the code sequences in the L2 col-
umuns 1n parallel, treating the received codes as a series
where each code corresponds to a code sequence 1 a
different column 1n the L2 columns.

29. The error correcting apparatus of claim 23,

wherein transfer of codes from the first external apparatus
to the storing means by the first transfer means, transier
of codes from the storing means to the error correcting
means by the second transfer means, and transfer of
codes from the storing means to the second external
apparatus by the third transfer means are all transfers
that are accompanied by direct memory access (DMA)
to the storing means,

the transfer control means has DMA transfer by the first
transier means performed with a highest priority out of
DMA transiers by the first to third transfer means, and

when DMA transfer by the first transier means becomes
necessary, the transter control means has DMA transier
performed by the first transier means immediately 1
DMA transier 1s not presently being performed by any
of the first to third transfer means and, if DMA transfier
1s presently being performed by one of the first to third
transier means, allows a present DMA transier to end
before having DMA transier performed by the first
transier means.

30. The error correcting apparatus of claim 29,

wherein the transfer control means has DMA transier per-
formed by the second transier means with a lowest pri-
ority out of the first to third transfer means, so that
when DMA transier by the second transfer means
becomes necessary, the transier control means only has
DMA transier performed by the second transfer means
if DMA transier 1s not being performed by any of the
first to third transfer means.

31. The error correcting apparatus of claim 30,

wherein the error correcting means specifies an error code
in a code sequence transferred by the second transfer
means and then rewrites a corresponding error code in
the storing means under control by the transier control
means, the transier control means only allowing the
error correcting means to rewrite the corresponding
error 1 DMA transfer 1s not being performed by any of
the first to third transier means.

32. An error correcting apparatus that performs error cor-

rection on codes recerved from a first external apparatus and
outputs the corrected codes to a second external apparatus,

the error correcting apparatus comprising:

storing means including a storage area for storing the
codes;

error correcting means for detecting error codes 1n sec-
tions of a predetermined number of codes and cor-
recting the error codes 1n the storing means;

code selecting means for selecting one of codes sent
from the first external apparatus and codes sent from

10

15

20

25

30

35

40

45

50

55

60

65

44

the storing means and sending the selected codes to
the error correcting means to have the error correct-
ing means perform error detection and error correc-
tion on the selected codes:
first transter means for transierring codes outputted by
the first external apparatus in parallel to the storing
means and the code selecting means so that the out-
putted codes are stored in the storing means and
simultaneously selected by the code selecting means
and sent to the error correcting means where error
detection and error correction are performed on the
transferred codes;
second transier means for transferring a section of a
predetermined number of codes from the storing
means to the code selecting means so that the error
correcting means performs error detection and error
correction on the transferred codes;
third transier means for transferring a section of a pre-
determined number of codes that do not contain any
uncorrected errors from the storing means to the sec-
ond external apparatus; and
transier control means for controlling transiers of codes
so that transier 1s exclusively performed by one of
the first to third transfer means.
33. The error correcting apparatus of claim 32,

wherein the first external apparatus repeatedly outputs
code sequences that form rows 1n block code composed
of R rows by L columuns,

the block code 1s product code, and code sequences 1n the
row direction and column direction that compose the
block code 1include information codes and error correc-
tion codes,

the first transfer means transiers code sequences 1n a row
direction that are repeatedly outputted by the first exter-
nal apparatus in parallel to the storing means and the
code selecting means to have the code sequences stored
in the storing means and simultaneously selected by the
code selecting means and sent to the error correcting
means where error detection and error correction are
performed on the transferred code sequences, and

the second transfer means transiers code sequences in the
column direction 1n the block code to the code selecting
means so that the code sequences are selected by the
code selecting means and sent to the error correcting
means where error detection and error correction are
performed for the code sequences.

34. The error correcting apparatus of claim 33,

wherein the error correcting means includes:

an error detecting unit for detecting whether error codes
are present 1n a code sequence on one of (a) one row
and (b) one column; and

an error updating unit for updating, when the error
detecting unit finds an error code, a code in the stor-
ing means that corresponds to the error code using a
corrected value,

the error detecting unit includes:

a row direction detection result recording unit for
recording results of error detection for code
sequences 1n the row direction that are transferred by
the first transfer means from the first external appara-
tus to the error detecting unit; and

a column direction detection result recording unit for
recording results of error detection for code
sequences 1n the column direction that are trans-
terred by the second transfer means from the storing
means to the error detecting unit, and
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the error code updating unit uses the detection results 1n
the row direction detection result recording unit and 1n
the column direction detection result recording unit to
update codes 1n the storing means.

35. The error correcting apparatus of claim 34,

wherein when performing error detection in the row
direction, the error detecting unit accumulates detection
results for all code sequences 1n the row direction that
compose one set of block code i the row direction
detection result recording unit, and when performing
error detection 1in the column direction, the error detect-
ing unit refers to the detection results recorded in the
row direction detection result recording unit and con-
trols the second transfer means so that only code
sequences 1n the column direction that compose a set of
block code that contains an error are sent from the stor-
ing means to the error correcting means.

36. The error correcting apparatus of claim 35,

wherein the transfer control means has

(a) a transfer of a code sequence of one row from the
first external apparatus to the storing means by the
first transfer means, and

(b) a transfer of a code sequence for one column from
the storing means to the code selecting means by the
second transfer means executed alternately 1n units
of parts of the transferred code sequences,

the error detecting unit switches between
(1) error detection for a code sequence 1n the row direc-
tion sent from the first external apparatus by the first
transier means and
(1) error detection for a code sequence 1n the column
direction sent from the storing means by the second
transfer means

in units of parts of the code sequences so as to perform
error detection for code sequences 1n the row direction
and code sequences 1n the column direction in parallel,
the error detecting unit storing results of the error
detection 1n the row direction in the row direction
detection result recording unit and results of the error
detection 1n the column direction 1n the column direc-
tion detection result recording unit, and

the error code updating unit sequentially refers to the
detection results recorded 1n the row direction detection
result recording unit and 1n the column direction detec-
tion result recording unit and successively updates error
codes 1n the storing means 1n the row direction and
error codes 1n the storing means in the column direc-
tion.

37. The error correcting apparatus of claim 32,

wherein the second transfer means includes a column
direction transferring unit for repeatedly reading code
sequences 1n L2 (where L2 1s an integer such that
2=[.2<L) columns in a block and transferring the read
code sequences to the error correcting means via the
code selecting means until all L columns 1n the block
code have been transterred,

the column direction transferring unit transfers the code
sequences 1n the L2 columns from the storing means to
the code correcting means by repeatedly reading and
transierring sections of .2 consecutive codes 1n the row
direction on the R rows 1n order, shifting a read position
by L2 codes after reading all codes 1in the L.2 columns,
and

when codes have been transferred by the column direction
transferring unit, the error correcting means performs
error correction for the code sequences 1n the L2 col-
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umuns 1n parallel, treating the received codes as a series
where each code corresponds to a code sequence 1n a
different column 1n the L2 columns.

38. The error correcting apparatus of claim 32,

wherein transier of codes from the first external apparatus
to the storing means by the first transfer means, transier
of codes from the storing means to the error correcting,
means via the code selecting means by the second
transier means, and transier of codes from the storing
means to the second external apparatus by the third
transier means are all transters that are accompanied by
direct memory access (DMA) to the storing means,

the transier control means has DMA transfer by the first
transier means performed with a highest priority out of
DMA transters by the first to third transfer means, and

when DMA transfer by the first transfer means becomes
necessary, the transier control means has DMA transfier
performed by the first transier means immediately 11
DMA transier 1s not presently being performed by any
of the first to third transfer means and, 1f DMA transfer
1s presently being performed by one of the first to third
transier means, allows a present DMA transier to end
before having DMA transier performed by the first
transfer means.

39. The error correcting apparatus of claim 38,

wherein the transfer control means has DMA transier per-
formed by the second transter means with a lowest pri-
ority out of the first to third transfer means, so that
when DMA transfer by the second transfer means
becomes necessary, the transier control means only has
DMA transfer performed by the second transfer means
if DMA transfer 1s not being performed by one of the
first transier means the third transier means.

40. The error correcting apparatus of claim 39,

wherein the transier control means only allows the code
updating unit to rewrite codes 1n the storing means 1
DMA transier 1s not being performed by any of the first
to third transfer means.

41. An error correcting method that rvepeatedly performs

calculations that are vequived for error correction on code
sequences in a vow dirvection orv a column direction in block
code of R rows and L columns, the evvor correcting method

comprising the steps of:

storing the block code in a memory;

calculating, using a calculating unit, a calculation for
correcting ervors on codes of one vow ov one column in

the block code; and

repeatedly reading, using a vow direction transferving
unit, code sequences on Rl (where Rl is an integer such
that 2=RI1<R) rows in the block code from the memory
and transferving the read code sequences to the calcu-
lating unit until all R rows have been read and
transferred,

transferving, using the vow direction transferving unit,
code sequences on the RI rows from the memory to the
calculating unit by repeatedly reading and transferving
sections of L1 consecutive codes (where L1 is an inte-
ger such that 2=LI1<L) on the Rl rows in ovder, and
shifting, using the row divection transferrving unit, a
read position by L1 columns after reading L1 consecu-
tive codes on each of the RI rows,

wherein the step of transferring code sequences, using the
row direction transferving unit, and the step of
calculating, using the calculating unit, the calculations
for the code sequences in the R1 rows, are performed in
parallel.
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42. The error correcting method of claim 41,

wherein when codes have been transferrved by the row
divection transferring unit, performing, using the cal-
culating unit, the calculations for the code sequences
on the RI1 rows by time division, treating the received
codes as LI-code-wide sections of the code sequences
on differvent rows in the RI rows.

43. The error correcting method of claim 41,

wherein the block code is product code.
44. The error correcting method of claim 43,

wherein code sequences in the vow dirvection and column
dirvection that compose the block code include informa-
tion codes and ervor correction codes, and

wherein the step of calculating, using the calculating unit,
includes the steps of.
performing error detection, using an errvor detecting
unit, a code sequence on one of (a) a row and (b) a
column in the block code; and
rewriting, using an errorv code updating unit, when the
error detecting means has detected at least one error
in a code sequence, a code in the memory that corre-
sponds to the evror using a corrected value,
repeatedly transferring, using the row divection trans-
ferring unit, code sequences to the ervor detecting
unit, and
performing ervorv detection, using the ervorv detecting
unit, for the code sequences on the RI rows in
parallel, treating the veceived codes as L1-code-wide
sections of the code sequences on diffevent rows in
the RI rows.
45. The error correcting method of claim 44,

wherein the block code is stored in the memory so that
codes on a same row are stoved in a storage area with
consecutive addresses, and

further including the step of sequentially veading, using
the vow direction transferving unit, L1 codes from a
storage area with consecutive addresses in the memory.
46. The error correcting method of claim 45,

whevrein the memory is a dynamic vandom access memory,
and

further including the step of reading, using the vow direc-
tion transferving unit, L1 codes from the memory using

page mode.
47. The error correcting method of claim 46,

wherein the row divection transferving unit transfers
codes by performing direct memory access to the
Memory.

48. The error correcting method of claim 44,

wherein the step of performing error detection, using an
error detecting unit, includes the steps of.

performing error detection, using RI error detecting
units, for a code sequence on one vow in the Rl rows;
and

distributing, using a distributing unit, codes which are
received from the vow direction transferring unit, in
L1-code-wide sections to the RI ervor detecting units in

order,

wherein the RI ervorv detecting units arve independent of

one another and each perform ervor detection in paral-
lel with a transfer of codes by the row direction trans-
Jerring unit.

49. The error correcting method of claim 48,

wherein each of the R1 evrvor detecting units completes the
error detection for an Ll-code-wide section in a time
that is shorter than an interval at which LI-code-wide
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sections ave distributed to the errvor correcting unit by
the distributing unit.
50. The error correcting method of claim 49,

wherein each of the Rl error detecting units has a
product-sum calculating circuit that calculates a plu-
rality of syndromes for one code sequence.

51. The error correcting method of claim 44,

repeating, using the row divection transferring unit, a
transfer of L1-code-wide sections on RI rows D times,
before reading and transferring an E-code-wide section
on each of the RI vows in order to the ervor detecting
unit when a division of L by L1 results in a quotient of D
and a remainder of E, and

performing error detection, using the evvor detecting unit,

for a predetermined number of times for L1-code-wide
sections before performing ervor detection for E-code-
wide sections.

52. The error correcting method of claim 44,

wherein the step of transferring, using the row direction

transferring unit, includes.:

reading, using a column divection transfer unit, code
sequences in L2 (wheve L2 is an integer such that
2=L2<L) columns in the block code from the
memory and transferring the vead code sequences to
the error detecting unit until all L columns have been
processed,

the column divection transferring unit transfers all code
in the L2 columns from the memory to the calculating
unit by repeatedly reading and transferving sections
of L2 consecutive codes in the vow direction on the R
rows in ovder, shifting a read position by L2 codes
after reading all codes in the L2 columns, and

performing ervor detection, using the ervor detecting
unit, for the code sequences in the L2 columns in
parallel, treating the received codes as a series
where each code corresponds to a code sequence in a
different column in the L2 columns when codes have
been transferred by the column dirvection transfer-
ving unit.

53. The error correcting method of claim 52,

wherein Rl and L2 are such that RI=1L2=j, and the step of
performing error detection, using the errvor detecting
unit, includes:
performing evror detecting, using j evvor detecting units
that each perform ervor detection for one code
sequence; and
repeatedly distributing, using a distributing unit, each
L1-code-wide section of codes that is received from
the vow to one of the j evvor detecting units selected
in order. and
repeatedly distributing, using the distributing unit, each
code that forms part of an L2 code-wide section
received from the column to a different error detect-
ing unit in the j ervor detecting units in order,
wherein the j error detecting units arve independent of
one another and each detect errors in parallel with
transfer of codes by the rvow direction transferring
unit and the column direction transferring unit.
54. The error correcting method of claim 53,

wherein each of the j error detecting units completes an
error detection for an Ll-code-wide section in a time
that is shorter than an interval at which L1-code-wide
sections ave distributed to the errvorv correcting unit by
the distributing unit, and completes an evvor detection
for one code in an L2-code-wide section in a time that
is shorter than an interval at which codes in L2-code-
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wide sections are distributed to the error correcting
unit by the distributing unit.
55. The error correcting method of claim 54,
wherein RI1=L1=L2=j.
56. An error correcting method that vepeatedly performs
calculations that are vequirved for errov correction on code

sequences in a vow divection ov a column dirvection in block
code of R rows and L columns,

the error correcting method comprising the steps of:
storing the block code in a memory;
calculating, using a calculating unit, a calculation for

correcting errors on codes of one vow or one column
in the block code; and

repeatedly reading, using a column direction transfer-
ring unit, code sequences on L2 (where L2 is an inte-
ger such that 2 L2<L) columns in the block code from
the memory and transfers the read code sequences to

the calculating unit until all L columns have been
read and transferrved,

transferring, using the column divection transferving
unit, code sequences in the L2 columns from the
memory to the calculating unit by vepeatedly reading
and transferring sections of L2 consecutive codes on
the R vrows in order, and shifting, using the column
dirvection transferring unit, a read position by L2 col-
umns after veading all codes in the L2 columns,

wherein the step of transferring code sequences, using
the column dirvection transferring unit, and the step
of calculating, using the calculating unit, the calcu-
lations for the code sequences in the L2 columns, are
performed in parallel.

57. The error correcting method of claim 56,

wherein when codes have been transferred by the column
divection transferving unit, the calculating unit per-
Jorms the calculations for the code sequences in the L2
columns by time division, treating successive codes as
belonging to code sequences in different columns in the
L2 columns.

58. The error correcting method of claim 56,

whevrein the block code is product code.
59. The error correcting method of claim 56,

wherein code sequences in the row direction and column
dirvection that compose the block code include informa-
tion codes and error correction codes,

whevrein the step of calculating, using the calculating unit

includes the steps of:

performing error detection, using an ervvor detecting
unit, a code sequence on one of (a) a row and (b) a
column in the block code; and

rewriting, using an error code updating unit for
rewriting, when the error detecting unit has detected
at least one error in a code sequence, a code in the
memory that corresponds to the errvor using a cor-
rected value,

repeatedly transferrving, using the column divection
transferring unit, code sequences to the evvor detect-
ing unit, and

performing ervor detection, using the ervor detecting
unit performs, for the code sequences in the L2 col-
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umns in parallel, treating the rveceived codes as a

series where each code corresponds to a code

sequence in a different column in the L2 columns.
60. The error correcting method of claim 59,

wherein the block code is stoved in the so that codes on a
same vow are storved in a storage avea with consecutive
addresses, and

further including the step of sequentially reading, using
the column direction transferrving unit, L2 codes from a
storage area with consecutive addresses in the memory.

61. The error correcting method of claim 60,

wherein the memory is a dynamic random access memory,
and

further including the step of reading, using the column
divection transferving unit, L2 codes from the memory
using page mode.

62. The error correcting method of claim 61,

wherein the column divection transferring unit transfers
codes by performing direct memory access to the

MEemory.
63. The error correcting method of claim 59,

wherein the step of performing errvor detection, using the
error detecting unit, includes the steps of.
performing ervor detection, using L2 error detecting
units, for a code sequence in one column in the L2
columns; and
distributing, using a distributing unit, each code that
Jorms part of an L2 code-wide section received from
the column direction transferring unit to a different
one of the L2 errvor detecting units in ovder,
whevrein the L2 error detecting units are independent of
one another and each perform error detection in par-
allel with a transfer of codes by the column dirvection
transferring unit.
64. The error correcting method of claim 63,

wherein each of the L2 evvor detecting units completes the
error detection for one code in an L2-code-wide section
in a time that is shorter than an interval at which the
distributing unit distributes codes in L2-code-wide sec-
tions to the evror correcting unit.

65. The error correcting method of claim 64,

wherein each of the L2 ervor detecting units has a
product-sum calculating circuit that calculates a plu-
rality of syndrvomes for one code sequence.

66. The error correcting method of claim 59,

wherein when a division of L by L2 results in a guotient of
D and a remainder of E, the column divection transfer-
ving unit repeats a transfer of L2-code-wide sections on
R rows D times, before reading and transferring an
E-code-wide section on each of the R vows in ovder, and

the error detecting unit performs ervor detection a prede-
termined number of times for L2-code-wide sections
before performing ervor detection for E-code-wide sec-
tions.
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