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GPS-ENHANCED SYSTEM AND METHOD
FOR AUTOMATICALLY CAPTURING AND
CO-REGISTERING VIRTUAL MODELS OF A
SITE

Matter enclosed in heavy brackets [ ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue.

CROSS REFERENCE TO RELATED
APPLICATIONS

[The application] Notice: More than one reissue applica-
tion has been filed for the reissue of Pat. No. 6,759,979. The
reissue applications are application No. 11/480,248 (the
present application filed on Jun. 30, 20006) and application
No. 12/362,954 (filed on Jan. 30, 2009), all of which are
reissue ov divisional reissue applications of Pat. No. 6,759,
979. The present application is a reissue application of U.S.
Pat. No. 6,759,979 (application No. 10/348,275), which
claims the benefit of U.S. Provisional Application No.
60/350,860, filed on Jan. 22, 2002, for “System and Method
for Generating 3-D Topographical Visualizations,” with
inventors Munish Vashisth and James U. Jensen, [which]
each application [is] identified above being incorporated
herein by this reference 1n 1ts entirety.

BACKGROUND

1. Field of the Invention

The present invention relates generally to three-
dimensional modeling. More specifically, the present mnven-
tion relates to a system and method for capturing three-
dimensional virtual models of a site that can be co-registered
and visualized within a computer system.

2. Description of Related Background Art

Lidar (light detection and ranging) uses laser technology
to make precise distance measurements over long or short
distances. One application of lidar 1s the range scanner, or
scanning lidar. In a typical range scanner, a lidar 1s mounted
on a tripod equipped with a servo mechanism that continu-
ously pans and tilts the lidar to scan a three-dimensional
area. During the scanning process, the lidar makes repeated
range measurements to objects 1n its path. The resulting
range data may be collected and serve as a rough model of
the scanned area.

Physical limitations of the range scanner constrain the
maximum resolution of the range data, which decreases with
distance from the range scanner. At large distances, the range
scanner may not be able to discern surface details of an
object. A lack of continuous spatial data (gaps between
points) and a lack of color attributes are significant limita-
tions of conventional range scanners. Furthermore, a range
scanner only scans objects within the lidar’s line-of-sight.
As a result, no data 1s collected for the side of an object
opposite to the lidar or for objects obscured by other objects
(“occlusions™).

To obtain a more complete and accurate model, the range
scanner can be moved to other scanning locations 1n order to
scan the same area from different perspectives and thereby
obtain range data for obscured objects. Thereafter, the result-
ing sets of range data can be merged 1nto a single model.

Unfortunately, the merging of sets of range data 1s not
automatic. Human decision-making 1s generally required at
several steps 1n the merging process. For instance, a human
surveyor 1s typically needed to determine the relative dis-
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tances between the range scanning locations and the scanned
area. Furthermore, a human operator must manually 1dentity
points 1n common (“fiducials™) between multiple sets of
range data in order to align and merge the sets 1into a single
model. Such 1dentification 1s by no means easy, particularly
in the case of curved surtaces. The need for human decision-
making increases the cost of modeling and the likelihood of
error 1n the process.

SUMMARY OF THE INVENTION

A system for capturing a virtual model of a site includes a
range scanner for scanning the site to generate range data
indicating distances from the range scanner to real-world
objects. The system also includes a global positioning sys-
tem (GPS) receiver coupled to the range scanner for acquir-
ing GPS data for the range scanner at a scanning location. In
addition, the system includes a communication interface for

outputting a virtual model comprising the range data and the
GPS data.

The system may further include a transformation module
for using the GPS data with orientation information, such as
bearing, for the range scanner to automatically transform the
range data from a scanning coordinate system to a modeling
coordinate system, where the modeling coordinate system 1s
independent of the scanning location. A co-registration mod-
ule may then combine the transformed range data with a
second set of transformed range data for the same site gener-
ated at a second scanning location.

The system also includes a digital camera coupled to the
range scanner for obtaining digital images of the real-world
objects scanned by the range scanner. The system may asso-
ciate the digital images of the real-world objects with the
corresponding range data in the virtual model.

A system for building a virtual model of a site includes a
communication interface for receiving a first set of range
data indicating distances from a range scanner at a first loca-
tion to real-world objects. The communication interface also
receives a lirst set of GPS data for the range scanner at the
first location. The system further includes a transformation
module for using the first set of GPS data with orientation
information for the range scanner to automatically transform
the first set of range data from a first local coordinate system
to a modeling coordinate system.

A system for modeling an object includes a range scanner
for scanming an object from a {irst vantage point to generate a
first range 1mage. The system further includes a GPS
receiver for obtaining GPS readings for the first vantage
point, as well as a storage medium for associating the first
range 1mage and the GPS readings within a first virtual
model.

The range scanner may re-scan the object from a second
vantage point to generate a second range 1mage. Likewise,
the GPS recerver may acquire updated GPS readings for the
second vantage point, after which the storage medium asso-
ciates the second range image and the updated GPS readings
within a second virtual model. A transformation module
then employs the GPS readings of the virtual models with
orientation information for the range scanner at each loca-
tion to automatically transform the associated range images
from local coordinate systems referenced to the vantage
points to a single coordinate system independent of the van-
tage points.

BRIEF DESCRIPTION OF THE DRAWINGS

Non-exhaustive embodiments of the invention are
described with reference to the figures, in which:
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FIG. 1 1s a high-level overview of a system for capturing
and co-registering virtual models;

FI1G. 2 1s a detailed block diagram of the system of FIG. 1;

FI1G. 3 1s a schematic illustration of capturing one or more
virtual models of a site at each of a number of positions or
vantage points;

FIG. 4 1s a schematic 1llustration of three sets of range
data;

FIG. 5 1s a representation of a scanning coordinate sys-
tem;

FIG. 6 1s a schematic illustration of transforming range
data from various scanning coordinate systems to a single
modeling coordinate system;

FIG. 7 1s a schematic illustration of generating a com-
bined or transformed virtual model;

FIG. 8 1s a schematic illustration of generating a merged
virtual model;

FIG. 9 1s a schematic illustration of generating an
interactive, three-dimensional visualization;

FIG. 10 1s a flowchart of a method for capturing and
co-registering virtual models of a site; and

FIG. 11 1s a schematic illustration of generating an area
model based on scans of multiple sites.

DETAILED DESCRIPTION

Reference 1s now made to the figures in which like refer-
ence numerals refer to like elements. For clarity, the first
digit of a reference numeral indicates the figure number 1n
which the corresponding element 1s first used.

In the following description, numerous specific details of
programming, soitware modules, user selections, network
transactions, database queries, database structures, etc., are
provided for a thorough understanding of the embodiments
of the mnvention. However, those skilled in the art will recog-
nize that the invention can be practiced without one or more
of the specific details, or with other methods, components,
materials, etc. In some cases, well-known structures,
materials, or operations are not shown or not described in
detail to avoid obscuring aspects of the invention.
Furthermore, the described features, structures, or character-
1stics may be combined in any suitable manner 1n one or
more embodiments.

FIG. 1 1s a high-level overview of a modeling system 100
according to an embodiment of the invention. A range scan-
ner 102 includes a lidar 103 for scanning a site 104 to gener-
ate range data, 1.¢., distance measurements from the range
scanner 102 to real-world objects within the site 104. The
site 104 may be any indoor or outdoor three-dimensional
region that includes one or more objects to which distance
measurements can be made using the lidar 103.

The location and dimensions of the site 104 may be
defined by an operator 105 using a control device, such as a
personal data assistant (PDA) 106, computer 108, or the like,
which may communicate with the range scanner 102 using
any wired or wireless method. The operator 105 may
specily, for mstance, the degree to which the range scanner
102 pans and tilts during scanning, effectively determining
the dimensions of the site 104.

In one embodiment, the range scanner 102 1s equipped
with a high-resolution, high-speed digital camera 110 for
obtaining digital images of the site 104 during the scanning
process. As explained more fully below, the digital images
may be later used to apply textures to a polygon mesh cre-
ated from the range data, providing a highly realistic three-
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dimensional visualization 112 of the site 104 for display on a
computer monitor 114 or other display device.

The range scanner 102 also includes a global positioning
system (GPS) recerver 116 for acquiring GPS data relative to
the range scanner 102 at the location of scanning. The GPS
data may include, for example, the latitude, longitude, and
altitude of the range scanner 102. In other embodiments, the
GPS data may include Universal Transverse Mercator
(UTM) coordinates, Earth-Centered/Earth-Fixed (ECEF)
coordinates, or other Farth-based locators. A GPS receiver
116 relies on three or more orbiting satellites 118 for trian-
gulation and, 1n some configurations, can provide readings
accurate to within a few centimeters.

In one embodiment, the range scanner 102 sends the range
data, digital images, and GPS data to a computer 108, where
they are used to create the visualization 112. The visualiza-
tion 112 may be interactive, e.g., a user may “walk through”
the site 104 depicted in the visualization 112. In addition, the
user may delete or move objects depicted 1n the visualization
112 or modity the visualization 112 in other ways. Such
visualizations 112 are highly beneficial in the fields of
architecture, landscape design, land use, erosion control, etc.

FIG. 2 1s a detailed block diagram of the system 100 of
FIG. 1. As noted above, the range scanner 102 includes a
lidar 103, a digital camera 110, and a GPS recerver 116. The
lidar 103 may be embodied, for instance, as an LMS 291,
available SICK AG of Waldkirch, Germany, although vari-

ous other models are contemplated.

The digital camera 110 may include a PowerShot G2™
camera available from Canon, Inc. In one configuration, the
digital camera 110 1s capable of capturing images with a
resolution of 2272x1704 pixels at a rate of approximately
2.5 mmages per second. The digital camera 110 may be
included within, attached to, or otherwise integrated with the
range scanner 102. In alternative embodiments, the range
scanner 102 includes multiple digital cameras 110.

The GPS receiver 116 may be embodied as a standard
mapping-grade recerver, which may support L-band ditfer-
ential GPS (DGPS). Where higher accuracy 1s needed,
survey-grade recervers may be used, such as a carrier phase
(CPH) or real-time kinematic (RTK) GPS. In such
embodiments, a base station (not shown) having a known
Earth location broadcasts an error correction signal that 1s
used by the GPS receiver 116 to achieve accuracy to within a
few centimeters. An example of a suitable GPS receiver 116
1s the ProMark2™ survey system available from Ashtech,
Inc. of Santa Clara, Calif. Like the digital camera 110, the
GPS recewver 116 may be included within, attached to, or
otherwise integrated with the range scanner 102.

The range scanner 102 may also include one or more ori-
entation 1ndicator(s) 202 for providing information about the
orientation of the range scanner 102 with respect to the
Earth. For example, one indicator 202 may provide a bearing
or heading (azimuth) of the range scanner 102. Azimuth 1s
typically expressed as a horizontal angle of the observer’s
bearing, measured clockwise from a referent direction, such
as North. A bearing indicator 202 may be embodied, for
instance, as a high-accuracy compass capable of digital out-
put.

Some GPS receivers 116 may include compasses,
gyroscopes, nertial navigation systems, etc., for providing
highly accurate bearing and/or other orientation information.
For example, the ProMark2™ survey system described
above provides an azimuth reading. Similarly, a bearing may
be obtained indirectly from GPS readings, since two precise
GPS coordinates define a bearing. Thus, the orientation 1ndi-
cator 202 need not be separate component.
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In certain implementations, an mdicator 202 may provide
the t1lt or inclination of the range scanner 102 with respect to
the Earth’s surface. For example, the range scanner 102 may
be tilted with respect to one or two axes. For simplicity,
however, the following exemplary embodiments assume that
the range scanner 102 1s level prior to scanning.

As depicted, the range scanner 102 further includes a
servo 203 for continuously changing the bearing and/or tilt
of the range scanner 102 to scan a selected site 104. The
servo 203 may include high-accuracy theodolite-type optical
or electronic encoders to facilitate high-resolution scanning.

In one embodiment, the servo 203 only tilts the range
scanner 102, while a continuously rotating prism or mirror
performs the panning or rotation function. Alternatively, the
range scanner 102 could be mounted at a 90° angle, 1n which
case the servo 203 1s used for panning. Thus, any appropriate
mechanical and/or electronic means, such as stepper motors,
diode arrays, etc., may be used to control the bearing and/or
t1lt of the range scanner 102 within the scope of the mmven-
tion.

In one embodiment, the servo 203, as well as the other
components of the range scanner 102, are directed by a con-
troller 204. The controller 204 may be embodied as a
microprocessor, microcontroller, digital signal processor
(DSP), or other control device known 1n the art.

The controller 204 1s coupled to a memory 206, such as a
random access memory (RAM), read-only memory (ROM),
or the like. In one configuration, the memory 206 1s used to
buifer the range data, digital images, and GPS data during
the scanning process. The memory device 206 may also be
used to store parameters and program code for operation of
the range scanner 102.

In addition, the controller 204 1s coupled to a control inter-
face 208, such as an infrared (IR) receiver, for receiving
IR-encoded commands from the PDA 106. Various other
control interfaces 208 may be used, however, such as an
802.11b interface, an RS-232 interface, a universal serial bus
(USB) interface, or the like. As previously noted, the PDA
106 15 used to program the range scanner 102. For example,
the PDA 106 may specily the size of the site 104 to be
scanned, the resolution of the range data and digital images
to be collected, etc.

The controller 204 1s also coupled to a commumnication
interface 210 for sending the captured range data, digital
images and GPS data to the computer 108 for further pro-
cessing. The communication interface 210 may include, for
instance, an Ethernet adapter, a IEEE 1349 (Flrewwe)
adaptor, a USB adaptor, or other high-speed communication
interface.

The communication imterface 210 of the range scanner
102 1s coupled to, or in communication with, a similar com-
munication interface 212 within the computer 108. The com-
puter 108 may be embodied as a standard IBM-PC™ com-

patible computer running a widely-available operating
system (OS) such as Windows XP™ or Linux™.,

The computer 108 also includes a central processing unit
(CPU) 214, such as an Intel™ x86 processor. The CPU 214
1s coupled to a standard display interface 216 for displaying
text and graphics, including the visualization 112, on the
monitor 114. The CPU 214 1s further coupled to an input
interface 218 for receiving data from a standard input device,
such as a keyboard 220 or mouse 222.

The CPU 214 1s coupled to a memory 224, such as a
RAM, ROM, or the like. As described in greater detail
hereafter, the memory 224 includes various software mod-
ules or components, including a co-registration module 228,
transformation module 229, a merging module 230, and a
visualization module 232. The memory 224 may further

include various data structures, such as a number of virtual
models 234.
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Briefly, the co-registration module 228 automatically
co-registers sets of range data from different views (e.g.,
collected from different vantage points) using the GPS data
and orientation mformation. Co-registration places the sets
of range data 302 within the same coordinate system and
combining the sets mnto a single virtual model 234. In
addition, co-registration may require specific calibration of

instruments for parallax and other idiosyncrasies.

The transformation module 229 performs the necessary
transformations to convert each set of range data from a local
scanning coordinate system referenced to a particular scan-
ning location to a modeling coordinate system that 1s inde-
pendent of the scanming location. Since transformation 1s
typically part of co-registration, the transformation module
229 may be embodied as a component of the co-registration
module 228 1n one embodiment.

The merging module 230 analyzes the range data 302 to
correct for errors 1n the scanning process, eliminating gaps,
overlapping points, and other incongruities. Thereafter, the
visualization module 232 produces the interactive, three-
dimensional visualization 112, as explained in greater detail
below.

In alternative embodiments, one or more of the described
modules may be implemented using hardware or firmware,
and may even reside within the range scanner 102. Thus, the
invention should not be construed as requiring a separate
computer 108.

In one configuration, the computer 108 includes a mass

storage device 236, such as a hard disk drive, optical storage
device (e.g., DVD-RW), or the like, which may be used to

store any of the above-described modules or data structures.
Hence, references herein to “memory” or “storage media”
should be construed to include any combination of volatile,
non-volatile, magnetic, or optical storage media.

Referring to FIG. 3, one or more virtual models 234 of a
site 104 may be captured at each of a number of positions or
vantage points. At each position, the range scanner 102 gen-
erates range data 302 indicating distances to objects (e.g., a
tree) within the site 104. A set of range data 302 1s some-
times referred to as a “range 1mage,” although the range data
302 need not be stored or presented 1n a conventional 1mage
format. The terms “range data” and “range 1mage” are used
herein interchangeably.

The pattern of marks depicted within the range data 302
represents sample points, 1.e., points at which a range mea-
surement has been taken. The density or resolution of the
range data 302 depends on the distance of the object from
the range scanner 102, as well as the precision and accuracy
of the lidar 103 and the mechanism for panning and/or tilting
the lidar 103 relative to its platform. Although FIG. 3 sug-
gests a horizontal scanning pattern, the range data 302 could
also be generated using a vertical or spiral scanning pattern.

As previously noted, the GPS receiver 116 associated with
the range scanner 102 obtains GPS data 304 (e.g., latitude,
longitude, altitude) relative to the range scanner 102 at the
scanning position. Additionally, the orientation indicator(s)
202 may provide orientation information 3035, e¢.g., bearing,
t1lt.

The camera 110 associated with the range scanner 102
obtains one or more high-resolution digital images 306 of
the site 104. The resolution of the digital images 306 will

typically far exceed the resolution of the range data 302.

The range data 302, GPS data 304, orientation informa-
tion 305, and digital images 306 are collected at each scan-
ning position or location and represent a virtual model 234
of the site 104. Separate virtual models 234 are generated
from the perspective of each of the scanning positions. Of
course, any number of virtual models 234 of the site 104 can
be made within the scope of the invention.
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In certain instances, a data structure lacking one or more
of the above-described elements may still be referred to as a
“virtual model.” For example, a virtual model 234 may not
include the digital images 306 or certain orientation infor-
mation 305 (such as t1lt data where the range scanner 102 1s 53
level during scanning).

FIG. 4 depicts the three sets of range data 302a—c from
top-down views rather than the side views of FIG. 3. As
shown, each set represents only a portion of the site 104,
since the range scanner 102 is not able to “see” behind 19
objects.

In general, each of the sets of range data 302a—c have
separate scanning coordinate systems 402a—c that are refer-
enced to the scanning positions. Typically, the range data
302 1s mmtially captured 1n a polar (or polar-like) coordinate
system. For example, as shown in FIG. 5, an individual
range measurement may be represented by P(R, ¢, 0), where
R 1s the range (distance) from the range scanner 102, ¢ 1s the
degree of tilt, and 0 1s the degree of panning.

15

20
Converting polar range-data 304 into the depicted Carte-

sian coordinates may be done using standard
transformations, as shown below.

X=R cos ¢ cosO Eqg. 1 25
Y=R sin ¢ Eq. 2
Z=R cos ¢sin O Eqg. 3

In certain embodiments, the geometry of the range scanner 3¢
102 (e.g., the axis of rotation, ofiset, etc.) may result 1n a
polar-like coordinate system that requires different
transformations, as will be known to those of skill 1n the art.
In general, the origin of each of the scanning coordinate
systems 402a—c 1s the light-reception point of the lidar 103. 33
Referring to FIG. 6, 1n order to combine or “co-register”
the virtual models 234 from the various scanning positions,
the transformation module 229 transiorms the range data
302a-c from their respective scanning coordinate systems
402a—c to a single modeling coordinate system 602 that 1s 40
independent of the scanning positions and the orientation of
the range scanner 102.

In one embodiment, the modeling coordinate system 602

1s based on a geographic coordinate system, such as Univer-
sal Transverse Mercator (UTM), Earth-Centered/Earth- 45
Fixed (ECEF), or longitude/latitude/altitude (LLA). GPS
receivers 104 are typically able to display Earth-location
information 1 one or more of these coordinate systems.
UTM 1s used 1n the following examples because 1t provides
convenient Cartesian coordinates in meters. In the following 30
examples, the UTM zone 1s not shown since the range data
302 will typically be located within a single zone.

As depicted 1 FIG. 6, the transformation module 229
initially rotates each set of range data 302a—c by the bearing
of the range scanner 102 obtained from the orientation infor- 33
mation 305. After a set of range data 302 has been converted
into Cartesian coordinates, each point may be rotated around
the origin by the following transformation, where b 1s the
bearing.

60
X=X cos (b)-Z sin (b) Eq. 4
Z.=7/. cos (b)+X sin (b) Eq. 3

These equations assume that the range scanner 102 was level 65
at the time of scanning, such that the X7 planes of the scan-
ning coordinate system 402 and modeling coordinate system

8

602 are essentially co-planer. If, however, the range scanner
102 was tilted with respect to the X and/or Z axes, the trans-
formations could be modified by one of skill 1n the art.

Next, as shown 1n FIG. 7, the transformation module 229
uses the GPS data 304 to translate the range data 302 to the
correct location within the modeling coordinate system 602.
In one embodiment, this 1s done by adding the coordinates
from the GPS data 304 to each of the range data coordinates,
as shown below.

where

GPSg 1s the UTM “easting,”

GPS,, 1s the altitude (typically the height above the refer-
ence ellipsoid), and

GPS,; 1s the UTM “northing.”

The UTM easting and northing for a number of points 1n the
modeling coordinate system 602 are shown in FIG. 7, and
are typically represented on maps using the “mE” (meters
East) and “mN”" (meters North) labels.

Those of skill in the art will recognize that the mnvention 1s
not limited to UTM coordinates and that transformations
exist for other coordinate systems, such as ECEF and LLA.
In certain embodiments, the modeling coordinate system
602 may actually be referenced to a local landmark or a
point closer to the range data 302, but will still be geographi-
cally oniented.

In the preceding example, the units of the range data 302
and GPS data 304 are both 1n meters. For embodiments 1n
which the umits differ, a scaling transformation will be
needed. Furthermore, while FIGS. 6 and 7 show particular
types of transformations, those of skill in the art will recog-
nize that different transformations may be required based on
the geometry of the range scanner 102, whether the range
scanner 102 was tilted with respect to the XZ plane, and the
like.

When the transformation 1s complete, the co-registration
module 228 co-registers or [combine] combines the range
data 302a—c from the various views mnto a co-registered
model 702 of the entire site 104. This may involve, for
example, combiming the sets of range data 302a-c into a
single data structure, while still preserving the ability to
access the individual sets.

In one embodiment, the co-registered model 702 includes
GPS data 304 for at least one point. This allows the origin of
the modeling coordinate system 602 to be changed to any
convenient location, while still preserving a geographic ret-
erence.

As 1illustrated 1n FIG. 7, a co-registered model 702 1s not
perfect. Noise and other sources of error may result in vari-
ous gaps, incongruities, regions of overlap, etc. Thus, while
the co-registration module 228 automatically places the
range data 302a—c within close proximity to their expected
locations, eliminating the need for human decision-making,
the range data 302a——c are not truly merged. For example,
two separate points may exist within the co-registered model
702 that should actually refer to the same physical location
in the site 104.

Referring to FIG. 8, a merging module 230 addresses this
problem by merging the range data 302a—c from the
co-registered model 702 into a single merged model 802.
The merging module 230 makes fine adjustments to the
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transformed range data 302a—~c, eliminating the gaps,
incongruities, and regions of overlap. In addition, t2e merg-
ing module 230 may eliminate redundancy by merging
points from the transformed range data 302a that represent
the same physical location. This 1s accomplished, 1n one
embodiment, using an 1terative closest point (ICP)
algorithm, as known to those of skill in the art.

In one embodiment, the merging module 230 incorporates
the Scanalyze™ product available from Stanford University.
Scanalyze™ 1s an interactive computer graphics application
for viewing, editing, aligning, and merging range images to
produce dense polygon meshes.

Scanalyze™ processes three kinds of files: triangle-mesh
PLY files (extension .ply), range-grid PLY files (also with
extension .ply), and SD files (extension .sd). Trnangle-mesh
PLY files encode general triangle meshes as lists of arbi-
trarily connected 3D vertices, whereas range-grid PLY {iles
and SD files encode range 1mages as rectangular arrays of
points. SD files also contain metadata that describe the
geometry of the range scanner 102 used to acquire the data.
This geometry 1s used by Scanalyze™ to derive line-of-sight
information for various algorithms. PLY files may also
encode range 1mages (1n polygon mesh form), but they do
not include metadata about the range scanner and thus do not
provide line-of-sight mnformation.

Once the PLY or SD files have been loaded, they can be
pairwise aligned using a variety of techniques—some
manual (1.e. pointing and clicking) and some automatic
(using a variant of the ICP algorithm).

Pairs of scans can be selected for alignment either auto-
matically (so-called all-pairs alignment) or manually, by
choosing two scans from a list. These pairwise alignments
can optionally be followed by a global registration step
whose purpose 1s to spread the alignment error evenly across
the available pairs. The new positions and orientations of
cach PLY or SD file can be stored as a transform f{ile
(extension .x1) containing a 4x4 matrix.

Referring to FIG. 9, the visualization module 232 uses the
merged model 802 of FIG. 8 to create an interactive, three-
dimensional visualization 112 of the site 104. To accomplish
this, the visualization module 232 may convert the
transformed/merged range data 302 into a polygon mesh
902. Various known soitware applications are capable of
producing a polygon mesh 902 from range data 302, such as
the Volumetric Range Image Processing Package
(VripPack), available from Stanford University. VripPack 1s
a set of source code, scripts, and binaries for creating surface
reconstructions from range images. For example, the Vrip-
Pack merges range images into a compressed volumetric
or1d, extracts a surface from the compressed volumetric grid,
f1lls holes 1n the reconstruction by carving out empty space,
removes small triangles from the reconstruction, and per-
forms a simple 4-level decimation for interactive rendering.

The visualization module 232 also decomposes the digital
images 306 nto textures 904, which are then applied to the
polygon mesh 902. In essence, the digital images 306 are
“draped” upon the polygon mesh 902. Due to the relatively
higher resolution of the digital images 306, the textures 904
add a high degree of realism to the visualization 112. Tech-
niques and code for applying textures 904 to polygon
meshes 902 are known to those of skill 1n the art.

In one embodiment, the mesh 902 and textures 904 are
used to create the visualization 112 of the site 104 using a
standard modeling representation, such as the virtual reality
modeling language (VRML). Thereafter, the visualization
112 can be viewed using a standard VRML browser, or a
browser equipped with a VRML plugin, such as the
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Microsoft ™ VRML Viewer. Of course, the visualization 112
could also be created using a proprietary representation and
viewed using a proprietary viewer.

As depicted 1 FIG. 9, the browser may provide naviga-
tion controls 906 to allow the user to “walk through™ the
visualization 112. In addition, the user may delete or move
objects shown 1n the visualization 112 or modify the visual-
ization 112 1n other ways. As noted, such visualization 112
are highly beneficial in the fields of architecture, landscape
design, land use, erosion control, and the like.

FIG. 10 1s a flowchart of a method 1000 for capturing and
co-registering virtual models 234 of a site 104. Initially, the
site 104 1s scanned 1002 to generate a first set of range data
302 indicating distances from a range scanner 102 at a {first
location to real-world objects in the site 104. A GPS recerver
then acquires 1004 GPS data 304 relative to the range scan-
ner 102 at the first location, after which the range scanner
102 outputs 1006 a first virtual model 234 comprising the
first sets of range data 302 and GPS data 304.

After then range scanner 102 1s moved to a second
location, the method 1000 continues by scanming 1008 the
site 104 to generate a second set of range data 302 indicating,
distances from the range scanner 102 at the second location
to real-world objects in the site 104. In addition, the GPS
receiver 116 acquires 1010 a second set of GPS data 304
relative to the range scanner 102 at the second location, after
which the range scanner 102 outputs 1012 a second virtual
model 234 comprising the second sets of range data 302 and
GPS data 304.

In one configuration, a transformation module 229 then
uses 1014 the sets of GPS data 304 to transform the sets of
range data 302 from scanming coordinate systems 402 to a
single modeling coordinate system 602. Thereaiter, the
transiformed range data 302 can be merged and visualized
using standard applications.

As 1llustrated 1n FI1G. 11, arange scanner 102 may be used
to scan multiple sites 104a—b within a particular area 1102 to
create multiple site models 1104a—b using the techniques
discussed above. The sites 104a—b may or may not be
contiguous, although they are typically in close proximity or
related 1n some manner. For instance, the area 1102 may
[represents] represent a town, campus, golf course, etc.,
while the sites 104a—b may correspond to different buildings
Or structures.

The site models 1104a—b may be co-registered models
702 or merged models 802, as previously shown and
described. Furthermore, as previously noted, a site model
1104a—b may include GPS data 304.

In one embodiment, the transformation module 229 uses
the sets of GPS data 304a—b to combine the mdividual site
models 1104a—b 1nto a single area model 1106. This may be
done in the same manner as the virtual models 302a—c of
FIG. 6 were transformed and combined into the
co-registered model 702. Specifically, the GPS data 304 pro-
vides a common reference point for each site model
1104a-b, allowing the co-registration and/or transformation
modules 228, 229 to make any necessary transformations.

The resulting area model 1106 may then be used to pro-
duce an interactive, three-dimensional visualization 112 of
the entire area 1102 that may be used for many purposes. For
example, a user may navigate from one site 104 to another
within the area 1102. Also, when needed, a user may remove
any ol the site models 1104 from the area model 1106 to
visualize the area 1102 within the objects from the removed
site model 1104. This may be helpiul 1n the context of archi-
tectural or land-use planning.

While specific embodiments and applications of the
present mnvention have been illustrated and described, it 1s to
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be understood that the mvention 1s not limited to the precise
configuration and components disclosed herein. Various
modifications, changes, and variations apparent to those
skilled 1n the art may be made 1n the arrangement, operation,
and details of the methods and systems of the present mnven-
tion disclosed herein without departing from the spirit and

scope of the invention.

What 1s claimed 1s:

1. A system for capturing a virtual model of a site includ-
ing one or more occluded surfaces when viewed from any
girven perspective, the system comprising:

a range scanner for automatically scanning a site from a
plurality of different fixed locations to generate a sepa-
rate set of range data at each scanning location indicat-
ing distances from the range scanner to real-world
objects within the site, each set of range data compris-
ing a three-dimensional model of the same site from a
different perspective, wherein at least one set of range
data includes a surface of a real-world object that i1s

occluded 1n at least one other set of range data;

a digital camera coupled to the range scanner for obtain-
ing digital images of the real-world objects scanned by
the range scanner at each location;

a global positioning system (GPS) receiver [coupled to the
range scanner] for acquiring GPS data for the range
scanner at [a] each scanning location, wherein the GPS
receiver interacts with a separate base station to achieve
sub-meter accuracy;

an orientation indicator [coupled to the range scanner] for
indicating an orientation of the range scanner at each
scanner location;

a transformation module for using the GPS data with ori-
entation [data] irnformation for the range scanner at
cach scanning location to automatically transform the
sets of range data from individual scanning coordinate
systems based on the scanning locations to a single
modeling coordinate system; and

a co-registration module for automatically co-registering,
the transformed sets of range data into a single virtual
model of the site that includes the one or more occluded
surtaces.

2. The system of claim 1, further comprising:

a visualization module for converting the co-registered
virtual model of the site into a polygon mesh and for
applying textures to the polygon mesh [derived from
the digital imagery] to create [an] a visualization of the
site that 1s substantially free of occlusions, the textures
being dervived from the digital images.

3. The system of claim 1, further comprising;:

a merging module for merging at least two points repre-
sented within the co-registered virtual model that corre-
spond to the same physical location within the site.

4. The system of claim 1, wherein the modeling coordi-

nate system 1s a geographic coordinate system.

5. The system of claim 2, wherein the orientation indicator
comprises a bearing indicator for indicating the bearing of
the range scanner.

6. The system of claim 1, wherein the GPS data 1s selected
from the group consisting of longitude, latitude, altitude,
Umniversal Transverse Mercator (UTM) coordinates, and
Earth-Centered/Earth-Fixed (ECEF) coordinates.

7. The system of claim 1, wherein at least two of the sets
of range data indicate a distance ifrom the range scanner to
the same physical location within the site.

8. The system of claim 1, wherein the virtual model asso-
ciates the digital images of the real-world objects with the
corresponding range data.

5

10

15

20

25

30

35

40

45

50

55

60

65

12

9. The system of claim 1, wherein the range scanner com-
prises:
a servo for continuously changing an orientation of the
range scanner with respect to a fixed location to scan
the site; and

a lidar to obtain range measurements to real-world objects
along a changing path of the range scanner responsive
to the servo.

10. A system for capturing a virtual model of a site includ-
ing one or more occluded surfaces when viewed from any
given perspective, the system comprising:

a range scanner for automatically scanning the site to gen-
crate a first set of range data indicating distances from
the range scanner at a first location to real-world objects
in the site, wherein the range scanner 1s to automati-
cally re-scan the site to generate a second set of range
data indicating distances from the range scanner at a
second scanning location to real-world objects 1n the
site, each set of range data comprising a three-
dimensional model of the same site from a different
perspective, wherein the second set of range data
includes a surface of a real-world object that 1s
occluded 1n the first set of range data;

a digital camera coupled to the range scanner for obtain-
ing digital images of the real-world objects scanned by
the range scanner at each location;

a global positioning system (GPS) receiver [coupled to the
range scanner] for acquiring a first set of GPS data for
the range scanner at the first scanning location and a
second set of GPS data for the range scanner at the
second location, wherein the GPS recerver interacts
with a separate base station to achieve sub-meter accu-
racy;

an orientation indicator for indicating an orientation of the
range scanner at each scannming location;

a transformation module for using the first and second sets
of GPS data with orientation [data] information for the
range scanner at the scanning locations to automatically
transform the first and second sets of range data from
local coordinate systems referenced to the scanning
locations to a single coordinate system independent of
the scanning locations;

a co-registration module for automatically co-registering
the first and second sets of range data into a single
virtual model of the site that includes the one or more
occluded surfaces; and

a merging module for merging at least two points repre-
sented within the co-registered virtual model that corre-
spond to the same physical location within the site.

11. The system of claim 10, further comprising:

a visualization module for converting the co-registered
virtual model of the site 1nto a polygon mesh and for
applying textures to the polygon mesh [derived from
the digital imagery] to create [an] a visualization of the
site that 1s substantially free of occlusions, the textures
being derived from the digital images.

12. A system for modeling an object including one or
more occluded surfaces when viewed from any vantage
point, the system comprising:

a range scanner for automatically scanning an object from

a plurality of fixed vantage points to generate a plurality
of separate range 1mages, each range image comprising
a three-dimensional model of the object from a differ-
ent perspective, wherein at least one range image
includes a surface of the object that 1s occluded 1n at
least one other range 1mage;
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a digital camera coupled to the range scanner for obtain-
ing digital 1images of the object from each vantage
point;

a global positioning system (GPS) receiver for obtaining,
GPS readings for the range scanner at each vantage

point, wherein the GPS receiver interacts with a sepa-
rate base station to achieve sub-meter accuracy;

[an] a bearing indicator [coupled to the range scanner] for
indicating a bearing of the range scanner at each scan-
ning location;

a transformation module for using the GPS readings asso-
ciated with each range image, as well as information
about the range scanner’s bearing at each vantage point,
to automatically transform the range 1mages from local
coordinate systems relative to the vantage points to a
single coordinate system independent of the vantage
points; and

a co-registration module for automatically co-registering
the transformed range images 1nto a single virtual
model of the object that includes the one or more
occluded surfaces.

13. The system of claim 12, further comprising:

a visualization module for converting the co-registered
virtual model of the object into a polygon mesh and for
applying textures to the polygon mesh [derived from
the digital imagery] to create [an] a visualization of the
object that 1s substantially free of occlusions, the tex-
tures being derived from the digital images.

14. The system of claim 12, wherein

the range scanner comprises

a servo for continuously changing an orientation of the
range scanner with respect to a fixed location to scan
the object; and

a lidar to obtain range measurements of the object along a
changing path of the range scanner responsive to the
Servo.

15. The system of claim 12, wherein the virtual model 1s
to associate the digital [imagery] images and the correspond-
ing range 1images within the virtual model.

16. The system of claim 12, further comprising:

a merging module for merging at least two points repre-
sented within the co-registered range images that corre-
spond to the same physical location on the object.

17. A method for capturing a virtual model of a site

including one or more occluded surfaces when viewed from
any given perspective, the method comprising:

automatically scanning a site from a plurality of different
fixed locations to generate a separate set of range data
at each scanning location indicating distances from a
range scanner to real-world objects within the site, each
set of range data comprising a three-dimensional model
of the same site from a different perspective, wherein at
least one set of range data includes a surface of a real-
world object that 1s occluded in at least one other set of
range data;

obtaining digital images of the real-world objects scanned
by the range scanner at each location;

acquiring global positioning system (GPS) data for the
range scanner at each scanmng location using a GPS
receiver that interacts with a separate base station to
achieve sub-meter accuracy;

obtaining orientation [data] information for the scanner at
cach scanning location;

automatically transforming the separate sets of range data
from mdividual scanning coordinate systems to a mod-
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cling coordinate system using the GPS data with the
orientation [data] information for the range scanner at
cach scanning location; and

automatically co-registering the transformed sets of range
data into a single virtual model of the site that includes

the one or more occluded surfaces.
18. The method of claim 17, further comprising:

converting the co-registered virtual model of the site into a
polygon mesh; and

applying textures to the polygon mesh [derived from the
digital imagery] to create [an] a visualization of the site
that 1s substantially free of occlusions, the textures
being derived from the digital images.

19. The method of claim 17, further comprising;:

merging at least two points represented within the
co-registered virtual model that correspond to the same
physical location within the site.

20. The method of claim 17, wherein the modeling coor-
dinate system 1s a geographic coordinate system.

21. The method of claim 17, wherein the orientation infor-
mation ncludes a bearing of the range scanner, the method
further comprising:

determining the bearing of the range scanner.

22. The [system] method of claim 17, wherein the GPS
data 1s selected from the group consisting of longitude,
latitude, altitude, Universal Transverse Mercator (UTM)
coordinates, and Earth-Centered/Earth-Fixed (ECEF) coor-
dinates.

23. The method of claim 17, wherein at least two of the
sets of range data indicate a distance from the range scanner
to the same physical location within the site.

24. The method of claim 17, further comprising:

associating the digital images of the real-world objects
with the corresponding range data.
25. The method of claim 17, wherein scanning comprises:

continuously changing an orientation of the range scanner
with respect to a fixed location to scan the site; and

obtaining range measurements to real-world objects along
a changing path of the range scanner.
26. A method for capturing a virtual model of a site
including one or more occluded surfaces when viewed from
any given perspective, the method comprising:

automatically scanning the site to generate a first set of
range data imndicating distances from a range scanner at
a first location to real-world objects 1n the site, wherein
the first set of range data comprises a three-dimensional
model of the site from a first perspective;

obtaining digital images of the real-world objects scanned
by the range scanner at the first location;

acquiring a first set of global positioning system (GPS)
data for the range scanner at the first location using a
GPS receiver that interacts with a base station to
achieve sub-meter accuracy;

determining orientation information for the range scanner
at the first location;

scanning the same site from a second perspective to gen-
erate a second set of range data indicating distances
from the range scanner at a second location to real-
world objects 1n the site, wherein the second set of
range data comprises a three-dimensional model of the
site from a second perspective, wherein the second set
of range data includes a surface of a real-world object
that 1s occluded 1n the first set of range data;

obtaining digital images of the real-world objects scanned
by the range scanner at the second location;
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acquiring a second set of GPS data for the range scanner
at the second location;

determining orientation information for the range scanner
at the second location;

automatically transtforming the first and second sets of
range data from individual local coordinate systems to
a single coordinate system independent of the range
scanner locations using the first and second sets of GPS
data with the orientation information;

automatically co-registering the first and second sets of
range data into a single virtual model of the site that
includes the one or more occluded surfaces;

converting the co-registered virtual model of the site into a
polygon mesh; and

applying textures to the polygon mesh [derived from the
digital imagery] to create [an] a visualization of the site
that 1s substantially free of occlusions, the textures
being derived from the digital images.
27. A method for modeling an object icluding one or
more occluded surfaces when viewed from any vantage
point, the method comprising:

automatically scanning an object from a plurality of fixed
vantage points to generate a plurality of separate range
images, each range image comprising a three-
dimensional model of the object from a different
perspective, wherein at least one range image mcludes
a surface of the object that 1s occluded 1n at least one
other range 1mage;

obtaining digital images of the object from each vantage
point;
obtaining a bearing of the scanner at each vantage point;

acquiring global position system (GPS) readings for the
range scanner at each vantage point using a GPS
receiver that accesses a separate base station to achieve
sub-meter accuracy;

transforming the range 1images from local coordinate sys-
tems relative to the vantage points to a single coordi-
nate system independent of the vantage points using the
GPS readings associated with each range image, as
well as information about the range scanner’s bearing
at each vantage point; and

automatically co-registering the transformed range
images 1to a single virtual model of the object that

includes the one or more occluded surtfaces.
28. The method of claim, 27, further comprising;:

converting the co-registered virtual model of the object
into a polygon mesh; and

applying textures to the polygon mesh [derived from the
digital imagery] to create [an] a visualization of the
object that 1s substantially free of occlusions, the tex-
tures being derived from the digital images.
29. The [system] method of claim 27, wherein scanning
COmMprises:

continuously changing an orientation of the range scanner
with respect to a fixed location to scan the object; and

obtaining range measurements of the object along a
changing path of the range scanner responsive to the
Servo.

30. The [system] method of claim 27, wherein the GPS

data 1s selected from the group consisting of longitude,

latitude, uniform, altitude, Universal Transverse Mercator
(UTM) coordinates, and Earth-Centered/Earth-Fixed

(ECEF) coordinates.
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31. The method of claim 27, further comprising:

associating the digital [imagery] images with the corre-
sponding range 1images within the virtual model.

32. The method of claim 27,

wherein at least two of the range 1mages depict the same

physical location within the site.

[33. The system of claim 27, wherein the GPS data is
selected from the group consisting of longitude, latitude,
altitude, Universal Transverse Mercator (UTM) coordinates,
and Earth-Centered/Earth-Fixed (ECEF) coordinates.}

34. The [system] method of claim 27,

wherein at least two of the range 1mages depict the same
physical location on the object.
35. An apparatus for capturing a virtual model of a site
including one or more occluded surfaces when viewed from
any given perspective, the [system] apparatus comprising:

scanning means for automatically scanning a site from a
plurality of different fixed locations to generate a sepa-
rate set of range data at each scanning location indicat-
ing distances from the scanming means to real-world
objects within the site, each set of range data compris-
ing a three-dimensional model of the same site from a
different perspective, wherein at least one set of range
data includes a surface of a real-world object that 1s
occluded 1n at least one other set of range data;

camera means coupled to the scanning means for obtain-
ing digital images of the real-world objects scanned by
the scanning means at each location;

position detection means [coupled to the scanning means}
for acquiring global positioning system (GPS) data for
the scanning means at [a] each scanning location,
wherein the position detection means interacts with a
separate base station to achieve sub-meter accuracy;

an orientation detection means [coupled to the scanning
means] for indicating an orientation of the scanning
means at each scanning location;

transformation means for using the GPS data with orien-
tation [data] information for the scanning means at each
scanning location to automatically transform the sets of
range data from individual scanning coordinate systems
based on the scanning locations to a single modeling
coordinate system; and

co-registration means for automatically co-registering the
transformed sets of range data into a single virtual
model of the site that includes the one or more occluded
surfaces.

36. A computer program product comprising program
code for performing a method for capturing a virtual model
of a site including one or more occluded surfaces when
viewed from any given perspective, the computer program
product comprising;:

program code for automatically scanning a site from a

plurality of different fixed locations to generate a sepa-
rate set of range data at each scanning location indicat-
ing distances from a range scanner to real-world objects
within the site, each set of range data comprising a
three-dimensional model of the same site from a differ-
ent perspective, wherein at least one set of range data
includes a surface of a real-world object that 1s
occluded 1n at least one other set of range data;

program code for obtaining digital images of the real-
world objects scanned by the range scanner at each
location:

program code for acquiring global positioning system
(GPS) data for the range scanner at each scanning loca-
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tion using a GPS receiver that interacts with a separate
base station to achieve sub-meter accuracy;

program code for obtaining orientation [data] information
for the scanner at each scanning location;

program code for automatically transforming the separate
sets of range data from individual scanning coordinate

systems to a modeling coordinate system using the GPS
data with the orientation [data] information for the

range scanner at each scanning location; and
program code for automatically co-registering the trans-

. : : 1
formed sets of range data into a single virtual model of

the site that includes the one or more occluded surfaces.

37. The system of claim I, wherein the GPS receiver
achieves sub-centimeter accuracy.

38. The system of claim 1, wherein the orvientation indica-
tor comprises a compass capable of digital output.

39. The system of claim 1, wherein the orientation indica-
tor comprises at least two GPS readings to indicate the ovi-
entation of the range scanner at each location.

40. The system of claim 1, further comprising a second
digital camera for obtaining digital images of the veal-world
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objects scanned by the range scanner at each location,
wherein the digital camera and the second digital camera
are set to focus in a steveo vision arrangement.

41. The method of claim 17, wherein the GPS receiver

achieves sub-centimeter accuracy.

42. The method of claim 17, wherein the ovientation infor-
mation comprises data from a compass capable of digital
outpul.

43. The method of claim 17, wherein the orientation infor-
mation comprises at least two GPS readings to indicate an
orientation of the range scanner at each location.

44. The method of claim 17, further comprising obtaining
digital images of the real-world objects scanned by the
range scanner at each location using a second digital
camera, wherein the digital camera and the second digital
camera are set to focus in a steveo vision arrangement.
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